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PREFACE

pline boundaries, with far-reaching applications in many
areas of practice.

I thank Carol Yeung, who has worked with me since
the first edition and provides the talented artistic skills,
as well as a lot of patience. I thank Sr Regis Dunne RSM
for her helpful suggestions about Chapter 10. I am fortu-
nate to have dedicated and professional scientists
working with me, and they have all contributed towards
this edition.

I dedicate Molecular Medicine—An Introductory 
Text to my sister Lynette for her courage and inspiration
during 2003, and the two new arrivals—Charlotte and
Timothy—who have, with great enthusiasm, given life a
new dimension.

Ronald J Trent
Camperdown, December 2004

The landmark event since the second edition of Molecu-
lar Medicine—An Introductory Text has been the com-
pletion of the Human Genome Project, which is already
living up to the promise that it will provide the frame-
work for important new medical discoveries in the
twenty-first century.

It is worthwhile making one observation about the
writing of the third edition, and this relates to the enor-
mous amount of information available on any subject
because of the Internet. This is mentioned to emphasise
the impact that bioinformatics and the Internet will have
on health professionals; i.e., information overload
coupled with the rapid changes occurring in molecular
medicine will be a formidable challenge for continuing
professional education.

The format for the third edition is changed from the
previous ones. I hope that this reflects a more contem-
porary view of DNA in medicine—a field with no disci-
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that identifies what development that year has led to a
major contribution in advancing science and providing a
benefit to society (Table 1.1).

DNA
In 1869, a Swiss physician named F Miescher isolated an
acidic material from cell nuclei which he called nuclein.
From this was derived the term nucleic acid. The next dis-
covery came some time later in 1944, when O Avery and
colleagues showed that the genetic information in the
bacterium Pneumococcus was found within its DNA. Six
years later, E Chargaff demonstrated that there were equal
numbers of the nucleotide bases adenine and thymine as
well as the bases guanine and cytosine in DNA. This
finding, as well as the X-ray crystallographic studies by
R Franklin and M Wilkins, enabled J Watson and F Crick
to propose the double-stranded structure of DNA in
1953, an event described as the beginning of molecular
biology. Subsequently, it was shown that the comple-
mentary strands that made up the DNA helix separated
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THE FOUNDATIONS: 1869–1980s

INTRODUCTION
The term molecular medicine is used to describe the role
that knowledge of DNA is having on medical practice.
Because of the broad implications of DNA in medicine,
molecular medicine cannot be considered a traditional
discipline since DNA crosses natural boundaries such as
the species, as well as artificial ones exemplified by the
medical disciplines.

Other terms that overlap with molecular medicine
include molecular biology (the use of DNA-based
knowledge in research), genetic engineering or recom-
binant DNA (rDNA) technology (the use of DNA-based
knowledge for new products in industry or research). The
common thread in these names is how an understanding
of DNA and the ability to manipulate it in vivo and in
vitro have greatly advanced the options that are available
in clinical practice, research and industry. The impact
made by molecular medicine is seen from the choices
made by the prestigious journal Science for molecules or
achievements of the year—an annual event since 1989
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during replication. In 1956, a new enzyme was discov-
ered by A Kornberg. This enzyme, called DNA poly-
merase, enabled small segments of double-stranded
DNA to be synthesised (see Chapter 2).

Other discoveries during the 1960s included the
finding of mRNA (messenger RNA), which provided the
link between the nucleus and the site of protein synthe-
sis in the cytoplasm, and the identification of
autonomously replicating, extrachromosomal DNA ele-
ments called plasmids. These elements were shown to
carry genes such as those coding for antibiotic resistance
in bacteria. Plasmids would later be used extensively by
the genetic engineers (or molecular biologists)—terms
used to describe individuals who manipulated DNA. A
landmark in this decade was the definition of the full
genetic code, which showed that each amino acid was
encoded in DNA by a nucleotide triplet (see Table 2.1).
In 1961, M Lyon proposed that one of the two X chro-
mosomes in female mammals was normally inactivated.
The process of X-inactivation enabled males and females
to have equivalent DNA content despite differing
numbers of X chromosomes. In 1966, V McKusick pub-
lished Mendelian Inheritance in Man, a catalogue of
genetic disorders in humans. This became a forerunner
to the many databases that would subsequently be
created to store and transfer information on DNA from
humans and many other species (see Bioinformatics in
Chapter 5 and the Human Genome Project later in this
chapter).

TECHNOLOGICAL DEVELOPMENTS
The dogma that DNA Æ RNA Æ protein moved in 
only one direction was proven to be incorrect when 
H Temin and D Baltimore showed, in 1970, that reverse

transcriptase, an enzyme found in the RNA retroviruses,
allowed RNA to be copied back into DNA; i.e., RNA Æ
DNA. This enzyme would later provide the genetic engi-
neer with a means to produce DNA copies (known as
complementary DNA or cDNA) from RNA templates.
Reverse transcriptase also explained how some viruses
could integrate their own genetic information into the
host’s genome (see Chapters 2, 6, 8 and Appendix).

Enzymes called restriction endonucleases were 
isolated from bacteria by H Smith, D Nathans, W Arber
and colleagues during the late 1960s and early 1970s.
Restriction endonucleases were shown to digest DNA at
specific sites determined by the underlying nucleotide
base sequences. A method now existed to produce DNA
fragments of known sizes (see Appendix). At about this
time an enzyme called DNA ligase was described. It
allowed DNA fragments to be joined. The first recombi-
nant DNA molecules comprising segments that had been
stitched together were produced in 1972. P Berg was
later awarded a Nobel Prize for his contribution to the
construction of recombinant DNA molecules. This was
one of many Nobel Prizes that resulted from work that
had or would have a direct impact on the development
of molecular medicine (Table 1.2). In the same year, S
Cohen and colleagues showed that DNA could be
inserted into plasmids, which were then able to be rein-
troduced back into bacteria. Replication of the bacteria
containing the foreign DNA enabled unlimited amounts
of a single fragment to be produced; i.e., DNA could be
cloned. The first eukaryotic gene to be cloned was the
rabbit b globin gene in 1976 by T Maniatis and col-
leagues (see Appendix for further discussion on DNA
cloning).

The development of DNA probes followed from a
1960 observation that the two strands of the DNA double
helix could be separated and then re-annealed. Probes
comprised small segments of DNA labelled with a
radioactive marker such as 32P. DNA probes were able to
identify specific regions in DNA through their annealing
(the technical term for this is hybridisation) to comple-
mentary nucleotide sequences. The specificity of the
hybridisation reaction relied on the predictability of base
pairing; i.e., the nucleotide base adenine (usually abbre-
viated to A) would always anneal to the base thymine (T);
guanine (G) would anneal to cytosine (C). Thus, because
of nucleotide base pairing, a single-stranded DNA probe
would hybridise in solution to a predetermined segment
of single-stranded DNA (see Chapter 2).

Solution hybridisation gave way in 1975 to hybridisa-
tion on solid support membranes when DNA digested
with restriction endonucleases could be transferred to
these membranes by Southern blotting, a process named
after its discoverer, E Southern. The ability of radio-
labelled DNA probes to identify specific restriction
endonuclease fragments enabled DNA maps to be 
constructed (see Appendix for details). This was the fore-

Table 1.1 Scientific breakthroughs involving molecular medicine

Year Considered by the journal Science to be the 
outstanding achievement during the year

1989 Polymerase chain reaction (PCR)

1993 TP53 (p53) gene

1994 DNA repair enzyme

1996 AIDS research: New hope in HIV disease (chemokines)

1997 Cloning: The lamb that roared

1999 Stem cells—capturing the promise of youth

2000 Genomics comes of age

2002 Small RNAs make a big splash

2003 SARS: A pandemic prevented



1 HISTORY OF MOLECULAR MEDICINE

3

runner to DNA mutation analysis discussed further in
Chapter 2.

In the 1970s, the impressive developments in molec-
ular medicine were matched by growing concern in both
the public and scientific communities that genetic engi-
neering was a “perversion of nature” and a potential
source of much harm. In 1975, a conference was con-
vened at Asilomar in California USA to discuss these
issues. Subsequently, regulatory and funding bodies
issued guidelines for the conduct of recombinant DNA
work. These guidelines dealt with the types of experi-
ments allowable and the necessity to use both vectors
(e.g., plasmids) and hosts (e.g., bacteria such as
Escherichia coli which carried the vectors) that were safe
and could be contained within laboratories certified to
undertake recombinant DNA work. Guidelines began to
be relaxed during the late 1970s and early 1980s when
it became apparent that recombinant DNA technology
was safe when carried out responsibly. However, gov-
ernment and private funding bodies insisted that a form
of monitoring be maintained which has continued to this
day (see Chapter 10).

GENE STRUCTURE AND FUNCTION

The anatomy of the gene became better defined with
descriptions in 1975 and 1977 of methods to sequence
individual nucleotide bases in DNA. The significance 
of DNA sequencing was acknowledged with a Nobel
Prize to F Sanger and W Gilbert. In 1977, an unexpected
observation revealed that eukaryotic genes were discon-
tinuous; i.e., coding regions were split by intervening
segments of DNA. To distinguish these two components
in the gene, the terms exons and introns were first used
by W Gilbert in 1978. Splicing, the mechanism by which
genes were able to remove introns to allow the appro-
priate exons to join, was described by R Roberts and P
Sharp, for which they were awarded a Nobel Prize in
1993. In the 1970s and 1980s, three scientists—E Lewis,
C Nüsslein-Volhard and E Wieschaus—laid the founda-
tions for what would be exciting revelations about genes
and their roles in the development of the fruit-fly
Drosophila melanogaster. The same genes were also
found in animals including humans, illustrating the
importance of evolutionary conservation of key genes

Table 1.2 Molecular medicine and some Nobel Prize winners (1958–2004)a

Year Recipients Subject

1958 G W Beadle, E L Tatum and J Lederberg Regulation and genes, and genetic recombination in bacteria

1959 S Ochoa, A Kornberg In vitro synthesis of nucleic acids

1962 J D Watson, F Crick, M H F Wilkins Structure of DNA

1965 F Jacob, A L Woff, J Monod Genetic control enzyme and virus synthesis

1968 R W Holley, H B Khorana, M W Nirenberg Interpretation of the genetic code

1975 D Baltimore, H Temin and R Dulbecco Reverse transcriptase and oncogenic viruses

1978 W Arber, D Nathans, H D Smith Restriction endonucleases

1980a P Berg and W Gilbert, F Sanger Creation of first recombinant DNA molecule and DNA sequencing

1989 J M Bishop, H E Varmus Oncogenes

1989a S Altman, T R Cech RNA ribozymes

1993 R Roberts, P Sharp Gene splicing

1993a K Mullis and M Smith Polymerase chain reaction (PCR) and site directed mutagenesis

1995 E Lewis, C Nüsslein-Volhard, E Wieschaus Genetic mechanisms in early embryonic development

2001 L H Hartwell, R T Hunt, P M Nurse Key regulators of the cell cycle

2002 S Brenner, J E Sulston, H R Horvitz Genetic regulation of organ development and programmed cell death

2004 R Axel, L B Buck Sense of smell including the genes involved in the olfactory system

a Nobel Prize in Chemistry; all others Nobel Prize in Physiology or Medicine.
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across the species. Characterisation of these would 
subsequently show the molecular basis for normal 
and abnormal development in vertebrates. For their 
pioneering work, the three were awarded a Nobel Prize
in 1995.

Variations in the lengths of DNA segments between
individuals (called DNA polymorphisms) were reported
in the mid-1970s, although their full potentials were 
not realised until the early 1980s when D Botstein and
colleagues described how it might be possible to use
DNA polymorphisms as markers to construct a map of
the human genome. Subsequently, DNA polymorphisms
would form a component to many studies involving DNA
(see Chapters 2, 3, 4, 9). These markers also became
useful in comparing different populations or species to
identify evolutionary affinities and origins. In 1987, R
Cann and colleagues proposed, on the basis of mito-
chondrial DNA polymorphisms and sequence data, that
homo sapiens evolved from a common African female
ancestor. Although evolutionary data based on DNA
markers have evoked a number of controversies, many 
of which remain unresolved, the contribution of DNA
polymorphisms in comparative studies has been very 
significant.

COMMERCIALISATION
The ability to take DNA in vitro and from it produce a
protein became an important step in the commercialisa-
tion of molecular medicine. The latter half of the 1970s
saw the development of the biotechnology industry based
on this type of DNA manipulation. The first genetic engi-
neering company called Genentech Inc. was formed in
1976 in California. Human insulin became the first genet-
ically engineered drug to be marketed in 1982 following
the successful in vitro synthesis of recombinant human
growth hormone a few years earlier (see Chapter 6).

During the 1980s, transgenic mice were produced by
microinjecting foreign DNA into the pronucleus of 
fertilised oocytes. Injected DNA became integrated into
the mouse’s own genome, and the transgenic animal
expressed both the endogenous mouse genes and the
foreign gene. A “supermouse” was made when a rat
growth hormone gene was microinjected into a mouse
pronucleus. In 1988, the first US patent was issued for a
genetically altered animal. In the years to follow, partic-
ularly the 1990s, the debate about patents and genes
would provoke considerable controversy. The first con-
straints on DNA clinical testing because of patenting
issues were reported in the early 2000s (discussed further
in Chapter 10).

MODERN ERA: 1980s–2000s

GENE DISCOVERY
Until the mid-1980s, conventional approaches to 
understanding genetic disease relied entirely on the 
identification and then characterisation of an abnormal
protein. This could be taken one step further with molec-
ular medicine, since it became possible to use the protein
to clone the relevant gene. From the cloned gene more
information could then be obtained about the underly-
ing genetic disorder. This was called functional cloning
and is illustrated by reference to the thalassaemia 
syndromes (Box 1.1). However, the identification of an
abnormal protein was not always easy or indeed possi-
ble. For example, the genetic disorder Huntington’s
disease was first described by G Huntington in 1872, and
more than 100 years later no abnormal protein had been
found.

In the late 1980s, an alternative approach to the 
study of genetic disease became available through posi-
tional cloning. This method bypassed the protein and
enabled direct isolation of genes on the basis of their
chromosomal location and certain characteristics that
identified a segment of DNA as “gene-like.” Identifica-

tion of the mutant gene as well as knowledge of the
genetic disorder could then be inferred from the DNA
sequence. The strategy was initially called reverse genet-
ics. Subsequently, the name was changed to the more
appropriate one of positional cloning. The first success
stories involving positional cloning for human genes
came in 1986 with the isolation of the gene for chronic
granulomatous disease by S Orkin and colleagues, 
and in 1987 with the Duchenne muscular dystrophy gene
by L Kunkel and colleagues. Successes were slow to
follow initially, but by the mid-1990s, it became difficult
to keep up with the output from positional cloning 
(Table 1.3).

A variation of positional cloning enabled genes to be
identified on the basis that they were “candidates” for
genetic disorders rather than their positions on a chro-
mosome. In other words, prior knowledge of the gene’s
function suggested it was worthwhile looking further at
this candidate as there was a strong likelihood that it
would be involved in the genetic disorder. This provided
a shortcut to gene discovery but required information
about likely genes that might be involved (Table 1.4 and
Chapter 3).
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POLYMERASE CHAIN REACTION (PCR)
In 1985, work by K Mullis, R Saiki and colleagues at the
Cetus Corporation, California, made it possible to target
segments of DNA with oligonucleotide primers and then
amplify these segments with the polymerase chain reac-
tion, or PCR as it is now best known. PCR soon became
a routine procedure in the molecular biology laboratory.
In a short period of time, this technology has had a pro-
found and immediate effect in both diagnostic and
research areas. Reports of DNA patterns obtained from
single cells by PCR started to appear. Even the dead were

Box 1.1 Historical example: Functional cloning
to identify the globin genes.
During the 1950s and 1960s, extensive analyses were
undertaken to characterise the globin proteins. These
studies showed that there were at least two different
proteins, and in 1959, V Ingram and A Stretton pro-
posed that the thalassaemias could be subdivided into
a and b types corresponding to the a globin and b
globin proteins. Following the discovery of reverse
transcriptase, it became possible to take immature red
blood cells from patients with homozygous b thalas-
saemia and isolate from them a globin mRNA, which
could then be converted to complementary DNA
(cDNA) (see Figure 2.2). In this way DNA probes were
made, and they were then used to find the a globin
genes. DNA probes specific for the b globin genes
were isolated next. This was assisted by the cloning
of the rabbit b globin gene since it had considerable
homology (similarity) to its human equivalent. In con-
trast to positional cloning, which would develop later,
functional cloning was difficult and limiting because
it required knowledge of proteins. This was possible
with the globins. However, for most other diseases,
particularly those with no known protein abnormali-
ties, the genes could not be found with a functional
cloning approach. With the availability of restriction
endonuclease enzymes, it became possible to con-
struct DNA maps for the globin genes. DNA maps for
the a thalassaemias were quite abnormal, indicating
that the underlying gene defects involved a loss of
DNA, i.e., deletions. On the other hand, the maps for
the b thalassaemias were normal. Therefore, the
molecular (DNA) abnormalities in these were 
either point mutations (changes involving a single
nucleotide base) or very small deletions.

Table 1.3 Examples of some important genes found 
by positional cloning

Cystic fibrosis

Neurofibromatosis types 1, 2

Testis determining factor

Fragile X mental retardation

Familial adenomatous polyposis

Myotonic dystrophy

Huntington’s disease

DNA repair defects (ataxia telangiectasia, a rare form of colon
cancer)

Bloom’s syndrome

Breast cancer genes in familial cases

Haemochromatosis

Table 1.4 Genes that have been cloned and characterised by the candidate gene approacha

Genetic disorder Underlying abnormality Candidate gene(s) and relevance

Retinitis pigmentosa Retina Rhodopsin, the gene for human rhodopsin (visual) pigment was isolated first. 
Subsequently, retinitis pigmentosa was localised to the same chromosome. Thus, 
rhodopsin became an obvious candidate gene for retinitis pigmentosa.

Familial hypertrophic Heart muscle The genes for b myosin heavy chain, a tropomyosin and troponin T were initially
cardiomyopathy (FHC) selected as candidates because they are basic components of the muscle 

sarcomere. Subsequently, FHC was shown to involve eight more genes of the 
muscle sarcomere (see Table 3.1).

Marfan’s syndrome Connective tissue A good candidate for this disease was fibrillin (the fibrillin protein is a constituent 
of elastin-associated myofibrils), and this was subsequently confirmed to be 
correct.

Alzheimer’s disease (AD) Early onset dementia Amyloid protein was isolated in plaques from patients with AD. Hence, the APP
(amyloid precursor protein) gene became a likely candidate for AD.

Long QT syndrome Cardiac arrhythmias A gene named HERG (predicted to have potassium channel-like activity) was 
situated in chromosomal proximity to the long QT syndrome locus determined 
from linkage analysis.

a A candidate or likely gene is used to narrow the field when searching DNA clones isolated on the basis of their chromosomal location by positional
cloning.
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not allowed to rest as it soon became possible to study
DNA patterns from ancient Egyptian mummies, old
bones and preserved material of human origin. The
extraordinary contributions made by PCR in medicine,
industry, forensics and research were recognised by the
award of a Nobel Prize to K Mullis in 1993.

The availability of automation meant that DNA ampli-
fication had unlimited potential for mutation analysis in
genetic disorders, as well as the identification of diag-
nostically significant DNA sequences from infectious
agents. A patent was obtained to cover the use of PCR
and illustrated the growing importance of commerciali-
sation in recombinant DNA technology (see Chapters 2,
10 and Appendix).

GENES AND CANCER
During the 1980s–1990s, the application of molecular
biology techniques to medicine or molecular medicine
proved to be critical for our understanding of cancer. The
first breakthrough actually came in 1910, when P Rous
implicated viruses in the aetiology of cancer by showing
that a filterable agent (virus) was capable of inducing
cancers in chickens. For this work, he was awarded the
Nobel Prize in 1966. However, the next big discovery
did not come until the early 1980s, when a segment of
DNA from a bladder cancer cell line was cloned and
shown to have the capacity to induce cancerous trans-
formation in other cells. The cause of the neoplastic
change in both the above examples was soon demon-
strated to be dominantly acting cancer genes called
oncogenes. These oncogenes have assumed increasing
importance in our understanding of how cancers arise
and progress. For their work on oncogenes during the
early-1980s, J Bishop and H Varmus were awarded a
Nobel Prize in 1989.

More recently, the identification of cellular sequences
that normally repress or control cellular growth led to the
discovery of tumour suppressor genes. Loss or mutation
of tumour suppressor gene DNA through genetic and/or
acquired events was shown to be associated with unreg-
ulated cellular proliferation and hence neoplasm. Just 
as occurred with positional cloning, the list of known
oncogenes and tumour suppressor genes has expanded
rapidly. Information from both classes of genes has pro-
vided insight into the mechanisms that can lead to cancer
but, just as importantly, the way the normal cell functions
(see Chapters 3, 4). This focus on genes controlling cel-
lular division both physiologically and in cancer led to a
Nobel Prize in 2001 to L Hartwell, R Hunt and P Nurse
for their work on key regulators of the cell cycle.

DNA changes found in cancers subsequently provided
evidence for A Knudson’s two-hit hypothesis that was
proposed to explain the development of certain tumours.
Thus, earlier epidemiological data on which Knudson
devised his model in 1971 were now confirmed.

MUTATION ANALYSIS

Nucleic acid mutation analysis (i.e., identifying defects
in DNA or RNA) was not considered a legitimate 
activity by some until the 1990s when, through the efforts
of many, particularly R Cotton, it assumed a higher
profile. This followed from the increasingly larger and
more complex genes that were being isolated by posi-
tional cloning, as well as the realisation that DNA diag-
nosis could provide useful information for the clinical
management of patients with genetic disorders or infec-
tious diseases. The profile for mutation analysis increased
further in the mid-1990s as genes for important cancers
(e.g., bowel, breast) began to be discovered.

The gold standard in terms of DNA mutation analysis
is sequencing because it allows the mutation to be
defined. However, the size of genes involved, as well as
the very broad range of mutations observed in genetic
disorders, made this impractical as a routine means to
detect mutations. Although automated DNA sequencing
became more accessible in the 1990s, it remained
expensive. PCR quickly made a major impact on muta-
tion analysis, but the very focused nature of PCR (i.e., a
specific region of the genome is targeted and then ampli-
fied) was its weakness when it came to mutations that
could be found anywhere in a very large gene; e.g., there
are more than 1300 mutations in the large 250kb cystic
fibrosis gene (1kb is 1 kilobase or 1000 base pairs [bp]).
Hence, the 1990s became a decade for designing new
methods to allow large DNA fragments to be scanned for
potential changes in their DNA sequence. Methods such
as SSCP (single stranded conformation polymorphism),
DGGE (denaturing gradient gel electrophoresis) and
CCM (chemical cleavage of mismatch) were reported.
However, none was ideal in all situations. Today, dHPLC
provides a semi-automated and more sophisticated
approach to scanning DNA for potential sites of muta-
tions (see Chapter 2, Appendix).

Another aspect of DNA mutation analysis to achieve
prominence in the 1990s was the potential for commer-
cialisation through the availability of DNA kits. In the first
instance, these kits were provided to facilitate the imple-
mentation of DNA technology in less experienced diag-
nostic laboratories. Ultimately, it was predicted that the
family practitioner or local health centres would utilise
DNA kits to identify specific genetic parameters. Perhaps
over-the-counter kits would become available. The impli-
cations of this development in molecular medicine will
need careful consideration. It is interesting to note that
the community response to these potential developments
was less vocal than on previous occasions, e.g., when
genetic engineering was first started or the use of gene
therapy was considered. However, important questions
will need to be asked; e.g., what DNA testing is neces-
sary, and what will cause more harm than good? How
will the costs be met? The advantages and disadvantages
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of DNA mutation analysis will require clear forward
thinking by both health professionals and the community
(see Chapter 10).

GENETIC THERAPIES
In 1987, the first recombinant DNA vaccine against 
the hepatitis B virus was produced by inserting a segment
of viral DNA into a yeast expression vector. Successes
with the expression of DNA in vitro (e.g., the production
of recombinant DNA-derived drugs) and in vivo (e.g.,
transgenic mice) highlighted the potential for transferring
DNA directly into cells for therapeutic benefits (i.e., gene
therapy). However, concern about manipulation of the
human genome through a gene therapy approach was
followed by a moratorium and extensive public debate
until guidelines for the conduct of this type of recombi-
nant DNA work became firmly established. Permission
for the first human gene therapy trial to proceed was
obtained only in 1990. A child with the potentially fatal
adenosine deaminase (ADA) immunodeficiency disorder
was given somatic gene therapy using her own lympho-
cytes that had been genetically engineered by retroviral
insertion of a normal adenosine deaminase gene. 
Lymphocytes with the normal ADA gene were then rein-
fused into the individual. Initial clinical and laboratory
responses were promising although efficacy could never
be proven as these children had also been treated with
a newly released drug. It took more than a decade before
gene therapy was shown to be effective. Again, the model
was an immunodeficiency (SCID X1), but in this 
situation alternative forms of treatment were not always
available. Fourteen children were eventually treated and
shown to have responded very well to the introduced
gene. Unfortunately, 2 of the 14 children developed
acute leukaemia as a direct result of the gene therapy (see
Chapter 6 for further discussion of gene therapy).

During the late-1980s to the mid-1990s, alternative
approaches to gene therapy that avoided the use of retro-
viruses began to be discussed as potential ways to trans-
fer DNA into cells or interfere with foreign RNA or DNA
(e.g., virus) in cells. New viral and non-viral vectors were
developed, but each had its own particular drawback. 
A novel way to inhibit unwanted gene expression was
identified following observations made in 1981 that 
RNA from the protozoan Tetrahymena thermophila had
enzyme-like activity (called ribozyme). The discoverers,
S Altman and T Cech, were subsequently awarded a
Nobel Prize for this work. Ribozymes provided a new
approach to gene therapy because they made use of 
naturally occurring RNA sequences that could cleave
RNA targets at specific sites. Diseases for which
ribozymes had particular appeal included cancer (to
inhibit the mRNA from oncogenes) and AIDS (to inhibit
mRNA from the human immunodeficiency virus).

By the mid-1990s, an unexpected change in the indi-
cations for gene therapy became apparent. Until this
time, gene therapy was considered to be an experimen-
tal approach to treat rare genetic disorders for which
there was no known treatment. However, the number of
proposals involving cancer and HIV infection soon sur-
passed those for genetic disorders, showing that gene
therapy had a much broader potential. Methodologies
that enabled genes to be targeted to their normal genetic
locus through a process called homologous recombina-
tion were also described. This was attractive since it
would enable therapeutic manipulations to be conducted
with greater accuracy (see Chapter 6). However, unless
the targeted cells were in the germline (and this was pro-
hibited in gene therapy), homologous recombination was
not an efficient mechanism. Similarly, the major limita-
tion with gene therapy today continues to be the ineffi-
cient means, both physical and viral vectors, by which
DNA is inserted into a cell.

The cloning of cattle by nuclear transplantation in
1987 highlighted ethical and social issues that could
arise from irresponsible use of recombinant DNA 
technology in humans. Legislative prohibitions relating 
to certain types of human embryo experimentation and
human gene therapy involving the germline were
enacted in many countries. However, few were prepared
for the next development that came in 1997 when I
Wilmut and colleagues successfully cloned Dolly, the
sheep. This technologic tour de force seemed unachiev-
able because it required the reprogramming of adult
cells. However, using the procedure of somatic cell
nuclear transfer, cells isolated from the udder of an adult
female sheep were inserted into an enucleated ovum.
From this, Dolly the sheep was derived, an identical copy
of her adult mother (see Chapter 6). Subsequently, other
animals were cloned in this way, leading to the proposal
by some that humans would be cloned next.

In the midst of the cloning debate, the finding that
human stem cells (both adult and embryonic) could re-
differentiate into tissues such as nerve and other cells
identified a potentially novel approach to treating a range
of problems from degenerative conditions such as Parkin-
son’s disease to spinal cord injuries resulting from
trauma. Like cloning, stem cells became the focus for
emotive discussions with scientists, politicians and
laypersons providing their personal views, which at times
became difficult to separate from scientific facts (see
Chapters 6, 10 for more discussion on stem cells).

DNA POLYMORPHISMS
The number and types of DNA polymorphisms first
described in the 1970s to early 1980s rapidly expanded.
The inherent variability in DNA polymorphisms led to the
concept of DNA fingerprinting in 1985 when A Jeffreys
and colleagues described how more complex DNA poly-
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morphisms (minisatellites) were able to produce unique
DNA profiles of individuals. DNA testing for minisatel-
lites has subsequently had an increasingly important role
to play in forensic practice. The courts of law became
involved in molecular medicine when the potential for
identification of individuals on the basis of their mini-
satellite DNA patterns was realised. In 1987, DNA fin-
gerprints were allowed as evidence in the first court case.
Just as was mentioned earlier when describing the use of
DNA polymorphisms in studies to identify the origins and
affinities of peoples and species, DNA fingerprinting has
also produced its share of controversies, which continue
to be debated in the courts (see Chapters 9, 10).

Another type of DNA polymorphism, known as a
microsatellite, was shown in the 1980s to be dispersed
throughout the human genome and so very useful when
it came to studies involving positional cloning (see 
Chapters 2–4). In the late 1990s, it became apparent from
data coming out of the Human Genome Project that 
the genomes of individuals had many single base
changes. These polymorphisms were called SNPs (single
nucleotide polymorphisms—pronounced snips) and had
the potential, when measured collectively, to produce a
unique profile of an individual. The number of SNPs 
in the human genome was estimated to be more than 
3 ¥ 106, i.e., 1 SNP approximately every 1kb of DNA
sequence. By definition, a SNP is present when the rare
allele in a single base change reaches a frequency of 1%
or more in a population (otherwise, by convention, the
single base change is referred to as a mutation). SNPs 
had the potential to provide considerable information
because the numbers available for assay were consider-
ably greater than would be possible with other polymor-
phisms. This meant that rare or complex traits could now
be studied more effectively (see Chapter 4).

WORLD WIDE WEB
The Internet, which is described in more detail in Chapter
5 and Box 5.2, comprises the cables and computers

linking many computer networks. It is the most impor-
tant development in communication since the telephone
and television. Many services run on the Internet, one of
which is the World Wide Web (WWW). The WWW was
first developed in 1989 and then made available on the
Internet in 1991. Its original purpose was to facilitate
communication in the physics community within an
institution in Switzerland and across the world. Today, the
WWW is an indispensable component of our lives, from
scientific, medical and social perspectives. Its inventor, T
Berners-Lee, developed: (1) a new computer language
called HTML, (2) a protocol known as HTTP that allowed
the transfer of web pages written in HTML between web
browsers and servers, and (3) URL addresses that 
provided unique identifiers for files accessible over the
Internet. With the WWW, users need only a web browser,
and they have access to a wealth of information. For his
invention, T Berners-Lee was awarded the inaugural Mil-
lennium Technology Prize in April 2004.

RNAi
A final historical highlight in molecular medicine to end
the twentieth century was the discovery of another func-
tion for RNA (see Tables 1.1, 2.2). This was called RNA
interference (RNAi) by A Fire and colleagues in 1998
using as their model the worm Caenorhabditis elegans.
RNAi enabled long double-stranded (ds) RNA to be con-
verted into short interfering RNA (siRNA) that cleaved
homologous RNA species. Apart from a physiologic role
likely to be as a protective mechanism against invasion
of the genome by parasites such as viruses, the siRNA
molecules had the ability to provide another level of gene
regulation. There was also potential for siRNA to be 
used in gene therapy (see Chapters 2, 6). It has been pre-
dicted that the long-term impact of RNAi will rival the
discovery of PCR.

HUMAN GENOME PROJECT: 1990–2000

THE START
The Human Genome Project (HGP) represents a land-
mark scientific feat. It is comparable to the moon landing
in terms of the technologic challenges that had to be over-
come and the many benefits both direct and indirect now
emerging. It also demonstrated how scientists throughout
the world could work together to bring about a dream that
many considered was impossible. The consequences of
the HGP will influence medical practice and the conduct
of medical research for many years to come. Apart from

the obvious gains in knowledge about genetics, advances
in bioinformatics, biotechnology and clinical care will
ensure the financial costs of the HGP are repaid many
times over. Potential negative outcomes from the HGP
reflect the ethical, social and legal implications that might
emerge from inappropriate use of genetic information.
However, these issues are being openly debated, and
there is optimism that they will be avoided and so not
detract from the HGP (see Chapter 10).

The United States Department of Energy (DOE) was a
key player in proposing the HGP in 1987. The DOE had
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a long-term research interest in DNA because of its work
with nuclear weapons, and the only way to understand
fully the mutagenic effects of irradiation from these
weapons was to characterise individual differences in
DNA, i.e., sequence the human genome. However, in the
mid-1980s, DNA sequencing was technically difficult;
hence, only a few selected genes within the genome had
been sequenced. Most of the 50000–100000 genes in
the human genome (the number of genes considered to
be present at the time—this number has now been
reduced to about 30000) had not been discovered, and
the great majority of the 3 ¥ 109 base pairs making up
the human haploid genome did not contain gene
sequences. This was (unfortunately) called junk DNA 
and would not normally be the target for DNA se-
quencing. Therefore, vast tracks of DNA remained unex-
plored, and the technology to sequence such large areas
was not available. No group or groups of researchers
were big enough to take on the mammoth task being 
proposed.

Despite what would appear to be insurmountable
obstacles, scientists overall felt that the HGP was feasi-
ble, and in 1988 the US Congress funded both the DOE
and the NIH (National Institutes of Health) to explore 
further the potential of an HGP. However, not all scien-
tists were unanimous in their enthusiasm, and there was 
considerable misapprehension that the work involved
was not research in its purest sense, but a monumental
exercise in data gathering. The potential costs involved

were also a major worry, particularly if funds from more
traditional research activities were diverted to the HGP.

The HGP started in late 1990 with a planned comple-
tion by 2005 and a US$3 billion budget. Politically, the
HGP promised both health and wealth outcomes. Health
would come from medical benefits, and wealth would
be gained from technological developments leading 
to economic growth and job creation. D Smith, then
Director of the DOE’s Human Genome Program,
described the HGP as “developing an infrastructure for
future research.” In reply to the potential for shrinking
research funds because moneys were going to the HGP,
he made the prescient comment that following the HGP
“individual investigators would do things that they would
never be able to do otherwise.”

Three additional points should be mentioned about the
HGP. (1) The first is that the term “human” is a misnomer
since it was also planned to characterise the genome of
model organisms including mouse, fruit fly, various
microorganisms, a worm, a plant and a fish. The model
organism work, called “comparative genomics,” was
considered necessary for a complete understanding of
the human genome, since the same genes are found in
all organisms, and having model organisms would facil-
itate our understanding of gene function (Figure 1.1). (2)
A non-laboratory component was also added. This was
to consider the ethical, legal and social implications
(abbreviated to ELSI) of the HGP. Three percent of the
total budget has been set aside to research issues such as

3000 Mb

3000 Mb
165 Mb

Fig. 1.1 Comparative genomics.
Gene discovery. The genomes of various organisms compared to humans are very similar. Genes with an important function will
be conserved during evolution; i.e., the same gene will be identifiable in different organisms. Therefore, because of its relatively
small size, determining the DNA sequence of the fruit fly Drosophila melanogaster (its genome size is about 165 mega bases [Mb]
compared to the 3000Mb of the human) is a more achievable goal. Knowledge of the fruit fly’s genes has direct relevance to
humans because once a gene is identified in the fruit fly, its homologue (equivalent) in the human can be sought in the DNA
databases that have DNA sequences derived from the Human Genome Project. Gene function. The determination of function in a
newly discovered human gene can be a formidable challenge. Looking at natural or induced mutants in the fruit fly is relatively
simple and does not involve ethical dilemmas present in human research. From these mutants some knowledge is gained about
gene function. Another strategy to determine function is to identify the same gene in the mouse and then knock it out by genetic
manipulation. Knockout mice have become potent means by which to determine human gene function (see Chapter 5 for more
discussion about model organisms).
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privacy and confidentiality (e.g., who will have access to
an individual’s genetic makeup), stigmatisation or dis-
crimination (e.g., what might insurance companies or
employers do with the information generated from the
HGP, what adverse effects might result from knowledge
of the genome’s sequence and so the potential to predict
health or disease in an individual). Educating the public
and professionals about the HGP was also an important
aim. (3) Although finding new genes (gene discovery) was
not an early goal of the HGP, this was added soon after
the HGP started.

The HGP had a number of goals or programs that are
summarised in Table 1.5. The first involved the construc-
tion of comprehensive genetic and physical maps of the
human genome (see Chapter 2 and Appendix for more
details of genetic and physical maps). From these maps,
which were tedious and time consuming to make, genes
could be found, and segments of DNA were able to be
sequenced. The distance between markers on a genetic
map is defined as a centimorgan (cM) with 1cM equal
to ~1Mb (megabase or 1 ¥ 106 base pairs). An initial aim
of the HGP was to produce a genetic map to cover the
entire genome with DNA markers that were 1cM apart.
Each of the DNA markers generated would require a
unique identifier, and for this, the concept of sequence
tagged sites (STSs) was proposed. This meant that
sequencing of DNA markers would be required. Each

marker would then be identified by the part of its
sequence that was unique.

From genetic maps it was possible to construct physi-
cal maps so that the distance between DNA markers
could be determined in absolute terms (i.e., bp, kb or
Mb). This was a mammoth task since it became neces-
sary to characterise entire regions of the genome on the
basis of overlapping DNA clones that would ultimately
need to be sequenced. This strategy, which was followed
by the publicly funded HGP effort, contrasted with the
approach subsequently adopted by the commercial
company Celera, which is discussed further below. To
accomplish the above, new DNA sequencing technolo-
gies were required, and apart from being more efficient,
these technologies had to be cheaper. One goal of the
HGP was to reduce the cost for each base pair sequenced
to less than 50 cents. The development of robotics was
another essential requirement.

The work of constructing genetic and physical maps
was undertaken by many different laboratories across the
world, particularly in the USA, UK (funded by the Well-
come Trust) and France (funded by the Muscular Dystro-
phy Association). Those involved will remember with
affection the single chromosome workshops (i.e., work-
shops dedicated to one particular chromosome) that
attracted scientists from all corners of the globe. At these
workshops there would be focused and earnest discus-

Table 1.5 Components of the Human Genome Project

Goal Purpose

1 Mapping and sequencing of the human genome—ultimately to determine the sequence of the ~3 billion bases that make up the
human genome.

2 Mapping and sequencing the genomes of model organisms. They included Bacteria: 
Escherichia coli, Bacillus subtilis, two species of mycobacteria; Yeast: Saccharomyces cerevisiae; Simple plant: Arabidopsis
thaliana; Nematode: Caenorhabditis elegans; The fruit fly: Drosophila melanogaster; and as an example of a mammal: the
mouse.

3 Identifying the 30000 or so genes making up the human genome (initially, the number of human genes was thought to be
closer to 50000–100000).

4 Developing software and database designs to support large-scale collections of data, their storage, distribution and access.
Developing tools for analysing large data sets. This goal would require very sophisticated bioinformatics capability. So, a by-
product of the HGP has been the rapid development of bioinformatics, a discipline involving computational skills.

5 Creating training posts particularly in interdisciplinary sciences related to genome research, providing training courses (some of
this work was subsequently taken on by HUGO, the—Human Genome Organization).

6 Transferring technologies to the private sector. For both technology development and training to be effective, private industry
needed to be involved; hence, an early goal of the HGP was to enhance interchange of information between public and private
enterprises. Developments coming from HGP were meant to be rapidly disseminated to users, an ideal that would come into
conflict with the more entrepreneurial commercial sector.

7 Developing a flexible distribution system so that results and developments were quickly transferred to potential users and the
community.

8 The final goal was directed to addressing the ethical, legal and social implications arising from the HGP. Included in this would
be issues related to privacy, confidentiality, stigmatisation, discrimination, equity and education of the public and health
professionals.
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sions relating to the relative positions of different DNA
markers in a particular segment of the genome. A few
years on, these activities seem trivial when it is now pos-
sible to sequence any region of the genome with com-
parative ease, and from this pinpoint the location of any
DNA base.

A separate goal of the HGP focused on the mapping
and sequencing of model organisms. This goal was
undertaken for two reasons. First, model organisms
would provide less complex genomes to facilitate tech-
nology development. Second, the models would enable
comparative studies to be made between the human
genome and those from non-human sources. Information
generated from these comparisons would be essential for
an understanding of the evolutionary processes, the way
genes are regulated and the aetiology of some genetic
disorders (for examples, see the discussions on imprint-
ing in Chapters 4, 7).

Another HGP goal involved bioinformatics. This goal
was essential to develop computer-based methods to
store the vast amount of data that would be generated by
the HGP, i.e., genome maps and DNA sequences. A con-
siderable amount of software development would also be
needed to allow the various databases to be analysed,
and from this identify the sites of genes and what these
genes did, i.e., function of genes. The key elements in
bioinformatics were computer networks and databases.
The Internet and local servers provided the former, and
the development of resource centres and databases acted
as a focus into which information could be fed and
processed.

Programs were also set in motion to train individuals
who would have a sound knowledge of genome research
methodologies. Skills resulting from this would be not
only in the area of molecular biology but would include
computer science, physics, chemistry, engineering and
mathematics. Interdisciplinary approaches to training
and skill acquisition were to be encouraged. Technology
transfer and outreach were considered important goals.
To expand the pool of researchers and resources, funding
and interactions with private industry were considered
essential. Five-year plans were developed.

TWO FIVE-YEAR PLANS
Years 1 to 5 of the HGP (1991–1995) could be described
as a time of enthusiasm and steady achievements. During
this period, individuals in many laboratories throughout
the world carefully constructed maps of the genome and
then identified, by DNA sequencing, each base in the
segment they were allotted. Although the DOE was the
key leading player, it was soon partnered by the NIH in
view of the latter’s support of biomedical research and its
vast network of scientists. The NIH, through its National
Human Genome Research Institute led by F Collins, sub-

sequently became the leading public-sector player in the
HGP. Another influential body was HUGO (Human
Genome Organization). HUGO’s role was to coordinate
international efforts as well as to facilitate education and
rapid exchange of information.

The second five years of the HGP (1996–2000) were
more turbulent. By 1998, the impressive developments
in technology, particularly automation, had meant that
the timing for specific goals needed to be moved forward.
A new estimate for the complete sequence of the human
genome was now given as 2003. The first success stories
coming from the HGP involved the completed sequenc-
ing of genomes from model organisms. In particular, the
reporting by the commercial company Celera in 1995
that the Haemophilus influenzae genome had been
sequenced was a major achievement. This was followed
soon by the sequence for Mycoplasma genitalium, and
in 1996, the first eukaryote genome to be sequenced was
that of Saccharomyces cerevisiae. With these successes,
the momentum for the human work increased, since it
became evident that genomes could be completely
sequenced, and the information coming from this work
had both scientific and medical significance.

Towards the end of the second five years, the influence
and contribution of the commercial sector grew. This
became a source of tension as the HGP’s ethos required
that genomic information and DNA sequencing results
were to be communicated freely and without delay. 
To some extent, this was at odds with the protection of
intellectual property through patenting. A high-profile
example of commercialisation came with the Celera
company, a privately funded organisation sponsored by
Applied Biosystems. Celera (its motto was “Speed
counts” and the name was derived from the Latin for
“quick”) took on the might of the NIH and the world,
when its leader C Venter publicly boasted that it had the
resources (e.g., more than 200 of the most modern auto-
mated DNA sequencers, backed by super-computers
second only to those in the US military for bioinformat-
ics) to finish the first draft of the human sequence before
the NIH or other countries, and at a much reduced cost
of US$2 million. To do this, Celera adopted a different
strategy to sequence whole genomes of human and many
model organisms.

The Celera strategy was a “shot-gun” approach in that
it did not require ordered genetic or physical maps but
blasted the entire human genome into small fragments.
Each fragment was individually sequenced, and then
computer software matched the fragments based on 
overlapping sequences. In effect, a giant jigsaw puzzle
of DNA sequences was created, and the computers were
used to place the right parts together. At the time there
was much speculation about which of the two different
approaches was superior. This question will never be
resolved although it is interesting to observe that in
sequencing the zebrafish by both strategies, the 
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Table 1.6 Initial interesting facts to emerge from the Human Genome Project

Observation Comments or explanation

Number of human genes About 30000, which is considerably less than originally anticipated.

Number of genes in model organisms Surprisingly, humans and mice have a similar number of genes. Humans have only twice the
number of genes as the fruit fly or worm.

Proteome The difference between humans and other species may be explicable by the more complex
protein repertoire (proteome) in the former. This suggests that genes can encode for different
proteins, and other mechanisms are likely to exist to explain the two to three times increase in
the human proteome complexity.

Similarity between humans At the DNA level humans are 99.9% similar.

Similarity with other organisms Humans share their genes with model organisms (e.g., about 50% of their genes with
nematodes, 20% with yeast).

Proportion of coding to “junk” DNA Only 1–2% of bases in DNA encode proteins. Approximately 50% of the genome consists of
highly repetitive DNA sequences with no known function. The remainder of the genome is non-
coding, non-repetitive DNA, also without an apparent function.

Most common type of human sequence This is the SNP (single nucleotide polymorphism), which involves a single base change
occurring at least 1 in each 1kb of DNA. Total number of SNPs exceeds 3 ¥ 106.

Most mutations occur in males There is a 2 :1 excess of mutations in the male versus female germline suggesting either
inefficient repair in the male or a consequence of the greater number of cell divisions in male
meioses.

Bacterial DNA in human genome It is likely that hundreds of human genes have originated from the horizontal transfer of DNA
from bacteria at some point in the vertebrate lineage. Genes have also evolved from
transposable elements.

Cambridge investigators at the Sanger Institute have
observed that the approach adopted by Celera is faster,
but the quality is not as good as that from the traditional
sequencing strategy (see Chapter 5).

THE COMPLETION
The Celera challenge had many positive effects; for
example, it focused the cumbersome and slow-moving
multicampus, multinational publicly funded HGP. On
the negative side, it highlighted that big corporations and
money can get there, but at a cost—the availability and
access to future databases or knowledge would not nec-
essarily be free. In June of 2000, US President Bill
Clinton, flanked by Dr Francis Collins (NIH) and Dr Craig
Venter (Celera), announced simultaneously with the UK
Prime Minister Tony Blair that the first draft of the human
DNA sequence was now complete with contributions
from both the public and private sectors. In February
2001, Science and Nature published the first draft of the
complete sequence of the human genome. Although the
HGP had officially ended in mid-2000 (five years earlier
than its anticipated completion), the sequence produced

was only the first draft, and considerable work remained
to ensure that DNA sequencing errors and ambiguities
were removed. In April 2003, 50 years after Watson and
Crick had described the structure of DNA, the NIH
announced the completion of a high-quality compre-
hensive sequence of the human genome. The challenge
to sequence the human genome had been successfully
accomplished (Figure 1.2).

A number of interesting facts have emerged from the
initial analysis of the human genome sequence. These
facts, summarised in Table 1.6, will provide the focus for
much work into the future. A particular challenge will be
the understanding of why humans are so similar at the
gene level (99.9%), yet they are clearly very heteroge-
neous in terms of their phenotypes. Another puzzling
observation is the smaller than expected number of
human genes. This, as well as the fact that only about
1–2% of the human genome codes for protein, cannot
explain the human’s complexity at the proteome level;
i.e., about 30000 human genes are associated with hun-
dreds of thousands of proteins. Other explanations are
needed, and they are likely to involve RNA as well as the
“junk” DNA.
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Achievement Significance

double-stranded DNA Beginning of molecular medicine

DNA can be sequenced

DNA can be amplified with PCR

Automated DNA sequencing
becomes available

Human Genome Project starts,
and first successful gene therapy

Controversy—NIH patents
anonymous DNA sequences

DNA sequence for first model
organism (H. influenzae)
published

Policy reaffirmed by NIH that 
human genome sequences made
available rapidly and gratis

First draft of human genome
sequence publicly announced

Annotated final version of human
genome sequence now available

"Book of Life" (human genome)
can be read base by base

DNA diagnostics—unlimited
potential

Critical development for Human
Genome Project

Modern molecular medicine era

Commercialisation increasingly
prominent

Success with model organisms
fuels enthusiasm for completing
human genome
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commercial (user pay) 
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Fig. 1.2 Landmarks associated with the Human Genome Project.

FUTURE

The term “post-genome” is used by many to describe the
genome-based activities that will emerge with the com-
pletion of the HGP. However, this seems an inappropri-
ate description as the HGP has provided the tools to enter
the genomics era, not leave it! Today, there is less talk
about genetics and more on genomics. With the term

genetics, the focus was on single genes and their associ-
ated disorders. Genomics looks at the big picture and
encompasses the entire complement of the genetic mate-
rial, with some also including how this genetic material
interacts with the environment (Figure 1.3, see Chapter
5 for further discussion of genomics).
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HGP

1990–2000

Genetics Genomics

Bioinformatics

Epigenetics

Fig. 1.3 The evolution from genetics to genomics.
The molecular genetics era allowed a better understanding of
mutations in single genes and their effects on individuals and
families. With the completion of the Human Genome Project,
the mass of data now available (as well as new technologies
developed) has moved molecular genetics into genomics, with
the potential for technologies such as microarrays to analyse
hundreds to thousands of genes (the genome) and mRNAs 
(the transcriptome) simultaneously. In parallel with the
development of genomics has been the increasing
requirement for bioinformatics in storing, handling and
analysing large data sets. Another interesting development 
has been epigenetics (perhaps more appropriately called
epigenomics), which is the study of how the expression of
DNA can be influenced without changing the actual DNA
base sequence. Presently, epigenetics remains an unknown
quantity in terms of its likely impact on gene function,
although many interesting claims are being made; they will 
be discussed further in Chapters 2, 4 and 7.

Genome Transcriptome Proteome Phenome

Fig. 1.4 The spectrum of molecular medicine.
Molecular genetics with its focus on single genes has evolved into genomics (large number of genes) including the transcriptome
(all mRNA species in a cell at a given time) and the proteome (all proteins in a cell at any given time). Ultimately, this knowledge
must lead to the phenome—the total phenotypic characteristics of an organism, which includes the interactions of the genome
with the environment.

At the end of the HGP, the DNA sequence from the
approximately 30000 human genes was deposited in
various databases. What is now left is the monumental
task of working out where the genes are in this sequence
and their function; i.e., the DNA sequence needs to be
annotated, and for this, better bioinformatics is needed
(see Chapter 4 for further discussion of DNA annotation).
Hence, the post-genome era has also been called func-
tional genomics, and included in this is proteomics—the
technology and strategies required to determine the func-

tion of proteins. How this will be accomplished remains
to be determined, but new technologies will be needed.
The use of microarrays (a method by which the expres-
sion of many thousands of genes can be identified very
rapidly with microchips) is an early promising strategy in
functional genomics (see Chapter 5 for further discussion
on genomics, proteomics and bioinformatics). The role 
of bioinformatics will also be critical. It is likely that 
the traditional wet-laboratory approach to molecular
research will give way to a complete in silico (i.e., com-
puter) positional cloning strategy for future gene discov-
ery and functional analysis.

Novel approaches to interrogate the human genome
are already starting to appear. An example of this is the
International Hap Map (haplotype map) project. This
project involves laboratories in many countries attempt-
ing to reduce the size of the human genome by defining
specific regions that are inherited as a block. In this way,
instead of needing a large number of DNA polymor-
phisms (i.e., SNPs) to study the genome, it will become
possible to rationalise the SNPs to the few that define a
particular block. Apart from the concept of a haplotype
block, the other assumption is that SNPs that are 
co-located will be inherited together; i.e., they are in
linkage disequilibrium. It has been suggested that a hap
map could reduce the need to use 10 million SNPs to
investigate a complex trait to a more manageable (and
affordable) number like 500000 key SNPs.

The old concept of molecular medicine as the study of
DNA Æ DNA Æ RNA Æ protein in a single gene or
genetic abnormality has evolved to the study of many
genes, RNA species and proteins in a particular cell. A
new term has also crept into the molecular medicine
vocabulary—it is the phenome. The phenome follows on
the “all” theme as the total phenotypic characteristics of
an organism reflecting the interaction of the complete
genome with the environment (Figure 1.4).

To articulate the future of genome research, the NIH
(through the National Human Genome Research Institute
directed by F Collins) organised a series of meetings and
forums over a two-year period involving scientists and
the public. From these, three major themes emerged: 
(1) Genomics to Biology, (2) Genomics to Health and 
(3) Genomics to Society. For each of the themes, a series
of grand challenges were identified as a way forward in
the genomics era (Table 1.7).
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Table 1.7 Challenges and visions for future genomics research (Collins et al 2003)

Major themes Challenges

Genomics to Biology 1 Identify the structural and functional components in the human genome.
2 Determine the organisation of genetic networks and protein pathways and the way they contribute to

phenotypes.
3 Understand the heritable variation in the human genome.
4 Understand evolutionary variation across species and their mechanisms.
5 Develop policies to facilitate the widespread use of genome information in both research and clinical settings.

Genomics to Health 1 Develop strategies for identifying the genetic contributions to disease and drug response.
2 Develop strategies for identifying gene variants that contribute to good health and disease resistance.
3 Develop genome-based approaches to prediction of disease susceptibility, drug response, early detection of

disease and molecular taxonomy of disease states.
4 Use new understanding of genes and pathways to develop novel therapeutic approaches to disease.
5 Investigate how genetic risk information is conveyed in clinical settings, how the information influences health

strategies and behaviours and how these affect health outcomes and costs.
6 Develop genome-based tools that improve the health of all.

Genomics to Society 1 Develop policy options for uses of genomics in medical and non-medical settings.
2 Understand the relationships between genomics, race and ethnicity, and the consequences of uncovering these

relationships.
3 Understand the consequences of uncovering the genomic contributions to human traits and behaviours.
4 Assess how to define the ethical boundaries for uses of genomics.
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DNA, RNA, GENES AND
CHROMOSOMES

Double Helix
DNA comprises two polynucleotide strands twisted
around each other in the form of a double helix (Figure
2.1). Each strand has a sugar phosphate backbone linked
from the 5¢ and 3¢ carbon atoms of deoxyribose. At the
end of a strand is either a 5¢ phosphate group (5¢ end) or
a 3¢ phosphate group (3¢ end). One strand of DNA (sense-
strand) contains the genetic information in a 5¢ to 3¢
direction in the form of the four nucleotide bases adenine
(A), thymine (T), guanine (G) and cytosine (C). Its partner
strand (antisense strand) has the complementary se-
quence; i.e., A pairs with T; G with C and vice versa. This
is called Watson and Crick base pairing. For example, the
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DNA

FIFTY YEARS OLD
“We wish to suggest a structure for the salt of deoxyri-
bose nucleic acid (D.N.A.). This structure has novel fea-
tures which are of considerable biological interest.” This
is the somewhat modest introduction to the April 1953
letter to Nature by James Watson and Francis Crick when
they first described the structure of DNA.

DNA is deoxyribonucleic acid, a double-stranded
macromolecule (double helix) containing the organism’s
genetic information (genetic code). Its chemical structure
allows the inheritable characteristics to be passed on to
the next generation of cells. These properties of DNA
form the basis for molecular medicine.
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Genetic Code
The genetic code in DNA is represented by nucleotide
triplets called codons (Table 2.1). This means that 
the signal for individual polypeptides is coded by 
different triplet combinations. For example, the codons
for a polypeptide such as glycine-serine-valine-alanine-
alanine-tryptophan will read GGT TCT GTT GCT GCT
TGG. The positions indicating where a polypeptide starts
and where it ends are also defined by triplet codons. For
example, ATG is found at the start, and the end or stop
codons are TAA or TAG or TGA. Point mutations (single
changes in the nucleotide bases) in any of the above
codons can lead to genetic disease because a new amino
acid will form (see DNA Mutations and Polymorphisms
below). Deletions or insertions affecting the codons will
produce a frameshift, which is discussed further below.
The genetic code needs to be read from the sense strand.
Hence, transcription to give the appropriate mRNA
sequence is taken from the antisense strand so that the
single-stranded mRNA will have the sense sequence
(antisense RNA is discussed further in Chapter 6).

DNA has a number of properties that can be exploited
in the laboratory. In terms of genetic diseases, DNA in all
cells of an organism is identical in its sequence. There-

Table 2.1 The genetic code
Nucleotides code in sets of three, or triplets, for individual amino
acids. The triplets or codons are shown as they appear in DNA (T
= thymine, C = cytosine, A = adenine and G = guanine). In mRNA,
T is replaced by U (uracil). The code is degenerate, i.e., there can
be more than one codon per amino acid. The genetic code is read
from left to right, i.e., TTT = phe (phenylalanine); TCT = ser
(serine); TAT = tyr (tyrosine)a.

First nucleotide Second nucleotide Third nucleotide
[5¢] T C A G [3¢]

T Phe Ser Tyr Cys T
T Phe Ser Tyr Cys C
T Leu Ser STOP STOP A
T Leu Ser STOP Trp G

C Leu Pro His Arg T
C Leu Pro His Arg C
C Leu Pro Gln Arg A
C Leu Pro Gln Arg G

A Ile Thr Asn Ser T
A Ile Thr Asn Ser C
A Ile Thr Lys Arg A
A Met Thr Lys Arg G

G Val Ala Asp Gly T
G Val Ala Asp Gly C
G Val Ala Glu Gly A
G Val Ala Glu Gly G

a Amino acid abbreviations are Cys = cysteine; Trp = tryptophan; Leu =
leucine; Pro = proline; His = histidine; Gln = glutamine; Arg = arginine;
Ile = isoleucine; Met = methionine; Thr = threonine; Asn = asparagine;
Lys = lysine; Val = valine; Ala = alanine; Asp = aspartic acid; Glu =
glutamic acid; Gly = glycine.
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Fig. 2.1 The structure of DNA.
(1) A schematic drawing of the DNA double helix. Two
complementary strands (i.e., the base adenine always pairs
with thymine; cytosine with guanine) run in opposite
directions: The sense strand 5¢Æ3¢ and the antisense 3¢Æ5¢.
(2) An expanded view of a single strand showing the three
basic components: the bases (C—cytosine, A—adenine; not
shown are T—thymine and G—guanine). Nitrogenous bases
are of two types: purines (A, G) and pyrimidines (T, C). The
deoxyribose sugar with the position of its 5 carbons identified
as 1¢ to 5¢. Finally, the phosphodiester (P) linkage between the
deoxyribose sugars. (3) An expanded view of the two strands.
The two strands are held together by hydrogen bonds between
the bases (two hydrogen bonds between A/T and three
between G/C). The direction for transcription is 5¢Æ3¢.

double-stranded DNA sequence for the polypeptide
described in the next paragraph is

5¢-ATG GGT TCT GTT GCT GCT TGG TAA-3¢
= sense strand

3¢-TAC CCA AGA CAA CGA CGA ACC ATT-5¢
= antisense strand

In biological terms, the double-stranded DNA structure
is essential for replication to ensure that each dividing
cell receives an identical DNA copy.
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fore, obtaining a tissue specimen for DNA studies is rel-
atively simple since a small volume of blood will suffice.
Ten ml of blood yields approximately 250mg of DNA.
Isolation of DNA is straightforward. Nuclei are first sep-
arated from cellular debris by enzymes and detergents.
DNA is then separated from protein by chemicals or
physical means. Apart from blood, convenient sources of
DNA used in routine genetic diagnosis include the exfo-
liated cells from mouth swabs or washes, or hair roots
(see the Appendix for details on DNA preparation).

DNA PROBES AND PRIMERS
The double-stranded structure of DNA is used by the
molecular biologist to make DNA probes, or DNA
primers for DNA amplification that will be described
later. Probes comprise single-stranded fragments of DNA.
This allows them to bind to the complementary DNA

sequences in another single-stranded DNA fragment. For
example, if the single-stranded target has the sequence
5¢-GGTTACTACGT-3¢ the single-stranded DNA probe
will be 3¢-CCAATGATGCA-5¢. The specificity of a probe
resides in its nucleotide sequence. Since double-stranded
DNA is held together by hydrogen bonds, it is relatively
easy to make both DNA probe and target DNA single-
stranded; e.g., heating breaks hydrogen bonds. On
cooling, the complementary DNA strands will reanneal,
i.e., reform into base-paired double strands. Reannealing
will occur between the following combinations: DNA
probe + DNA probe; target DNA + target DNA and DNA
probe + target DNA. If the DNA probe is labelled with a
fluorescent marker, then the DNA probe + target DNA
hybrids can be detected by a laser. DNA probes are of
three types: cDNA, genomic and oligonucleotide. The
latter will be described in more detail under Polymerase
Chain Reaction and DNA Mutations and Polymorphisms.

RNA

STRUCTURE AND FUNCTION
RNA differs from DNA in three ways: (1) The nucleotide
base thymine is replaced with uracil; (2) the backbone is
ribose rather than the 2¢-deoxyribose of DNA; and (3)
RNA is usually single stranded. Except for some viruses,
RNA does not contain the cell’s genetic material. RNA is
a lot less robust than DNA, and so isolation techniques
require the addition of chemicals to ensure that any
RNase (also written RNAase) enzymes present are inac-
tivated to avoid its degradation (see the Appendix for
further details).

Compared to DNA, RNA shows tissue-specificity. Thus,
the relevant mRNA can be isolated only from a tissue that
is transcriptionally active in terms of the target protein.
For example, reticulocytes, the red blood cell precursors,
would contain predominantly erythroid-specific mRNAs
(i.e., mRNAs for a and b globin genes). The reticulocyte
would be inappropriate as a source of neuronal-specific
mRNA. The tissue-specificity requirement limited use of
mRNA until fairly recently. Now it has been observed that
mRNA production in cells that are easy to access, such
as peripheral blood lymphocytes, can be leaky; i.e., there
is transcription of mRNA species that are not directly rel-
evant to the lymphocytes’ function. These “ectopic” or
“illegitimate” mRNAs, as they are called, are found in
minute amounts, but the amplification potential of the
polymerase chain reaction (PCR) can be utilised to isolate
rare species or minute amounts of either DNA or RNA.
In terms of the latter, this means that the tissue specificity
constraint becomes less of an issue.

For recombinant DNA technology, mRNA has one
important advantage over DNA; i.e., it contains only the

essential genetic data found in exons without the super-
fluous information associated with introns (i.e., mRNA is
much smaller than its corresponding DNA). cDNA refers
to complementary (or sometimes called copy) DNA. The
usual progression in the cell of DNA to RNA to protein
can be perturbed in vitro and in vivo with the enzyme
reverse transcriptase. Now it is possible to take an mRNA
template and produce from this a second strand that is
the complement of the mRNA. The double-stranded
structure formed from this is called cDNA. Unlike the
starting or native DNA (known as genomic DNA), the
cDNA does not have introns but contains only coding
(exon) sequences (Figure 2.2).

RNA’s key contribution in transcription and translation
is well known, and will be discussed further under Gene
Structure to follow. During the 1980s, a new role for RNA
was described when the catalytic RNA species called
ribozymes were discovered (see Chapter 1 and Table
2.2). Today, the focus on RNA is the non-coding RNA
molecules shown to be abundant in the genome. For
example, 98% of the transcriptional output in humans is
non-coding RNA species, including the various types of
small RNAs that will be discussed later. The function of
non-coding RNA remains to be determined, but there is
mounting evidence that these molecules might explain
an unexpected finding from the Human Genome Project;
i.e., humans and other species are similar at the genome
level, yet their proteomes (i.e., the protein pools) are
quite different (see Table 1.6).

It is proposed that one way non-coding RNA species
can influence gene output is through networking to allow
various loci to be interconnected including gene-to-
gene communication. Another mechanism to explain the
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Table 2.2 Functions of RNA

Type of RNA Function

mRNA RNA that functions as the intermediary 
(messenger RNA) between DNA in the nucleus and protein 

production in the cytoplasm

tRNA RNA that transfers an amino acid to a 
(transfer RNA) growing polypeptide chain during 

translation

rRNA RNA that is a component of ribosomes
(ribosomal RNA)

ribozyme RNA that functions as an enzyme by 
catalysing chemical reactions in the cell and 
in vitro

RNAi RNA’s regulatory role in terms of gene 
(RNA interference) expression as well as protecting the genome 

from invasion by molecular parasites such 
as viruses

DNA

RNA polymerase

RNA

protein

Reverse transcriptase

RNase

DNA
polymerase

cDNA

Fig. 2.2 Making cDNA with RT-PCR.
Double-stranded DNA (exon represented as a solid line; introns as broken lines) is transcribed into RNA (solid line with �). In the
normal course of events, the RNA is then translated into protein. However, reverse transcriptase allows a copy (cDNA) of the RNA
to be made (solid line with �). Once this event occurs, the RNA component of the cDNA is removed with an enzyme such as
RNase. A DNA polymerase enzyme will then allow the second DNA strand of the cDNA to be formed. From the initial DNA
template, a synthetic double-stranded segment containing only exon(s) has now been made. The type of PCR approach described
above is usually abbreviated to RT-PCR (reverse transcriptase-PCR).
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Fig. 2.3 RNA interference (RNAi).
siRNA: Long double-stranded (ds) RNA is digested by an
RNase enzyme called DICER. This produces a number of
small dsRNA species about 21–23bp (bp = base pair) in size.
The latter are small interfering RNAs (siRNAs), and they next
interact with RISC, a protein complex with endonuclease
activity. This allows the antisense strand of the siRNA to bind
to the complementary sequence in mRNA, leading to its
degradation. miRNA: A parallel process follows with the less
understood miRNAs (micro RNAs). These small (about 20bp),
non-coding, double-stranded RNA species are derived from
hairpin precursor RNAs (hairpins are formed by RNA folding
on itself). The miRNAs do not have complementarity to mRNA
species, and so they do not cleave mRNA like siRNA, but
appear to regulate gene activity via translation through non-
specific binding to the 3¢ untranslated ends of genes. Note:
There is some confusion in the literature with nomenclature.
The term “miRNA” is sometimes used as a generic description
of all small dsRNA species including siRNA.

human proteome is alternative splicing, and this will be
discussed below. As the sequencing and annotation of
the human chromosomes continue, it will become pos-
sible to identify the source and numbers of the various
non-coding RNA species and so their role (see Chromo-
somes 13 and 19 below). Already a web site has 
been developed to enable the increasing number of
micro RNA (miRNA) species to be catalogued. To date,
more than 1300 miRNA entries are to be found on
http://www.sanger.ac.uk/Software/Rfam/mirna/.

RNA INTERFERENCE
Apart from the catalytic activity demonstrated by RNA in
the form of ribozymes (see Chapters 1, 6), a more recent
development in molecular medicine has been the finding
that RNA is also involved in regulating gene activity. One
mechanism for this is called RNA mediated gene silenc-
ing (post-transcriptional gene silencing) or RNA mediated
interference (RNAi). This highly coordinated sequence-
specific activity involves RNA in post-transcriptional
gene regulation. RNAi works through a number of RNA
species including (1) siRNA (small interfering RNA)—
small, double-stranded (ds) RNA species that degrade
mRNA; (2) miRNA (micro RNA)—small, double-stranded
RNA species that interfere with translation by imperfect
base pairing with mRNA. Both siRNA and miRNA share
common intermediaries including DICER and RISC
(Figure 2.3). Small amounts of dsRNA have been shown
to silence a vast excess of target mRNA. Evidence is also
mounting that dsRNA may regulate gene function
through an epigenetic DNA change such as methylation.
siRNA would also function in defending the genome
from invasion by molecular parasites such as viruses.

More recently, this activity of RNA has been repro-
duced by chemically synthesising small 21–23 nucleo-
tide dsRNA and then showing that they can act through
siRNA to inhibit specific gene expression in mammalian
cells. This observation opens up the possibility that siRNA
has potential as an alternative form of gene therapy. In
the research laboratory, the siRNAs could be used instead
of the more complex and costly knockout mouse to
determine gene function (see Chapters 5, 6).

GENE STRUCTURE

EXONS, INTRONS
Eukaryotic genes (eukaryotes are organisms ranging from
yeast to humans with the characteristic feature of nucle-
ated cells) are usually discontinuous; i.e., they have
coding regions called exons broken up by non-coding

regions called introns. Another name for intron is inter-
vening sequence or IVS (Figure 2.4). During the process
of transcription, the entire gene sequence is copied, and
then the introns are removed by a process known as
splicing. This produces the mature mRNA, which is
smaller than the genomic structure since it comprises
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The latter are important because they control the amount
of mRNA that is produced and play a role in the gene’s
tissue specificity (remember that all tissues have the same
complement of genes). Mutations in any of the above key
regions in the gene can lead to genetic disease.

Gene expression is controlled by the promoter regions,
as well as more distant regulatory sequences known as
enhancers. Promoters work because they bind proteins
known as transcription factors. Increasing access of tran-
scription factors to the promoters will activate genes,
whereas hiding or mutating the promoter regions will
down-regulate the gene’s function. Therefore, a major
influence on gene expression occurs through folding of
the chromatin (the complex of DNA and histone proteins
in which the genetic material is packaged inside the cells
of eukaryotes). Chromatin structure is dynamic, and
changes can be inherited by the next generation, inde-
pendent of the DNA sequence.

ALTERNATIVE SPLICING
An important finding from the Human Genome Project
mentioned earlier is that genes occupy only about 1–2%
of the human genome sequence (see Table 1.6). The rest
of the DNA used to be called “junk” DNA, although as
described earlier, a component of the “junk” includes the
non-coding small RNA species, and they are likely to
play an important role in the diversity and regulation 
of the human genome. Despite the gene pool being 
relatively small, most genes have many exons, and 
their introns are very large (see the cystic fibrosis gene 
in Figure 3.10). The simple gene structure shown in
Figure 2.4 comprising three exons and two introns is pro-
vided for illustrative purposes but is unusual as most
genes are much larger. Therefore, another way in which
protein complexity can be increased is through alterna-
tive splicing; i.e., a gene with five exons depicted as
1i2i3i4i5 (number = exon; i = intron) can produce a
protein encoded by this genetic information (i.e., 
12345). On the other hand, alternative splicing could
leave out exons, which would be reflected in different
proteins being produced: (1) Protein 1345 (exon 2 is left
out), (2) Protein 145 (exons 2, 3 are missed), (3) Proteins
234, 15 and so on. The proteins produced from alterna-
tive splicing share some structure in common but other-
wise would be different. Therefore, they are called
isomorphs.

Alternative splicing helps to explain how the protein
repertoire could be increased without changing the
numbers of genes. How important it is and how it com-
pares with the role played by small non-coding RNAs are
not known. It is said that up to 50% of genes demon-
strate alternative splicing and so have the potential to
produce isomorphs. The example given above in which
a gene made up of 5 exons can produce different iso-
morphs is likely to be conservative since there is now

Gene

DNA

hnRNA

mRNA

Protein

E

E

E E E

E

E E

EI

I

I

I

*
GT AG GT AG

+

Fig. 2.4 Anatomy of a gene, and how a protein is made.
Gene: A gene is a segment of DNA that contains genetic
information. As indicated in Chapter 1, only about 1–2% 
of our genome is made up of genes. DNA: DNA, which
comprises a gene, is made up of a number of components.
The beginning (left end or 5¢ end) of the gene contains
regulatory sequences (*), and the tail end (right end or 3¢
end) has a poly A tail (+). The gene itself comprises coding
regions called exons (black) separated by non-coding regions
called introns (clear). Introns are also known as intervening
sequences (IVS). The border between introns and exons is
demarcated by splicing signals. At one intron-exon boundary,
the splicing signal is a dinucleotide GT (called the donor
junction). The intron-exon boundary on the other side of the
intron is an AG dinucleotide (acceptor junction). In addition to
the GT and AG that are constant at intron-exon boundaries,
additional nucleotide signals help to define when a gene
should splice. Although introns have no known function, they
may contribute to genomic complexity through alternative
splicing (see text), and regulatory regions are found within
introns. hnRNA: Precursor RNA formed initially during
transcription copies the entire gene sequence (exons and
introns). mRNA: The introns are next spliced out, leaving the
mature messenger RNA (mRNA) with only the exons (i.e., the
code for the protein). Protein: The last step that will make the
appropriate protein is called translation.

only genetic information derived from exons. Hence,
cDNA, which is made from mRNA, is the equivalent of
DNA but in an abbreviated form in respect to the gene’s
genomic structure.

At the exon-intron boundaries, signals indicate where
splicing should occur. For example, introns always begin
with a GT and end with an AG. At the end of the gene,
the 3¢ end in respect to the DNA double helix (Figure
2.1), there is (1) a stop codon (TAA, TGA or TAG); and
(2) a run of adenine nucleotides (called poly A tail) that
stabilise mRNA. At the beginning of the gene (5¢ end), an
ATG codon indicates where the protein starts, and further
5¢ are transcription initiation signals called promoters.
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epigenetic change. Epigenetic processes are considered
to be essential to the development and differentiation of
the organism, although how they arise and how they are
controlled remain a matter of debate. Even the basic
observation that methylated cytosine means the gene is
no longer functioning is still not fully understood; i.e., is
the methylation a primary event, or does it occur once
the gene is no longer expressing?

Methylation has been implicated in the development
of cancer as well as imprinting, an unusual form of
genetic inheritance. Hence, epigenetics is a focus of
much research to determine how factors apart from the
genetic sequence can alter gene expression (see Chap-
ters 4, 7). It is worthwhile emphasising that epigenetic
changes can be inherited, and the methylation state has
been shown to influence histones and so chromatin
folding and gene expression. Methylated histones are
usually associated with a transcriptionally inactive state,
whereas acetylated histones are usually found in tran-
scriptionally active chromatin. It was also mentioned
earlier that dsRNA may also play a role in gene regula-
tion through methylation. An interesting observation has
been made about animals that have been cloned by
somatic cell nuclear transfer (SCNT), for example, Dolly,
the sheep (see Chapter 6 and Figure 6.9). A common
feature in these animals is a low frequency of develop-
ment to term and a high incidence of malformations. To
explain this, it has been proposed that cloning by SCNT
is limited by the inability to reprogram the epigenetic
status of the transferred cell nucleus or the recipient
ovum cytoplasm. Some interest is now being shown in
the possibility that epigenetic changes may explain why
babies born by assisted reproductive technologies may
be smaller than normal, and perhaps have a higher risk
for certain genetic abnormalities (discussed further in
Chapter 7).

increasing evidence that introns and non-gene segments
may expand the options for alternative splicing because
they contain cryptic splice signals. As shown in Figure
2.4, signals at intron-exon boundaries, such as GT and
AG dinucleotides, indicate where splicing should occur.
If these signals are changed (or new ones are created)
through mutations, then it is possible for the cell to mis-
interpret the signals and splice in wrong regions. If an
incorrect splice occurs, a genetic disease is possible. On
the other hand, an alternative splice created in this way
could produce different isomorphs.

EPIGENETIC CHANGES
The conventional view is that human genetic diseases
result from changes in the sequence of DNA, i.e., muta-
tions. However, this might be an oversimplification since
it ignores the fact that identical twins have essentially the
same DNA content and share a lot of the environment,
yet they can develop different genetic defects. Further-
more, all cells in an individual have the identical DNA
profile, yet the expression of genes is tightly regulated
depending on tissue needs. A mechanism that might
explain the above anomalies is epigenetics, i.e., herita-
ble changes in the pattern of gene expression mediated
by mechanisms other than changes in the primary DNA
sequence of a gene. One epigenetic way to influence
gene expression is via DNA methylation.

The methylated form of the base cytosine is sometimes
called the fifth nucleotide base, i.e., A, T, G, C and methyl
C. An enzyme, DNA methyltransferase, found in many
species adds a methyl group to some cytosines at the C5
position in DNA. For some time now, it has been known
that genes with methylated cytosine do not express; i.e.,
they are turned off. Regulation of gene expression
without altering the nucleotide sequence is known as an

POLYMERASE CHAIN REACTION (PCR)

DNA AMPLIFICATION
The ability to target a segment of DNA (also RNA) and
then produce multiple amounts of that segment is known
as DNA amplification. The usual method to achieve this
is by the polymerase chain reaction (abbreviated to PCR).
Although details about molecular technologies including
PCR are found in the Appendix, PCR is also described
separately in this chapter because it is a core technique
likely to be involved in most molecular medicine appli-
cations. It is one of the very few technologies that should
be understood by health professionals.

PCR utilises a DNA extension enzyme (DNA poly-
merase) that can add nucleotide bases once a template is
provided (Figure 2.5). There are three basic steps in PCR:

(1) Denaturation of double-stranded DNA into its single-
stranded form. (2) Annealing of oligonucleotide primers
to both ends of a target sequence. The oligonucleotides
are a type of DNA probe; i.e., they are constructed so that
they are complementary to target DNA, but unlike DNA
probes, primers are more likely to be used in a technique
such as PCR than for detecting DNA mutations. This com-
plementarity, which extends over a distance of about 20
bases, is enough to give PCR its specificity; i.e., it will not
bind to other regions of the genome. Oligonucleotide
primers are readily available commercially, and so pro-
vided there is knowledge of the DNA sequence, setting up
a PCR-based test is relatively straightforward. (3) Addition
of the four nucleotide bases and a polymerase. Taq poly-
merase is used since it is relatively heat resistant and so
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trophoresis and staining of DNA with ethidium bromide,
which intercalates between the nucleotide bases and flu-
oresces under ultraviolet light (Figure 2.6). Radiolabelled
nucleotides can also be incorporated into the PCR steps
and the amplified products visualised by autoradiogra-
phy. Color-based assays are now more commonly used
with PCR. They depend on oligonucleotide primers that
have been modified to allow them to be labelled with
chemicals such as biotin or fluorescein.

A feature of PCR is its exquisite sensitivity so that even
DNA from a single cell can be amplified. The ability of
PCR to amplify small numbers of target molecules has
been put to use in detecting illegitimate transcription. As
described earlier, mRNA is tissue-specific except for
some leakiness that occurs in cells such as the lympho-
cyte. Thus, mRNA specific for muscle tissue in disorders
like Duchenne muscular dystrophy and the hereditary
cardiomyopathies has been characterised by amplifica-
tion of mRNA from lymphocytes. PCR is rapid and auto-
mated with a 30-cycle procedure taking approximately
0.5–3 hours to complete. New modifications or innova-
tions are constantly being described.

The uses for PCR are many. It is a core technique for
genetic DNA testing. PCR enables a segment of DNA to
be screened for polymorphisms or point mutations. In the
infectious diseases, PCR can detect DNA or RNA from
microorganisms that are present in too few numbers to
be visualised, or whose growth characteristics mean
there will be a delay in diagnosis. The sensitivity of PCR
is useful in forensic pathology where tissue left at the
scene of the crime is small in amount or degraded.
Research applications utilising PCR are extensive. Ampli-
fication has enabled cloning, direct sequencing and the
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Fig. 2.5 The polymerase chain reaction (PCR).
This technique allows amplification of a targeted DNA
sequence by using a DNA thermostable extension enzyme
(polymerase) to make new copies of the sequence.
Oligonucleotide primers give PCR its specificity. (1) In this
example a small sequence of DNA (say 600bp in size) 
from the total 3.3 ¥ 109 bp human genome is required. (2a)
The sequence of interest is depicted, and in (b) the PCR
primers are designed to flank the ends of this sequence. The
primers (Æ,¨) are in fact single-stranded DNA sequences
complementary to the ends of the targeted sequence, which is
double-stranded DNA (dark and light blocks). (3) Double-
stranded DNA is made single-stranded by heating to about
94°C. (4) The DNA is allowed to cool to about 55°C, which
allows the primers to stick to the single-stranded DNA at
either end. (5) Taq DNA polymerase (a thermostable DNA
polymerase) and a mixture of the four nucleotide bases are
added and the temperature elevated to about 72°C, which
allows the Taq polymerase to work. The combination of
primers, nucleotide bases and the polymerase will lead to a
copying of the single-stranded segment from the primer. The
new copied fragments of DNA are indicated *. The final
product is double-stranded DNA, which comes from the
region defined by the primers. At this stage of the PCR, an
initial DNA template has been duplicated. Steps 3–5 are
repeated to produce (in theory if the process is 100% efficient)
2n times the amount of template DNA (where n = number of
cycles); e.g., 20 cycles should amplify the original segment
about 1 ¥ 106 times.

1 2 3 4 5 6 7 8

Fig. 2.6 Ethidium bromide intercalates into dsDNA, and 
its presence can be detected with UV light.
This photograph is of a gel in which DNA has been
electrophoresed after PCR. Track 1 is the DNA size marker,
and tracks 2–8 represent different DNA samples. The band
patterns are complex because this is a multiplex PCR looking
for various types of deletions in the a globin complex (and so
producing a thalassaemia). To distinguish the patterns, the gel
is immersed in ethidium bromide. The excess stain is washed
off, and then the presence of DNA is detected by using
ultraviolet light.

the denaturation step can be incorporated into the overall
cycle without interfering with the polymerase activity.
One PCR cycle comprises steps 1–3 described. After a
cycle, each of the single-stranded DNA target segments
has become double-stranded through the polymerase’s
activities. The cycle is then repeated, and each time a new
target segment of DNA is synthesised. Theoretically, the
number of templates produced equals 2n; i.e., after 20
cycles of amplification there should be somewhere near
1 ¥ 106 templates.

Amplified DNA products can be visualised in a
number of ways. The simplest makes use of elec-
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creation of mutations in DNA segments. Investigation of
DNA/protein interactions by a method called footprint-
ing is possible. RNA may also be studied along the same
lines as described for DNA. An additional step, which
incorporates the enzyme reverse transcriptase, enables
RNA to be first converted to cDNA, from which amplifi-
cation is then able to proceed.

VARIANTS OF PCR
The utility of PCR is limited only by the ingenuity of the
scientist. Variations of this technique include: Multiplex
PCR refers to the mixing of various primer combinations
so that simultaneous amplifications are occurring. This
approach is valuable when testing for multiple DNA
mutations simultaneously (see Figure 2.6). Nested PCR
describes the use of two sets of primers, the second of
which lies within the first set of primers. This approach
can increase the sensitivity and specificity of PCR. In situ
PCR allows genes, or more commonly mRNA, to be iden-
tified in tissue sections. RT-PCR (reverse transcriptase-
PCR) is used to amplify RNA. Long PCR allows large
segments of DNA to be amplified. Conventional PCR
products are usually relatively small fragments measur-
ing in the hundreds of base pairs to 5kb (kb—kilobase
or 1000 base pairs). With long PCR, amplified DNA up
to 40kb in size is possible.

An important development since the second edition of
Molecular Medicine has been quantitative PCR (Q-PCR).
Until real-time PCR became available, quantification 
of end-point DNA (or mRNA) products was imprecise
because individual amplification reactions had variable
efficiency, and once PCR had progressed to a certain
extent (plateau phase), the amplification stopped. The
variability in PCR reflected the product concentration,
limiting substrates in the reaction mixture and the pres-
ence of PCR inhibitors. However, that has now changed
because real-time PCR allows the amplification to be
monitored as it progresses. In one method, a dye is
released with each amplification cycle, and measure-
ment of this dye makes it possible to monitor the PCR in
real time to ensure that quantitation of DNA occurs in
the exponential phase. A graph plotting dye versus
number of PCR cycles is drawn, and the quantitation is
based on the number of PCR cycles required to reach a
designated threshold. This is called the cycle threshold
(Ct). Ct values are directly proportional to the amount of
starting template, and so mRNA expression levels or
DNA copy number can be calculated (Figure 2.7).

ERRORS WITH PCR
Like any laboratory technique, PCR can produce the
wrong result. Because of PCR’s exquisite sensitivity, 
contamination from another DNA source is always a
potential problem. Contaminating DNA can come 

from other samples, or even the operator. The common-
est source for contamination is amplified products from
previous tests. For the genetic disorders, contamination
is not usually a problem if the laboratory maintains a high
standard; i.e., it is avoidable. Contamination becomes
more of an issue with infectious disease DNA testing (see
Chapter 8).

The sequence fidelity of amplified products is an addi-
tional consideration when assessing the usefulness of
DNA amplification since in vitro DNA synthesis is an
error-prone process. The error rate associated with Taq
DNA polymerase activity is relatively low and has been
estimated to be about 0.25%, i.e., one misincorporation
per 400 bases over 30 cycles. The more recent commer-
cially produced Taq polymerases have much lower
reading errors, and there are a number on the market
with different properties depending on the type of test
being undertaken.

False negative or false positive results with PCR com-
prise another source of error. The purity of the DNA can
be critical. Usually, this is not an issue if DNA has been
prepared from a large, clean source, e.g., a blood sample.
However, if DNA is isolated from a small or inadequate
specimen, there is always the potential that PCR will not
work optimally because the DNA is contaminated. In this
scenario, “allele drop-out” might occur; i.e., one of the
two alleles does not amplify efficiently, if at all. This pro-
duces an error through a misinterpretation of the PCR
products that appear to be present. Another source of
error occurs if there is a DNA polymorphism in the DNA
primer binding site. This has the potential to interfere with
the binding of the primer to the target DNA, and so it
will not amplify, producing the same error described
when allele drop-out occurs (Figure 2.8).

The health professional ordering a PCR-based test must
not be overawed because it involves DNA but should
always remember that mistakes (including clerical ones)
can occur. The potential for error in genetic DNA testing
is an important issue since patients, including the fetus,
are likely to have no clinical features of the disease to
guide the health professional. This is a real concern in
the predictive tests (see DNA Mutations and Polymor-
phisms below). In this circumstance, an incorrect result
may not be discovered for many years, and by then a
number of clinical and personal decisions will have been
taken. Remember also that a DNA test provides infor-
mation not only about the patient, but has potential
implications for others in the family who share that DNA
(see Chapter 10 for more discussion on duty of care). An
error in terms of the patient is also an error for other
family members. Because of this, it is a wise practice that
all important DNA tests, particularly the predictive ones,
should be repeated, or tested in duplicate blood samples
to reduce the potential for clerical mistakes (probably the
most common error in the pathology setting), and errors
associated with the assay itself.
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Amplification Plot

DR
n

Cycle
Fig. 2.7 Real-time PCR to quantitate DNA (or mRNA).
As PCR progresses, dye that has been incorporated into the reaction is released, allowing real-time monitoring of the DNA
amplification. PCR products can now be measured during the exponential phase. The plot illustrated shows on the Rn axis the
fluorescence signal plotted against the PCR cycle number. A threshold for the dye signal is determined. The threshold is calculated
as ¥10 the standard deviation of the average signal of the baseline dye signal. The threshold in this experiment is the horizontal
line just above the Cycle axis. The threshold becomes the point to compare all PCR products. Five samples are illustrated. They
represent 50% serial dilutions of mRNA for cardiac actin. The number of cycles required to reach the threshold is called the cycle
threshold (Ct). In the experiment shown, the left reaction Ct is 24 cycles (the next sample has a Ct of 25 cycles and so on). The Ct
values of the two samples are used to calculate the relative amount of the templates; i.e., 25 - 24 = 1 cycle difference or a Ct of
1. Because of the exponential nature of PCR, this means a two-fold difference; i.e., the two samples with Ct 24 and Ct 25 are
confirmed to be 50% dilutions. Photo courtesy of Dr Bing Yu, Department of Molecular & Clinical Genetics, Royal Prince Alfred
Hospital.
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ccgccatggcgaccctggaaaagctgatgaaggccttcgagtccctcaagtccttc

CAGCAGCAGCAGCAGCAGCAGCAGCAGCAGC

AGCAGCAGCAGCAGCAGcaacagccgccaCCGCCGCCG

CCGCCGCCGcctcctcagcttcctcagccgccgccg

Hu4 HD344

HDC2

Hu3

5' -

- 3'

Fig. 2.8 PCR and primer binding as a source of error.
Depicted is the DNA sequence for the beginning of the Huntington’s disease gene (see Chapter 3, Table 3.4). The sequence is read
from left to right starting with ccg . . . in the top line. Large uppercase letters identify the (CAG)n triplet associated with the
development of Huntington’s disease, and small uppercase letters at the end of line 3 show the adjacent (CCG)n repeat, which is
non-pathogenic. In determining whether a patient has Huntington’s disease, the size of the (CAG)n is measured. If there are 40 or
more repeats, the patient has the disease. To measure the repeats, two PCR primers were designed that flank the repeats (HD344
and HDC2). These primers can give a false result if there is a polymorphism along the primer binding site; i.e., one allele may not
be amplified. Let us assume that the non-amplifying allele has 41 repeats. The remaining (second) allele will amplify because it
does not have the polymorphism to interfere with primer binding. Let us assume that the second allele has 20 repeats. Because
there is only one allele, the result could be falsely interpreted as being homozygous 20 and 20 (usually written 20 / 20). To avoid
this error, a second set of primers (Hu4 and Hu3) is used for a confirmatory PCR. In this case, the PCR measures both the (CAG)n
and the (CCG)n but this does not matter because it will show quickly that the patient’s DNA could not possibly be homozygous
20 / 20. The second set of primers is designed so that they do not overlap the first. References to the above primer sets are:
Clinical Genetics 1999; 55:198–202 and Human Molecular Genetics 1993; 2:637.

CHROMOSOMES

STRUCTURE
Chromosomes are thread-like elements in the cell
nucleus. Each chromosome has a constriction called the
centromere, which divides chromosomes into short (p for
petite) and long (q) arms. The tip of each chromosome is
the telomere. The latter is important for sealing the end
of the chromosome and maintaining stability and
integrity. The telomere comprises mainly tandem DNA
repeats, and the size of the telomere is maintained by an
enzyme known as telomerase. Shortening of the telomere
may be involved in cell death and the ageing process (see
Chapter 4 for further discussion of ageing). Each somatic
cell contains two sets of chromosomes inherited from the
parents. Humans have 22 sets of autosomes and 2 sex
chromosomes, i.e., a total of 46 chromosomes.

Chromosomes comprise both DNA and histone
protein. This combination is called the chromatin. In the
nucleus, chromosomes are packed tightly, which allows
a large amount of DNA to be located within a small
space. Packing also plays a role in gene regulation as dis-
cussed earlier. When stained, chromosomes demonstrate
light and dark bands. The light bands identify euchro-

matin, which contains actively expressing genes. The
dark bands are the heterochromatin, which is largely
composed of repetitive nonexpressing DNA.

The study of chromosomes is called cytogenetics. This
discipline has relied heavily on a number of standard
techniques such as cell culture, chromosomal isolation,
staining and recognition patterns to identify normal and
abnormal karyotypes (karyotype—the number, size and
morphology of chromosomes in a cell, individual or
species). More recent developments have enabled auto-
mated analysis of karyotypes and DNA-based chromo-
some analytic tools.

KARYOTYPE
A karyotype describes an individual’s chromosomal con-
stitution. It was only in 1956 that the human diploid
chromosome number was shown to be 46. During the
1970s, methods were developed to distinguish bands
within individual chromosomes. Each of the 44 human
autosome chromosomes and the X or Y sex chromosomes
can now be counted and characterised by banding tech-
niques. The most common, called G-banding, involves
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trypsin treatment of chromosomes followed by staining
with Giemsa. G-banding produces a pattern of light and
dark staining bands for each chromosome (Figure 2.9).
The banding patterns, the size of the chromosome and
the position of the centromere enable the accurate iden-
tification of each individual chromosome.

The short and long arms of a chromosome are divided
into regions that are marked by specific landmarks.
Regions comprise one or more bands. Regions and bands
are numbered from the centromere to the telomere along
each arm (Figure 2.10). Therefore, each band will have
four descriptive components. For example, the cystic
fibrosis locus on chromosome 7q31 defines a band
involving chromosome 7, on the long arm at region 3
and band 1. Additional information is available by higher

resolution banding techniques that enable sub-bands to
be identified. In the case of the cystic fibrosis locus, this
becomes 7q31.3, where the .3 defines the sub-band (see
Figure 2.10).

FLUORESCENCE IN SITU HYBRIDISATION
Even greater resolution than was possible by chromoso-
mal banding became available through the development
in the early 1980s of in situ hybridisation. This technique
combined conventional cytogenetics with DNA probes
(molecular genetics technology). Radiolabelled DNA
probes were initially used to define the chromosomal
localisation of single copy DNA sequences. The emer-
gence of non-isotopic in situ hybridisation, particularly

Fig. 2.9 A normal human karyotype (46,XY) illustrating G-banding.
A normal individual has 44 autosomal (non-sex) and 2 sex chromosomes. They can be counted and characterised by staining
techniques that produce bands. Note the light and dark bands on the chromosomes. Karyotype provided by Pauline Dalzell,
Molecular & Cytogenetics Unit, South Eastern Area Laboratory Services, Sydney.
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CHROMOSOME 7

Fig. 2.10 Banding patterns for human chromosome 7.
The individual bands are designated by numbers. The short
and long arms are shown by p and q, respectively; the
centromere, by a filled triangle; and the telomeres, by open
triangles. An arrow marks position q31.3.

fluorescence in situ hybridisation (abbreviated to FISH),
has greatly enhanced the utility of this technique. FISH
works on the same basis as a DNA probe; i.e., a single-
stranded DNA probe can be made to anneal to its com-
plementary single-stranded sequence in the genome. In
the case of FISH, the genome is not total DNA used for
DNA mutation testing, but chromosomes on a metaphase
spread. Resting (interphase) chromosomes can also be
studied with FISH (Figure 2.11).

The potential to use a number of DNA probes each
labelled with a different fluorochrome in the same 
procedure means that separate loci can be identified,
comparisons can be made and relationships to the cen-
tromere and telomeres established. Probes can be pur-
chased allowing different colours to be assigned to the

chromosomes, thereby identifying them more easily by
their unique colour. With FISH, genes can be localised
on chromosomes, or chromosomes and chromosomal
rearrangements can be identified.

Chromosomal abnormalities include (1) Numerical,
e.g., aneuploidies (monosomy, trisomy), polyploidies
(triploidy, tetraploidy); (2) Structural, e.g., translocations,
deletions, inversions, isochromosomes; (3) Cell line 
mixtures, e.g., mosaicism, chimaerism. Although the
great majority of these abnormalities are detectable by
conventional cytogenetic approaches, some cannot and
they provide an important use of FISH. The advantage of
FISH is that DNA probes enable specific chromosomes
or segments of chromosomes to be accurately identified.
Apart from detecting chromosomal changes associated
with genetic disorders, particularly in relation to repro-
ductive genetics, FISH has been very useful in charac-
terising somatic cell chromosomal rearrangements that
occur in cancers and haematological malignancies such
as leukaemia (see Chapter 4). FISH has now emerged as
the bridge between conventional cytogenetics and
molecular DNA genetic testing, and has proven to be a
rapid, efficient and highly sensitive molecular cytoge-
netic technique.

CHROMOSOME 21
An important genetic disorder on chromosome 21 is
Down’s syndrome, which occurs in approximately 1 in
650 to 1 in 1000 live births (Box 2.1). Chromosomal
abnormalities in Down’s syndrome include (1) Free
trisomy ~95%; (2) Translocations ~5%; and (3) About
2–4% of cases of free trisomy 21 also have mosaicism for
a trisomy and normal cell lines. Most trisomy cases
involve an additional maternal chromosome 21 that has
arisen by non-disjunction (see also Uniparental Disomy
in Chapter 4 for other examples of non-disjunction). In
the trisomy cases, causation and recurrence risks relate
to maternal age. Because of its relatively small size and
the association with Down’s syndrome, chromosome 21
was a priority for sequencing in the Human Genome
Project. The chromosome’s long arm was completely
sequenced in 2000, and a number of genes are now
being studied as likely candidates. In addition to explain-
ing the mental retardation and the characteristic pheno-
type of Down’s syndrome, molecular characterisation is
expected to provide additional information on the mech-
anism for non-disjunction, an important cause of auto-
somal trisomies.

Two other genes identified on chromosome 21 are (1)
SOD1—superoxide dismutase 1, which is involved in a
proportion of familial autosomal dominant amyotrophic
lateral sclerosis (motor neuron disease); (2) APP—
amyloid precursor protein, which is associated with
some rare forms of autosomal dominant Alzheimer’s
disease discussed further in Chapter 4.
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Box 2.1 Chromosomal disorder: Down’s
syndrome (Trisomy 21).
Down’s syndrome is the most frequent genetic cause
of mental retardation. It results from trisomy 21
described in 1959. Chromosome 21, one of the
smallest human chromosomes, has been completely
sequenced. Despite this, the pathogenesis of Down’s
syndrome remains elusive although the region of
involvement in Down’s syndrome has been narrowed
to about 5Mb (Mb = megabase or 1 ¥ 106 base pairs)
called the Down’s syndrome critical region (DSCR).
In this region, four genes (DSCR1, DSCR2, DSCR3
and DSCR4) are implicated in this disorder. DSCR1
is particularly interesting because (1) It is over-
expressed in the Down’s syndrome fetal brain, and 
(2) It has been possible to mutate a gene known as
nebula in Drosophila melanogaster. This gene is the
ortholog of DSCR1, and flies that overexpress or
demonstrate a loss of function of nebula have severe
learning defects. DSCR1 forms part of the calcineurin
inhibitor family called calcipressin, thereby providing
a focus for further study in Down’s syndrome. Chro-
mosome 21 has about 400 genes, and, interestingly,
there seems to be about 16 genes predicted to be
involved in mitochondrial energy generation and
reactive oxygen species metabolism. This is relevant
since there is evidence linking Down’s syndrome to
mitochondrial dysfunction. There is also a cluster of
genes involved in folate metabolism, which is another
intriguing association because folate supplementa-
tion in early pregnancy reduces the risk for neural
tube defects. This is discussed further in Chapter 7
(Roizen and Patterson 2003; Chang et al 2003).

Deletion 22Deletion 22

Trisomy 21Trisomy 21

BCR/ABL Dual Fusion probeBCR/ABL Dual Fusion probe

Fig. 2.11 FISH.
Top: The metaphase FISH of a deleted chromosome 22 shows
a chromosome spread. Chromosome 22 is identified using 
two DNA probes (coloured red and green). One of the two
chromosomes 22 is abnormal; i.e., there is only the red probe
because the area of chromosome 22 detected by the green
probe has been deleted. Middle: This photo shows an
interphase FISH, which has several advantages over metaphase
FISH. It can score a larger number of cells, thus increasing 
the chance of detecting a chromosomal rearrangement,
particularly in low-level mosaic states. Interphase FISH is
more rapid, which is desirable in prenatal diagnosis. This
particular picture illustrates trisomy 21 (Down’s syndrome)
because it has an additional signal with the red (chromosome
21) DNA probe. Bottom: This composite photo shows a
metaphase and interphase FISH for the BCR-ABL fusion 
gene found in chronic myeloid leukaemia. The red and green
DNA probes for the ABL and BCR genes will show up as a
yellow signal when both are present in the translocated
rearrangement (read more about chronic myeloid leukaemia
and the BCR-ABL rearrangement in Chapter 4). FISH provided
by Dr Michael Buckley, Molecular & Cytogenetics Unit, South
Eastern Area Laboratory Services, Sydney. (see colour insert)

CHROMOSOMES 13 AND 19
The most recent of the human chromosomes to be 
completely sequenced in 2004 were chromosomes 13 
and 19. They have shown some interesting contrasts.
Chromosome 19 is about 55Mb in size, and codes for
nearly 1500 genes. As such, it is the most gene rich of
all chromosomes; i.e., it has about twice the average
number of genes expected for its size. Chromosome 19
also shows that large areas are strongly conserved, based
on comparisons with DNA sequences in other species.
Of particular interest is the observation that some con-
served areas include non-coding DNA. This refutes
further the concept of “junk” DNA and provides addi-
tional proof that the non-coding regions of the genome
are likely to play an important role in gene function and
regulation.

Compared to chromosome 19, chromosome 13 is
larger at 96Mb, but has only about 633 genes. Surpris-
ingly, within chromosome 13 there is a large segment
described as a desert with very few genes (only 47 genes
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in about 40Mb of DNA). Approximately 100 of the genes
found in chromosome 13 are thought to involve non-
coding RNAs. Two of these (miR-15 and miR-16) are
located within a region that is frequently deleted in

chronic lymphocytic leukaemia. Both these genes are
deleted or down-regulated in about 70% of cases involv-
ing this form of leukaemia, which is the most common
found in adults from the Western world.

DNA MUTATIONS AND POLYMORPHISMS

DNA MUTATIONS
An important and practical use of molecular medicine is
in DNA diagnosis. For this, mutations are sought in DNA
using a range of techniques. The word heterogeneity
will frequently appear when describing DNA mutations
since, with very few exceptions, the number and types
of DNA mutations that can inactivate a gene are exten-
sive, and range from single base changes to complex
chromosomal rearrangements. Even within each particu-
lar group, many different mutations are associated with
the same clinical disorder. For example, more than 1300
mutations produce cystic fibrosis. A recent survey of
mutations showed that single base changes were the
most common, occurring in about 60% of genetic disor-
ders, with deletions the next most common at 22% 
(Table 2.3).

Because of the heterogeneity of mutations, there has
been some confusion with nomenclature. Therefore,
attempts have been made to develop a uniform but
informative system (Table 2.4). For example, DF508
means deletion (D) of the amino acid phenylalanine at
position 508 (the commonest mutation in cystic fibrosis),
and Cys282Tyr means replacement of cysteine by tyro-
sine at position 282 (the commonest mutation in hered-
itary haemochromatosis). While this degree of detail
might seem esoteric to the practising clinician, it is worth
noting that patients (and families) with genetic disease
often know a lot about their disorder and regularly access
the Internet to learn about new developments. Hence, a

health professional who does not understand what a
mutation means is disadvantaged very early on in the
consultation if the patient knows.

Despite the heterogeneity of DNA mutations, PCR
remains useful provided there is DNA sequence infor-
mation so that primers can be designed to bind to either
side of the abnormality (Figure 2.12). Sometimes it is 
difficult to be sure that a DNA change is a mutation or
is simply a neutral change (such as a DNA polymor-
phism). A number of criteria are used in this circum-
stance to distinguish whether the change in the DNA is
likely to lead to a genetic defect (hence, it is a mutation)
or is simply a DNA polymorphism (Table 2.5).

DNA POLYMORPHISMS
Most changes in the DNA sequence do not lead to
disease. These changes are called polymorphisms. By
convention, a polymorphism is a difference in DNA
sequence between individuals that occurs in >1% of the

Table 2.3 Relative frequency of DNA mutations (data from the
Human Gene Mutation Database quoted in Botstein and Risch
2003)

Type of mutationa Percentage of total

Deletion 21.8

Insertion/duplication 6.8

Complex rearrangement 1.8

DNA repeat abnormality 0.1

Missense/nonsense 58.9

Splicing 9.8

Regulatory 0.8

a Total number of mutations counted were 27 027.

Table 2.4 Nomenclature for DNA mutations (Antonarakis et al
1998)

Abbreviation Explanation of mutation

R97X X = stop codon; hence, this mutation indicates
that the amino acid arginine (R) at position 97
has been replaced by a stop codon.

Y97S The amino acid Y (tyrosine) at codon 97 is
replaced by the amino acid S (serine). Another
way to write this is Tyr97Ser.

T97del The amino acid threonine at position 97 has
been deleted. However, the common mutation
in cystic fibrosis is written DF508, which means
the amino acid phenylalanine is deleted at
position 508, so there is some discrepancy in
the way some mutations are written.

1997delT This indicates that there is a deletion of the
nucleotide T (thymine) at nucleotide position
1997.

1997–1998insT This describes an insertion of one nucleotide T 
between nucleotides 1997 and 1998.

IVS1,110 G>C This indicates a G to C change in the first
intervening sequence (IVS1) at nucleotide
position 110 (this type of mutation might affect
splicing).
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population. Since only about 1–2% of the human
genome contains sequence for genes (see Table 1.6), the
great majority of polymorphisms will not directly affect
gene function although a polymorphism falling within a
regulatory region in the genome might have functional
significance. A polymorphism that alters an amino acid
in the gene is better described as a mutation although
there will continue to be overlap (and some confusion)

between what is a mutation and what constitutes a 
polymorphism.

DNA polymorphisms are used for many purposes 
in molecular medicine—from forensic DNA typing
(Chapter 9) to DNA linkage analysis, a technique that
allows diseases to be traced through families. There 
are a number of different DNA polymorphisms: RFLP,
VNTR, SSR, SNP (Figure 2.13, Table 2.6 and additional
discussion in Chapter 9). In clinical medicine, the two rel-
evant polymorphisms are the microsatellites (also called
simple sequence repeats or SSRs) and single nucleotide
polymorphisms (SNPs). SSR-type polymorphisms involve
2–4 base repeats such as (AC)n or (GAA)n where n can be
any number. Up to the present, microsatellites have been
the workhorse in molecular medicine. Now, considerable
interest is being shown in SNPs. They are found at least 1
in each 1000bp (bp—base pair). Because they are more
common than microsatellites, SNPs are increasingly
being used in gene discovery strategies for complex
human traits. Pharmaceutical companies are also starting
to target SNPs as a way by which individual responsive-
ness to drugs can be predicted. This would then allow
patients in clinical trials to be stratified better into likely
responders and likely non-responders, which should
improve the evaluation of such trials (see Pharmacoge-
netics in Chapter 5 for more discussion).

DIRECT DETECTION
The detection of mutations in DNA has relevance to
many fields in medicine. They include Genetics, to iden-
tify genetic disorders; Oncology, to look for mutations in
cancer-producing genes; and Microbiology, for identify-
ing infectious agents. Wherever possible, DNA tests

X

1

2

3

4

Table 2.5 Distinguishing disease-causing DNA mutations from neutral DNA polymorphisms—most dilemmas will involve single base
changes (Cotton and Scriver 1998)

Finding in DNA Explanation

Single base change Either a disease-causing mutation or a neutral (non-pathogenic) change called a DNA
polymorphism.

Single base change with a second Finding a single base change in a gene does not automatically mean that the change is the cause 
mutation in cis of the disease. Another explanation is a second and causative mutation in cis, i.e., located nearby 

at the same locus as the first “mutation” that was detected.

Single base change leading to an Changing one amino acid into another (non-synonymous change) may or may not produce disease. 
alteration in the amino acid It is more likely to be disease causing if the original amino acid was conserved and/or the change 

in amino acid was significant, e.g., producing a change in charge.

Single base change in the third Because the genetic code is redundant, the third nucleotide change may not alter the amino
nucleotide of a codon acid (synonymous change), and so there is no overall effect. However, the new third nucleotide
(see Table 2.1) may create a new splice site or interfere with mRNA stability, and so synonymous changes can still 

be pathogenic.

Single base changes leading to a These are usually pathogenic.
nonsense codon (TAA, TGA or
TAG) or a frameshift.

Fig. 2.12 PCR can identify a range of DNA mutations.
(1) A normal stretch of DNA sequence. PCR can be used to
amplify any segment of this DNA provided the sequence is
known to allow appropriate primers to be designed. (2) A
deletion in DNA is shown. PCR will detect this if primers are
designed on either side of the deletion (shown by Ø). If the
deletion is small, both normal and deleted fragments will be
detected with the same primers. If the deletion is very large,
primers depicted will detect only the deleted fragment. (3)
X indicates a single base change in the DNA. The primers
shown by the Ø on either side of the X will allow that region
to be amplified by PCR. Then the single base change can 
be detected using various DNA methods (described in the
Appendix). (4) The . . . represents a DNA rearrangement. DNA
primers designed on either side of this rearrangement will
detect it.
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Fig. 2.13 Four types of DNA polymorphisms: RFLP, restriction fragment length polymorphisms; VNTR, variable number of
tandem repeats; SSR, simple sequence repeats, i.e., microsatellites; and SNPs, single nucleotide polymorphisms.
DNA polymorphisms are produced by changes in the nucleotide sequence. They result from (1) variations in the fragment length
pattern produced after digesting DNA with restriction enzymes, or (2) variations in the size of a DNA fragment after PCR
amplification. RFLP: A segment of DNA is digested with a restriction enzyme “E.” This segment can be identified in Southern
analysis by using a DNA probe that will hybridise against the segment marked (�), or PCR can be used to amplify this specific
region. RFLPs are caused by point mutations affecting a single restriction enzyme recognition site (E*), which will either be absent
or present. If absent, enzyme E will digest the DNA at the two outside E sites; if present, enzyme E will digest DNA at E* as well
as the two outer E sites, although because of the place where the probe is located, only the fragment generated from the E* and
the E site on the right will be detected. Therefore, RFLPs are biallelic; i.e., they give two options (large or small) depending on
whether the polymorphic restriction fragment site (*) is absent or present, respectively. VNTR: In contrast, the multiallelic VNTR
has the potential to be more polymorphic (and so more informative) since the changes in the E-specific restriction fragment are
brought about by the insertion of a variable number of repeat units at the polymorphic site (hatched area). Thus, the number of
polymorphic DNA fragments generated is potentially much greater (e.g., the four different sized fragments illustrated). Because 
of their greater intrinsic variability, VNTRs are usually more informative in polymorphism studies since there is a greater chance
that heterozygous patterns will be detected at any one locus. Examples of VNTRs detected by restriction enzyme digests are the
minisatellites. SSR: In contrast to RFLPs or VNTRs, which can be identified by Southern analysis and PCR, SSRs are much smaller
in size and so are detectable only if PCR is used. SSRs are the microsatellites, and they are polymorphic because of repeats in
simple sequences (�) such as a (CA)n where n can be any number. Amplification of DNA containing an SSR will produce
fragments of variable size. SNPs: These single base changes are different to the RFLPs because they do not necessarily result in a
change in the restriction enzyme digestion pattern. They are single base changes that can be biallelic, or there can 
be more than two alleles for any SNP. Because these are found frequently throughout the genome (four are depicted here in
relationship to �, which could represent a gene), they have the potential to be powerful DNA polymorphisms. At present, their
individual detection is technically difficult and expensive, and so they are not being used to their capacity.
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cols usually involve the testing for common recurring
mutations. The less common or family-specific ones may
or may not be sought, depending on the laboratory’s
interest and available resources. If the uncommon muta-
tions are to be found, an additional DNA technique is
usually required to try and identify what region of the
gene is likely to have this mutation. This is called DNA
scanning (some refer to it as DNA screening, but this 
can be confused with another form of DNA screening
described below).

In the past few years, the ability to scan amplified DNA
products to identify which one is likely to contain a muta-
tion has improved the detection rate for mutations. For
example, with Duchenne muscular dystrophy or familial
hypertrophic cardiomyopathy, there are a number of
underlying mutations, and to complicate this further, the
genes are too large (Duchenne muscular dystrophy) or
there are too many (familial hypertrophic cardiomyopa-
thy) to make DNA sequencing or any other standard
DNA test a practical diagnostic approach. One solution
involves the amplification of DNA in a number of adja-
cent segments. For example, the DNA might be 5kb in
size, but it is amplified in 10 segments, each of which is
~0.5kb in size. The 10 segments are next scanned to see
which might have a mutation in it. The technique now
most effective for scanning is called dHPLC (denaturing
High Performance Liquid Chromatography; see the
Appendix for details). dHPLC will identify a segment with
an altered nucleotide sequence because this will be
reflected in a changed mobility for that DNA fragment.
Once a likely fragment is found, the mutation must be
confirmed by DNA sequencing. In terms of the example
just given, the advantage of the dHPLC step is it allows
the sequencing of a single fragment of 0.5kb rather than
the entire 5kb.

LINKAGE ANALYSIS
An alternative approach to detecting a mutation in a gene
with many mutations (for example, familial hypertrophic

Table 2.6 DNA polymorphisms

Class of polymorphism Description

Macrosatellite Small units of DNA are repeated in tandem thousands of times—hence, VNTRs (variable number of
tandem repeats). This large polymorphism is found mostly in centromeres and telomeres.

Minisatellite Repeat units are larger than macrosatellites, but there are fewer. Also an example of a VNTR.

Microsatellite These involve small repeats (e.g., 2–4 bases in size); hence, they are called SSR (simple sequence
repeat). Microsatellites are very useful in linkage analysis and form the basis of unstable triplet repeats
in some neurologic disorders.

Single nucleotide polymorphism Single base changes throughout the genome occur at least 1 in every 1000 base pairs. The Human 
(SNP) Genome Project has greatly facilitated their discovery, and there is expectation that SNPs will allow the

complex genetic disorders to be characterised.

involving direct detection for a mutation are preferred.
However, other strategies are available if the direct test
is not applicable, for example, scanning or linkage analy-
sis that will be described below.

The gold standard for mutation detection is DNA
sequencing. This is relatively time consuming and expen-
sive, so it is usually required only for the initial identifi-
cation and characterisation of a specific mutation.
Thereafter, more rapid means are devised to detect the
same mutation in other specimens. Just as DNA muta-
tions are heterogeneous, so also could this term be used
to describe the varied number of ways in which DNA
mutations can be investigated. A selection of some
approaches is given in Table 2.7. More specific details on
methodology are provided in the Appendix.

Whichever mutation detection test is used, oligonu-
cleotide DNA probes have widespread application in the
diagnosis of genetic disorders because PCR allows the
target DNA to be amplified, and with amplified DNA the
relatively small oligonucleotide probe can hybridise effi-
ciently to its target. These probes can be labelled with
chemicals, enzymes or fluorochromes, thereby allowing
changes in DNA to be detected on the basis of hybridi-
sation or ligation. As indicated earlier, oligonucleotides
are readily available commercially and can be designed
in-house to ensure that they bind to a specific segment
of target DNA.

DNA SCANNING
Because of the heterogeneity associated with DNA muta-
tions, it is found that some mutations recur (i.e., they are
present in many families), whereas others are family spe-
cific. The latter are sometimes called private mutations.
Some mutations localise to particular regions of a gene
known as hot spots, whereas others occur randomly
throughout the gene. With current available technology,
it is not possible to look for all mutations. In the future, 
this may change with technologies such as microarrays,
described in Chapter 5. Therefore, DNA mutation proto-
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cardiomyopathy; see Chapter 3) or investigating diseases
that do not have common or recurring mutations (for
example, haemophilia B) is linkage analysis. This is an
indirect strategy since it does not specifically identify a
defect in DNA but works on the basis of finding co-
segregation between DNA polymorphisms and the
disease phenotype being investigated in members of a
family. Once established, the DNA polymorphism then
becomes an indirect marker of disease for that family. The
same DNA polymorphism has no particular relevance for
another family with the same disease unless it can be
established once again that the polymorphism and the
clinical defect are linked.

The advantage of using a DNA polymorphism in a
linkage study is that it provides an indirect marker for a
locus or gene. A minimum requirement for a DNA
linkage study is a family in which can be identified a key
individual, i.e., someone who is unequivocally normal or
affected. The key person is essential to allow assignment
of the polymorphic markers to the wild-type (normal) or
mutant alleles. DNA from each of the relevant family
members is studied using DNA polymorphisms such as
the microsatellites, and then linkage between the disease
phenotype and a polymorphic marker is attempted
(Figure 2.14).

In some circumstances, DNA polymorphisms are 
not informative; i.e., family members are homozygous 
for the polymorphic alleles. Therefore, the normal and
mutant alleles are unable to be distinguished. In this
case, additional DNA polymorphisms are sought until

informative ones are found. Studies based on a poly-
morphic linkage analysis strategy can be very useful, but
they also have a number of potential problems. They
include (1) The requirement for a family study that may
not always be possible; (2) Non-paternity can produce
erroneous linkage patterns; and (3) Recombination can
lead to error.

Recombination is a function of the distance between
a polymorphic marker and the gene of interest. Although
grossly oversimplified, a physical distance of 1Mb in
DNA is roughly equivalent to a genetic distance of 1cM
(cM—centimorgan). 1cM indicates a 1% recombination
potential (i.e., in 100 meioses there will be one recom-
bination event between the DNA polymorphism and the
target DNA of interest). The use of intragenic polymor-
phisms (for example, SNPs located within the introns or
exons of genes, or microsatellites found within introns)
or polymorphisms located in the immediate 5¢ or 3¢
region of genes reduces the risk of recombination con-
siderably.

Another trick when using DNA polymorphisms is to
group a number together across a specific region into
what is called a haplotype. In other words, a single DNA
polymorphism may not be informative, but when it is
used in conjunction with other polymorphisms, its value
increases. In addition to increasing the informativeness
of polymorphisms, haplotypes help to identify recombi-
nation events (Figure 2.15).

The problems described above preclude DNA linkage
analysis as the primary method to detect mutations in

Table 2.7 Strategies for identifying mutations in DNAa

Type of approach Description Applications

Direct sizing of a PCR A deletion of two or more bases (or insertions) can be The DF508 deletion involving 3bp is seen on
product detected by sizing a PCR fragment (see Figure A.9). electrophoresis by measuring the size of the PCR

fragment generated.

RFLP (restriction fragment DNA is digested with restriction enzymes, and the Restriction enzymes are less frequently used 
length polymorphism) presence of a single base change can be detected (see to detect DNA changes but remain useful

Figure A.1). approaches.

ASO (allele specific A single-stranded labelled probe is used to hydridise ASOs are used to identify a wide range of DNA
oligonucleotide) against single-stranded target DNA, looking usually mutations as well as polymorphisms.

for single nucleotide changes (see Figure A.10).

OLA (oligonucleotide Two oligonucleotide probes are designed to hybridise Useful for a range of mutations including
ligation assay) adjacent to each other on the target sequence. Once insertions, deletions and single base changes. 

adjacent, the two probes can be joined by DNA ligase Can be multiplexed.
(Figure A.11).

ARMS (amplification Oligonucleotide primers are designed to amplify Useful for a range of mutations and can be used
refractory mutation preferentially one of the two alleles (Figure A.12). in multiplex PCR.
system)

PTT (protein truncation cDNA or genomic DNA in the region of the mutation Used where there are nonsense or frameshift
test) is made into mRNA, and then the mRNA is translated mutations leading to a truncated gene product.

into a protein (Figure A.13).

a The above technologies are described in more detail in the Appendix.
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Fig. 2.14 DNA linkage study in b thalassaemia.
Understanding how DNA polymorphisms are used to follow a
disease within a family (called linkage analysis) is a difficult
concept to grasp. Essentially, a polymorphism is a DNA
marker that is used as a sign post for a chromosomal location
or to identify a gene. In the case of the b globin gene, each
individual has two genes (one on each chromosome 11), 
and so two polymorphic markers should be detectable. To
undertake linkage analysis, the first step involves identifying
family-specific DNA polymorphic markers that will distinguish
the two b globin genes. The polymorphisms are not mutations
but simply DNA sequence changes that allow the two genes
to be marked. Once the polymorphisms are identified, 
they are traced in a family and compared to the clinical
phenotypes. In the pedigree given, the two parents are 
b thalassaemia carriers. Their carrier status is easily
determined by blood counts and special haematology tests for
thalassaemia. They have a female child who has homozygous
b thalassaemia (b thalassaemia major, indicated by Æ), and
they also have a normal male. The thalassaemia status for a
third (female) child is unknown (?), although a conventional
blood count would sort this out quickly. The mother is also
pregnant, and the fetus (indicated by a triangle) has an
unknown thalassaemia status. For the purpose of linkage
analysis, let us assume that the underlying b globin gene
mutations cannot be identified in this family. Therefore,
linkage analysis is the next approach to use. The two
polymorphisms that distinguish the two b globin genes in this
family are defined by the letters “a” and “b.” Both the parents
are carriers and have the a/b polymorphic markers. This
information alone is not enough for diagnosis. The key
individual for this is the homozygous-affected child who is
b/b. This shows that the polymorphic marker “b” identifies the
mutant b thalassaemia gene in this family. Therefore, it can be
assumed that the marker “a” defines the normal gene, and this
is confirmed because the normal child is a/a. The child with
the unknown status is a/b, and so she must be a carrier (which
would have been more appropriately determined by a blood
count than a DNA test). Of more relevance, the fetus can have
three combinations, and they will predict the genetic status,
i.e., a/a (= normal), b/b (= homozygous-affected) and a/b (=
carrier).
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Fig. 2.15 Detecting recombination using flanking DNA
markers in the autosomal dominant adult polycystic kidney
disease locus (PKD1).
It is assumed that in this family the PKD1 defect involves the
chromosome 16p locus. (1) The three polymorphic markers
and their alleles for the PKD1 locus are a or b; c or d; 
e or f. The filled box is the normal gene, and its associated
polymorphisms are the filled triangles; the open box is the
mutant gene, and its associated polymorphisms are the open
triangles. (2) The pedigree illustrates the segregation patterns
for the above three polymorphisms. I-1 (female) has PKD1.
Two of her children (II-1, II-2) are affected, and so they allow
the mutant-specific haplotype to be identified as bdf/since this
is what the three have in common. The one male offspring (III-
3) has not inherited the maternal bdf/haplotype, which is
consistent with his normal phenotype at age 50 years. The
remaining female sibling (II-4) is a problem. The adf/adf
genotype in her does not fit. Non-paternity can be excluded
since it is the maternal haplotype that is the problem. This is
an example of recombination that has occurred somewhere
between the a/b and the c/d loci (shown in panel 3). The
mutant-specific haplotype has now become adf/rather than
bdc/. Therefore, II-4 has actually inherited the PKD1 mutation.
Note: If only the one set of polymorphisms had been used in
this linkage study (i.e., a and b), the recombination event
would not have been detected, and II-4 would have been
incorrectly diagnosed as being normal.
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genetic disorders. However, this approach is useful for
research and, in the clinical context, for cases in 
which a mutation cannot be found or the gene is too
large to make scanning a practical option. See the

Appendix for further discussion of linkage analysis, and
Figure A.16 for a worked example of linkage analysis in
cystic fibrosis.

DNA TESTS

CLASSES OF DNA TESTS
A feature of genetic DNA tests that contrasts with all
other pathology tests is their applicability to different
clinical scenarios from a relatively simple (diagnostic)
test to confirm a clinical diagnosis to the more complex
situation in which predictions are being made about an
individual’s future risk for developing a genetic disease
(Table 2.8). DNA tests are continually evolving, so exam-
ples given also contain reference to pharmacogenetic
DNA tests that are not routinely in use, although they
promise much for the future. DNA screening tests are
currently the topic of much debate since many promote
this approach to community genetics, whereas others are
less convinced.

In some cases, the same DNA test falls into multiple
classes; e.g., the finding of the common mutation
Cys282Tyr for the haemochromatosis diagnostic DNA
test described in Table 2.8 will confirm the clinical sus-
picion. A positive result will also automatically raise the
risk for family members, particularly the siblings. DNA
testing of the family members at risk would then consti-
tute a different class of test, i.e., DNA predictive test
(unless the latter were also showing clinical or other 
laboratory signs to suggest that they were developing
haemochromatosis).

DNA tests are often perceived to be unduly complex,
and many health professionals lack the confidence to
utilise these tests optimally, or alternatively do not appre-
ciate their limitations and order the tests inappropriately,
or provide the wrong information about the test’s signif-
icance. However, knowledge of the human genome will
impact across many disciplines in clinical practice, and
so it is essential that health professionals develop confi-
dence and skills to deal with DNA tests that are relevant
to their area of work. This will become particularly
important when the interest in single gene disorders like
cystic fibrosis expands into the complex but more
common multifactorial disorders such as diabetes,
dementia and heart disease. The multifactorial disorders
involve interactions between genes and the environment,
and it is likely that many genes contribute to the same
phenotype, complicating further the interpretation of
these tests (see Chapter 4).

Some DNA tests deal with sensitive issues and require
careful consideration before they are ordered. Examples
of these would be predictive tests, since these are the
ones likely to harm patients (and families) if tested for

inappropriately, or the results are interpreted incorrectly.
This class of DNA tests has the potential to stigmatise or
discriminate against individuals, to impact on privacy,
and so should be restricted. Health professionals order-
ing these tests must have the knowledge and resources
to provide the appropriate counselling and support.

Another class of DNA test that requires some 
thought before it is ordered is the screening test (Table
2.9). Indeed, in some cases, these tests need to be for-
mally reviewed by an appropriate institutional ethics
committee because a research question is often a com-
ponent of the testing strategy. Like predictive tests, DNA
screening essentially involves the testing of asympto-
matic individuals and, in some cases, the testing of indi-
viduals without any prior risk. This class of tests has the
potential to discriminate or stigmatise individuals or even
populations (see Chapter 10 for further discussion about
these issues).

VALIDITY OF DNA TESTS
As indicated above, DNA tests are not equal because
they can be undertaken for a range of indications. DNA
tests are also not equal because they are associated with
variable sensitivity, specificity and positive and negative
predictive values (Table 2.10). The ideal DNA diagnostic 
test should be sensitive and specific. For predicting the
likelihood of disease on the basis of the test result, the
parameters of positive predictive value and negative pre-
dictive value become important. Although well estab-
lished in practice, the four parameters in Table 2.10
reflect population-based values, and so for the individ-
ual, they are less meaningful.

As well as the conventional parameters used in assess-
ing the value of pathology tests, another important vari-
able in the DNA test is the penetrance of the underlying
genetic disorder. Penetrance is an important concept to
grasp since DNA testing now allows an accurate estimate
of this to be made particularly in autosomal dominant
disorders. For example, if 20 out of 100 individuals with
a known DNA mutation show the corresponding clinical
picture, the penetrance would be 20%. To increase the
accuracy further, the penetrance would be estimated at
a particular age group, because with time more at-risk
individuals are likely to manifest a disease.

The ideal DNA test scenario would include (1) a 
highly sensitive and specific test, (2) a genetic disease
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with high penetrance, and (3) a disease that is treatable.
Examples to illustrate the potential value of a DNA test
include Huntington’s disease, which has a penetrance of
100%. Almost all who have Huntington’s disease will
have a mutation involving an expansion of a (CAG)n
triplet; i.e., the test is very sensitive. The rare exceptions
have clinical features of the disease but normal (CAG)n

repeats. These are phenocopies. In some cases a second
Huntington’s disease locus (HDL2) has been shown to
involve expansion in a triplet repeat for the junctophilin
3 gene. No one with triplet repeats <26 will develop
Huntington’s disease; i.e., the test is highly specific. Com-
plexities arise with intermediate level of repeats (between
27–39; see Table 3.4), but the cut-off at 40 or more

Table 2.8 Classes of DNA tests

Class and description Examples

Diagnostic: DNA test to confirm a clinical Haemochromatosis: A case suspected on clinical grounds can be confirmed by a liver 
suspicion that the patient has an established biopsy, a procedure associated with morbidity and mortality. The alternative is a DNA 
disorder. The DNA test in this circumstance test to look for the common haemochromatosis mutation (C282Y).
is comparable to other laboratory tests 
(e.g., measurement of haemoglobin), 
although a positive result has implications
for family members.

Prenatal: DNA test to detect a genetic (i) Prenatal diagnosis: DNA test in an at-risk fetus. Sources of fetal DNA include
disorder in the fetus or embryo. desquamated cells in the amniotic fluid (obtained during amniocentesis) or chorionic 

villi (chorion villus sampling or CVS).
(ii) Preimplantation genetic diagnosis (PGD): A few cells obtained from the developing 

pre-embryo allow genetic diagnosis in vitro (i.e., IVF). This allows early detection of 
an abnormality and avoids termination of pregnancy. PGD is still not robust enough 
to be routinely available.

Predictive (presymptomatic): DNA test to (i) Neurologic adult onset disorders: Huntington’s disease (HD) develops around the
predict the development of a genetic fourth decade of life. The DNA predictive test is used to identify whether an at-risk 
disorder in advance of any signs or individual has inherited the mutant or normal gene from an affected parent.
symptoms. (ii) Cancers: Individuals with a risk of familial breast cancer can have DNA testing of the 

BRCA1 and BRCA2 genes to look for a mutation that might guide them in future 
treatment decisions, as well as identify risks in other family members. However, the
penetrance with BRCA1 and BRCA2 is variable (36–85% lifetime risk). Therefore, 
deciding when to test and what the result means is not straightforward.

Screening: DNA test to look at asymptomatic (i) Reproduction screening: DNA tests are undertaken to identify couples at risk for a
individuals (or populations) to determine genetic defect in the fetus. Presently, most reproduction screening is undertaken
who are carriers or have a genetic because there is a family history or the couple has a risk factor, e.g., advanced
predisposition. maternal age.

(ii) Newborn screening: Newborns are screened for a number of genetic disorders that 
are treatable or preventable provided they are diagnosed early (see Chapter 7).

(iii) Community screening: This involves the DNA testing of populations with no prior 
risk as whole communities or communities selected because of a general increased 
risk. An example of whole community testing would be DNA testing all pregnant 
women for cystic fibrosis. A selected community screening program is exemplified by 
testing for Tay Sachs disease in Ashkenazi Jews.

Pharmacogenetic: A form of DNA screening (i) Malignant hyperthermia: Individuals exposed to anaesthetic agents can develop life-
involving drug metabolism pathways to threatening complications if they have a genetic abnormality involving the ryanodine
predict a patient’s response to treatment. receptor genes (RYR1).
Unlike screening mentioned above, this (ii) Oral anticoagulation with warfarin: Side effects of anticoagulation treatment 
type of test is directed to the individual. include life-threatening bleeding episodes. Two genetic variants of the important
Like many forms of screening, this class of warfarin metabolizing enzyme (hepatic microsomal enzyme CYP2C9) are associated
DNA test is still in the evaluative phase. with decreased enzymatic activity.

Somatic cell: This class differs from the (i) Lymphoproliferative disorders: DNA testing for the leukaemias and the lymphomas by
above because somatic rather than germ cell PCR to detect specific chromosomal translocations that interrupt gene function. 
mutations are being sought. This is a type For example, the Ph chromosome found in chronic myeloid leukaemia leads to a 
of DNA diagnostic test, but there are no fusion gene detectable by PCR.
implications for family members. (ii) Minimal residual disease: Following chemotherapy for haematologic malignancies, 

the risk of recurrence is to some extent dependent on tumour tissue remaining 
behind (minimal residual disease). A sensitive way in which this can be detected is 
PCR.
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repeats represents a definite value as does 26 or less.
Overall, the Huntington’s disease DNA test is useful,
despite the fact that there is no known treatment.

Another example is MEN2 (multiple endocrine neo-
plasia type 2), which requires mutation testing of the RET
oncogene. The risk (penetrance) of developing thyroid
cancer with MEN2 is high (90%), and prophylactic thy-
roidectomy prevents the development of cancer particu-
larly when it is undertaken at a young age. Therefore, 
the test is useful despite the fact that there are many
mutations to be sought in the large RET gene. Testing 
for BRCA1 and BRCA2 DNA mutations is a different 

story since the penetrance is considerably less than
100%, and there is no guarantee that the mutation will
be found as the genes are large. Therapeutic options like
prophylactic bilateral mastectomy may provide a better
outlook, but this is balanced by the radical nature of this
treatment and the deficiencies in the DNA test (see
Chapter 4 for additional discussion on the breast cancer
genes).

Haemochromatosis is a topical example illustrating the
equivocal value of DNA testing in a community screen-
ing program. There is little doubt that screening for
haemochromatosis is useful because there is a very

Table 2.9 Population screening strategiesa

Screen Explanation

Family screening Family members at increased risk for a genetic disorder are targeted. DNA testing can be very useful in this
circumstance if a mutation is known to be present in a family. DNA polymorphic markers also allow a linkage
approach. For example, cystic fibrosis screening in parents and siblings can be implemented if a newborn child is
shown to be heterozygous for the DF508 mutation. A variant of family screening is cascade screening. Here,
grandparents of the newborn child described above would also be tested to determine from which side of the
family the cystic fibrosis mutation has been inherited. Once this information is known, family members on that
side are identified as being at risk and screened.

Population screening The testing of a subset or an entire population group without an a priori risk usually looking for a common
disorder, e.g., cervical cancer screening. To be effective, a large percentage of women must participate, and the
test needs to be sufficiently sensitive and specific to make the program cost-effective. A contemporary DNA
population screening dilemma is haemochromatosis.

Newborn screening This accepted approach tests for reversible or treatable genetic or congenital disorders in newborns who are not
at any specific risk (discussed further in Chapter 7).

Workplace screening Screening here can have two aims: (1) Identifying those at risk for industrially related complications; e.g., the
combination of a1-antitrypsin deficiency in a worker and a dusty workplace is more likely to lead to chronic
lung disease. (2) Detecting DNA damage related to the workplace could provide objective data in terms of 
cause and effect. Screening at the workplace has potential, but a criticism (apart from the concern about
discrimination) is that emphasis is placed on exclusion of the at-risk worker rather than making the workplace a
safer environment.

a The term “screening” has many different meanings. To government, it suggests population testing and a large financial commitment. To the family, it
means at-risk members are being tested. It has been suggested that the latter should not be called screening because of its focused and limited
nature. However, “screening” will be used as a general term and its exact meaning defined as required.

Table 2.10 Characteristics of the DNA test to be considered for screening purposes (see also Table 8.3 for an infectious disease
example)

Feature Explanation Criteria for a good test

Sensitivity The proportion of those with disease A sensitive test will have few false negatives. A highly sensitive test will
who test positive be positive in nearly all patients with the disease but may also be positive

in many patients without disease. To be useful clinically, a test should have
high sensitivity and high specificity.

Specificity The proportion of those without A highly specific test should have few false positives.
disease who test negative

Negative predictive The proportion of those tested with For predicting the likelihood of disease on the basis of the test result rather
value a negative result who do not have than the converse, the positive and negative predictive values are used.

the disease

Positive predictive The proportion of those tested with The positive predictive value falls as the prevalence of a disease falls, so
value a positive result who have the tests for rare conditions will have more false positive results than true

disease positive results.
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simple therapeutic option available (venesection), and
there is the potential, although it is yet to be proven, that
this will prevent the serious iron overload-related com-
plications of liver cirrhosis and hepatocellular carci-
noma. On the other hand, the DNA test provides most
information when individuals of northwestern European
ethnic background are tested, and a homozygous
Cys282Tyr mutation is detected. In addition, there is no
guarantee that an individual with this mutation will
always develop haemochromatosis since environmental
and other genetic factors influence progression and
severity of this disorder (i.e., the penetrance is low). In
ideal circumstances (minimal costs, educated commu-
nity and health professionals, adequate counselling and
support services), it would be possible to screen popula-
tions, particularly males who are most at risk, and then
follow carefully those with the Cys282Tyr defect with
serial iron measurements. As soon as the iron started to
rise, preventative venesection would be implemented.
However, the ideal circumstances are difficult to achieve,
and more research is needed to understand better the low
penetrance in this disorder. On balance, therefore, com-
munity screening for haemochromatosis would not seem

justified (see Chapter 3 and Figure 3.13 for more discus-
sion of haemochromatosis DNA testing).

A final but important comment about DNA tests: The
finding of a DNA mutation does not necessarily mean
that the individual has a disease. In many cases, this
simply indicates that the individual has a genetic predis-
position which may or may not progress to disease. The
situation described could be called a predisease. This can
be a difficult concept to grasp for health professionals,
patients and the community, and it becomes even more
so when it involves a risk estimate that is not 100%.
However, it will increasingly become more relevant as
DNA testing expands the options for predictive medicine.
In some genetic disorders, the defect alone is sufficient
to produce the full clinical picture (phenotype); for
example, Huntington’s disease will always occur if the
(CAG) triplet repeat is 40 or more. In contrast, DNA
testing for factor V Leiden is undertaken to detect a
genetic predisposition to thromboembolism. The finding
of this mutation in an asymptomatic person does not
necessarily mean that the individual will develop throm-
boembolic disease, only that the lifetime risk is now
increased to about 12–30%.

FUTURE

The concept of junk DNA will forever be put to rest when
the function of about 98% of the human genome can be
determined. It is likely that this class of DNA will explain
why humans seem to have a comparable genome to
other organisms, yet the human phenotype is more
complex.

RNA, which has had a relatively low profile in molec-
ular medicine, is starting to provide interesting insights
into a molecule with a range of activities that extend
beyond the traditional transcription and translation. RNA
is now implicated in gene regulation and perhaps even
the explanation for how the relatively simple human
genome can produce a complex proteome. There is more
to learn about the underestimated RNA.

The availability of newer methods to amplify DNA 
or the removal of the contamination problem with 
the present techniques will see greater use of DNA 
amplification across many areas including clinical 
practice, research and industry. Add to this nano-
technology leading to miniaturisation of analytic 
platforms, and it is reasonable to predict that DNA 
amplification will become so user-friendly that testing 
at the bedside or consulting office will become com-
monplace (nanotechnology is discussed further in
Chapter 5).

Technology developments resulting from the Human
Genome Project have been very impressive, particularly
the ability to sequence large segments of DNA. Technol-

ogy improvements will continue, and it will become
routine to test for the 1300 plus mutations causing a dis-
order such as cystic fibrosis.

Another challenge will come when population screen-
ing becomes more achievable with the availability of
genomic-based technologies. Although there are criteria
identifying a DNA test that is suitable for population
screening (Table 2.11), these guidelines can be bypassed
by pressure from industry, researchers or even misplaced
popular demand. It will be important to identify appro-

Table 2.11 Some criteria that a disease should meet prior to its
being considered for population screening (from Grody 2003)

Relatively common

Relatively serious

Manageable number of predominant mutations

High penetrance

Defined and consistent natural history

Effective preventative or surveillance interventions

Mutation detection relatively inexpensive

Screening test acceptable to population

Infrastructure in place for pre- and post-test counselling
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priate processes that can be used to ensure that screen-
ing tests are used to benefit the community.

The genetics era has passed, and we are now talking
about genomics. However, the epigenetic era is still to
come, and this will identify interesting new ways in
which genes can be controlled. This knowledge will lead
to novel therapies.
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Fig. 2.11 FISH. 
Top: The metaphase FISH of a deleted chromosome 22 shows 
a chromosome spread. Chromosome 22 is identified using 
two DNA probes (coloured red and green). One of the two 
chromosomes 22 is abnormal; i.e., there is only the red probe 
because the area of chromosome 22 detected by the green 
probe has been deleted. Middle: This photo shows an 
interphase FISH, which has several advantages over metaphase 
FISH. It can score a larger number of cells, thus increasing 
the chance of detecting a chromosomal rearrangement, 
particularly in low level mosaic states. Interphase FISH is 
more rapid, which is desirable in prenatal diagnosis. This 
particular picture illustrates trisomy 2] (Down's syndrome) 
because it has an additional signal with the red (chromosome 
21 ) DNA probe. Bottom: This composite photo shows a 
metaphase and interphase FISH for the BCRABL fusion 
gene found in chronic myeloid leukaemia+ The red and green 
DNA probes for theABL and BCR genes wil l  show up as a 
yellow signal when both are present in the translocated 
rearrangement (read more about chronic myeloid leukaemia 
and the BCt~-ABL rearrangement in Chapter 4). FISH provided 
by Dr Michael Buckley, Molecular & Cytogenetics Unit, South 
Eastern Area Laboratory Services, Sydne)~ 

Fig, 5,2 A gene microarray, (reproduced with the permission 
of Dr C Roberts and Dr S Friend, Rosett~ Inpharmatics LLC, 
Seatde, USA). 
Top: This is a 1 -inch x 3-inch glass slide onto which has been 
imprinted 25 000 genes in the form of oligonucleotides. The 
oligonucleotides are 60 mers (i.e., 60 bases in size), and they 
are imprinted in situ onto the glass slide using a conventional 
inkjet printer head. The longer oligonucleotides used for 
hybridisation (as discussed previously, a 20 mer oligonucleotide 
is generally sufficient to detect a specific region of the 
genome) provides this particular microarray with a technical 
advantage because, when constructing the array, any mistakes 
or errors in the inkjet printing will not be as critical as would 
be the case with a 20mer array. On the periphery of the slide 
and diagonally are grid lines. They are used for alignment 
when a scanner reads the array. The scanner would be faced 
with the picture shown, i.e., 25 000 spots with various colours 
and intensities, including green, red, yellow (both red and 
green have hybridised), black (neither red nor green has 
hybridised). Bottom: This is a small section of the microarray 
magnified to show the individual spots and the colours 
generated. At this stage, the scanner needs to identify the 
various colours as well as their intensities, and these data 
need to be stored. Bioinformatics-based tools are needed for 
this aspect of the microarray, as well as the next step, which is 
not as technically demanding as the actual microarray but 
equally challenging because the vast amount of data needs to 
be interpreted in terms of potential biologic significance. 
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MENDELIAN GENETIC TRAITS

although the abnormality is not inheritable. Thus, genet-
ics can now be thought of in terms of inherited genetics
and somatic (acquired or non-inherited) genetics.

Mendelian Inheritance in Man is a compendium of
human genes and genetic disorders that evolved into an
encyclopaedia of gene loci. The first edition was 
published in 1966 with a total of 1487 entries. The
November 2003 version has 29698 entries (Figure 3.1).
In 1987, this compendium became available online as
OMIM (Online Mendelian Inheritance in Man—http://
www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM).
Entries in OMIM relate to autosomal disorders in 94% of
cases, sex linked in 6% and mitochondrial DNA in 0.4%.
The majority of entries involve single genes, which are
the topic of this chapter, because the mendelian inheri-
tance is easily identifiable. More complex genetic disor-
ders, both inherited and acquired, will be discussed in
Chapter 4.

Key words used in this chapter include the following:
Different forms of a gene at a locus are called alleles. The
haplotype refers to a set of closely linked DNA markers
at one locus that are inherited as a unit. The genotype is
the genetic (DNA) make-up of an organism. In the 
present context, genotype would also refer to the genetic
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INTRODUCTION

PATTERNS OF GENETIC INHERITANCE
The standard approach to classifying genetic diseases is
based on their mendelian inheritance, i.e., autosomal
dominant, autosomal recessive, and X-linked. An addi-
tional dimension can now be added to reflect the molec-
ular basis of genetic disease. A molecular classification
of genetic diseases would include defects that involve the
following:

• Single genes
• Many genes (polygenic)
• Genes and the environment (multifactorial)
• Chromosomal abnormalities
• Somatic cells

Genetics traditionally refers to conditions that are inher-
ited; i.e., the underlying mutation is found in somatic and
germ cells. However, genetics has become more
complex with the knowledge that DNA changes are
found in a number of sporadic (non-inherited) disorders.
Acquired mutations in DNA affecting only the somatic
(non-germ) cells are well described in a range of cancers,
both solid and haematologic. Since DNA is involved,
they have a genetic component to their aetiology
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constitution of alleles at a specific locus, i.e., the two
haplotypes. The phenotype reflects the recognisable
characteristics determined by the genotype and its inter-
action with the environment. An individual is homo-
zygous if both alleles at a locus are identical, and
heterozygous if the alleles are different. Autosomal
inheritance involves traits that are encoded for by the 22
pairs of human autosomes. X-linked inheritance refers to
genes located on the X chromosome. The products of
both normal (wild-type) alleles at a particular locus need
to be non-functional in a recessive disorder, e.g., cystic
fibrosis. On the other hand, a dominant disorder results
if only one of the two wild-type alleles is mutated, e.g.,
familial hypertrophic cardiomyopathy or Huntington’s
disease.

GENE DISCOVERY
The finding of new genes or gene discovery has been
greatly facilitated by a molecular strategy known as posi-
tional cloning, which involves the isolation and cloning
of a gene on the basis of its chromosomal position rather
than its functional properties. For positional cloning it is
necessary to have (1) chromosomal location, (2) DNA
polymorphisms, (3) genetic and physical maps, and (4)
confirmation that the gene is the right one. Variations of
positional cloning involve the identification of candidate
genes or in silico positional cloning (see also the Appen-
dix and Figure A.4 for further discussion of positional
cloning).

Chromosomal Location
The first step in positional cloning is to obtain, if possi-
ble, a clue to the likely locus or chromosome involved.

This information usually comes from case reports or
observations in which chromosomal rearrangements
have been noted to occur in association with the clini-
cal picture. Alternatively, whole genome scans are under-
taken with a large number of DNA polymorphisms
known as microsatellites. These studies require large 
families to identify likely chromosomal loci. Another
approach, if a disease locus has not been identified, is to
look with DNA markers derived from “candidate genes.”
For example, a good candidate gene for a heart muscle
disorder such as familial hypertrophic cardiomyopathy
would be cardiac b myosin heavy chain, a component
of muscle. The gene for this protein is found on chro-
mosome 14q12. The candidate gene has identified a
locus to start the positional cloning.

DNA Polymorphisms
Microsatellites (also called SSRs—simple sequence
repeats) comprise 2–4 base pair repeats, for example,
(CA)n, that are easily identified by a technique such as
PCR (see Chapters 1, 2, 9 for further discussion of poly-
morphisms). The SSRs that are dispersed throughout the
genome allow linkage studies to be undertaken either 
in relation to specific locations, or once sufficient SSRs
had been found, it becomes possible to consider whole
genome linkage studies.

Genetic and Physical Maps
The genetic and physical maps allow the chromosomal
locus to be narrowed down to the point that individual
genes are able to be identified within that locus. The
genetic map is made by looking at DNA polymorphisms
within affected families. The closer the polymorphism is
to the gene, the fewer will be the recombinations (break-
ing and rejoining of the DNA) that are observed. Even-
tually, a polymorphism associated with the gene itself
will produce no recombination events. In contrast, a
physical map is based on actual measurements (e.g., kb
or Mb) and allows the area of interest to be narrowed
even further.

Gene Confirmation
Genes of interest are sought within the area identified by
positional cloning. Which is the right gene? To answer
this question, the most likely gene, usually in the form of
cDNA, is sequenced and the results entered via the Inter-
net into the various DNA and protein databases avail-
able. Computer programs then enable searches to be
made that compare sequences in the databases with the
recently discovered gene. Three outcomes of such a
search are possible: (1) A perfect match is found; i.e., 
the gene has already been described—this is bad luck
because it means the gene was found by others! (2) No

0

5,000

10,000

15,000

20,000

25,000

30,000

1967 1970 1980 1990 1998 2003

Entries in OMIM

N
u

m
b

e
r

Fig. 3.1 Entries in McKusick’s Mendelian Inheritance in Man
and its online version known as OMIM.
The increasing number of entries reflects the intensive work
being undertaken in the area of genome mapping. Access to
this compendium is now obtained through the Internet
(http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM).
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match is found. This means the gene is novel, but there
is no clue as to what it might do. Again, it is bad luck
because a lot of work will be needed to determine func-
tion. (3) Some homology (i.e., similarity) is found to
another entry in the database. This is the best result since
the gene is still novel, and a clue to its function can come
from the gene in the database with which it shares some
DNA sequence.

Candidate Genes and In Silico Positional
Cloning
An alternative approach is simply to sequence what is
thought to be the right (candidate) gene in a number of
affected patients, and if a mutation can be found, it is

confirmed to be the one involved in the disorder being
studied. The vast amount of information generated from
the Human Genome Project now allows a shortcut in
positional cloning called in silico cloning. Through
linkage analysis (or in the case of more complex genetic
disorders, linkage analysis is often replaced by an asso-
ciation study—see Chapter 4 and the Appendix), a likely
location is found. The databases are then searched to
identify what genes are there, and these genes are then
studied to look for mutations in affected individuals. 
The in silico step avoids the tedious and very time-
consuming construction of physical and genetic maps.
For more information on in silico positional cloning, par-
ticularly in the more complex genetic disorders, see
Breast Cancer in Chapter 4.

AUTOSOMAL DOMINANT DISORDERS

OVERVIEW
The characteristic feature in a pedigree with autosomal
dominant inheritance is a vertical mode of transmission.
This appearance comes from the fact that the disorder
can appear in every generation of the pedigree. Both
males and females are affected, and their offspring are at
50% risk (Figure 3.2). A number of additional features
need to be considered when dealing with autosomal
dominant disorders. The following become important in
counselling.

Sporadic cases occur, and they become increasingly
more common as the mutation in question interferes with
fertility. This may represent a secondary effect of the dis-
order or because death occurs before reproductive age is
reached. For example, mutations in unrelated families
with X-linked Duchenne muscular dystrophy are usually
of independent origins because affected individuals are
unlikely to survive to a reproductive age. At the other end
of the spectrum, Huntington’s disease does not have a
direct effect on reproduction. Thus, sporadic cases of
Huntington’s disease are rare, and even some of them can
now be shown to have inherited an unstable premutation
from one parent. The meaning of premutation is dis-
cussed below.

Penetrance is an important concept to understand. It
is an all-or-nothing phenomenon that describes the clin-
ical expression of a mutant gene in terms of its presence
or absence at a stated age. Thus, an individual carrying
a mutant gene may not express the clinical phenotype;
i.e., the condition is non-penetrant. In the autosomal
dominant disorders penetrance can be determined a
number of ways: (1) From family studies it is possible to
identify the number of obligatory carriers for a mutant
allele. If 7 out of 10 show the clinical phenotype, the dis-
order is 70% penetrant. That is, there is a 70% probabil-
ity that an individual carrying a mutant gene at a certain

age will display the clinical phenotype. (2) If the under-
lying DNA mutation is known, the penetrance calcula-
tion is based on those who have the DNA mutation and
manifest the disease at a particular age. Penetrance 
will be discussed further under Predictive Medicine—
Huntington’s disease and Gene Discovery—Familial
hypertrophic cardiomyopathy. Apart from spontaneous
mutations and death before onset of symptoms, pene-
trance is an additional mechanism accounting for
affected offspring having an apparently normal parent.

Expressivity refers to the severity of the phenotype.
There are genes that can produce apparently unrelated
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Fig. 3.2 Idealised pedigree for an autosomal dominant
disorder.
Affected individuals are indicated by � and �. Note the
vertical disease pattern (compare with Figure 3.9) with the
disease apparent in every generation and affecting males and
females.
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effects on the phenotype or act through involvement of
multiple organ systems. This is called pleiotropy. Such
genes often show variable expressivity. An example of
this is Marfan’s syndrome, which has autosomal domi-
nant inheritance and involves connective tissues in the
skeletal system, the eye or the heart. Individuals with
Marfan’s syndrome have any combination of manifesta-
tions, which can also be present in different degrees of
severity. Such variability can occur even within families
in which it is presumed the same mutant allele is present.
To date, the underlying basis for expressivity has not been
defined, but it is thought to represent either gene/
environment or gene/gene interactions. Somatic instabil-
ity, a recently described mechanism, may provide
another explanation (see Chapter 4).

Severity of an autosomal disorder can also be influ-
enced by the sex of the transmitting parent (see 
Huntington’s Disease) or the sex of the affected person.
An example of the latter is otosclerosis, a cause of deaf-
ness in adults due to overgrowth of bone in the ear. The
female-to-male ratio in otosclerosis is approximately 1.8
to 1. The reason for this is unknown. One hypothesis sug-
gests that affected males may have a selective disadvan-
tage compared to females, and this selection is having its
effect prenatally.

GENE DISCOVERY—FAMILIAL
HYPERTROPHIC CARDIOMYOPATHY
Familial hypertrophic cardiomyopathy (FHC—also ab-
breviated to HCM) is an autosomal dominant disorder
involving heart muscle. About one third of cases have no
family history, and they are thought to have arisen from
spontaneous mutations. Familial hypertrophic cardio-
myopathy was first described in 1958. The characteristic
findings are ventricular hypertrophy and myocyte disar-
ray. Apart from cardiac failure, the major complication 
is sudden cardiac-related death. Familial hypertrophic
cardiomyopathy is one of the most common monogenic
cardiac disorders, and the most frequent cause of sudden
death from cardiac disease in children and adolescents.
Its frequency in the general population has been esti-
mated at 1 in 500. Diagnosis is made by a combination
of clinical examination, ECG and echocardiography.
However, this approach will not detect all affected 
individuals, particularly the young. Although familial
hypertrophic cardiomyopathy is an autosomal dominant
disorder, males are more likely to present with familial
hypertrophic cardiomyopathy or have the sudden death
complication.

Positional Cloning
No abnormal cytogenetic studies were reported in famil-
ial hypertrophic cardiomyopathy, and so there was no

clue to a likely location for this genetic heart disorder.
Thus, positional cloning to find the familial hypertrophic
cardiomyopathy gene would either require a whole
genome scan, which is a huge undertaking, or a shorter
route via candidate genes could be tried. Candidate
genes in familial hypertrophic cardiomyopathy would be
those that encoded for muscle proteins expressed in the
heart such as actin and myosin. Linkage studies could
then be undertaken using DNA probes derived from
these genes’ sequences. In 1990, linkage was established
between the b isoform of the cardiac b myosin heavy
chain gene on chromosome 14 and familial hypertrophic
cardiomyopathy. The gene was confirmed to be the right
one when point mutations in various exons were found
in affected individuals.

The connection between the b myosin heavy chain
gene and familial hypertrophic cardiomyopathy was 
only the start of the molecular story, since there were
families who did not show linkage to the chromosome
14 locus or mutations in the b myosin heavy chain 
gene. Therefore, familial hypertrophic cardiomyopathy
was heterogeneous at the DNA level, and other candi-
date genes were sought. Today, at least 11 different 
sarcomere genes are implicated in familial hyper-
trophic cardiomyopathy, and more than 200 different
mutations have been described (Table 3.1). Genes
involved in the usual familial hypertrophic cardiomy-
opathy phenotype are associated with the muscle 
sarcomere. Other, rare forms of familial hypertrophic car-
diomyopathy involve non-sarcomeric genes including
mitochondrial DNA. The phenotypes in these cases can
be atypical.

The sarcomere has seven major proteins and several
minor ones organised into thin and thick filaments.
Muscle contraction and force generation result from 
the relative sliding between these filaments. Although the
sarcomere is the key element in muscle contraction, the
unit itself is susceptible to a number of influences such
as ion channels, calcium and adrenergic receptors, to
name a few. Muscle contraction is a complex process,
but positional cloning allowed the genes in familial
hypertrophic cardiomyopathy to be discovered, and
because of this familial hypertrophic cardiomyopathy is
now described as a disease of the sarcomere.

Although positional cloning provided greater insight
into the cause of familial hypertrophic cardiomyopathy,
it has been disappointing because the considerable het-
erogeneity (number of genes and mutations) has meant
that DNA testing to detect those at risk, or confirm those
with suspicious cardiologic findings, is not particularly
helpful with current technology. Other unanswered ques-
tions in familial hypertrophic cardiomyopathy include
Why are males more likely to be affected, and why can
the severity be different even within the same family
when it is clearly a monogenic disorder? The environ-
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ment is known to play a role in the pathogenesis of famil-
ial hypertrophic cardiomyopathy, but it is also considered
that other genetic factors known as modifying genes may
be important (see Future for more discussion).

The molecular cardiology era started with familial
hypertrophic cardiomyopathy. Other forms of heart
muscle disease (particularly dilated cardiomyopathy)
have now been extensively investigated at the DNA level,
and a number of genes have been identified. Genes that
predispose to cardiac arrhythmias have also been found.
One condition, known as the long QT syndrome, has
been studied, and it has been shown at the molecular
level that, in the autosomal dominant form of this disor-
der, mutations in at least five genes involving either
potassium or sodium channels are responsible (Table
3.2). In the future, knowledge of molecular defects will
make it possible to devise treatment that is individualised
to the patient’s particular mutation.

PREDICTIVE MEDICINE—HUNTINGTON’S
DISEASE
Huntington’s disease is a neurodegenerative disorder
with autosomal dominant inheritance. Offspring of af-
fected individuals have a 50% risk of inheriting the
disease, which can present in various ways including a
progressive movement disorder (typically chorea), psy-
chological disturbance and dementia. Disease onset is
usually between 35–45 years of age, and there is com-
plete penetrance by the age of 80. Although Huntington’s
disease was described in 1872 by Dr George Hunting-
ton, a general practitioner, it took more than 100 years
for the first major advance in this disorder. Until the
breakthrough came in 1983, Huntington’s disease could
not be definitively diagnosed early on in its course. Those
at risk had to wait until their mid adult life to see whether
they had inherited the abnormal gene, by which time
reproduction and other life decisions had been made.

Positional cloning for Huntington’s disease proved 
to be particularly difficult. A cytogenetic location had 
not been identified, and in the early 1980s whole
genome-based DNA scans were not available. Candidate
genes for Huntington’s disease could not be identified. 
Therefore, a trial-and-error approach was required to 
find DNA polymorphisms linked to the clinical pheno-
type. Success with this blind approach would not have
been possible without the large pedigrees identified in
Venezuela. In 1983, a DNA marker located on chromo-
some 4p16.3 was found to co-segregate with Hunting-
ton’s disease. This showed that the disease gene was
located on chromosome 4. From 1983, different genetic
and physical mapping strategies were used in many lab-
oratories to find the relevant gene. This approach was
successful in 1993 when a gene called IT15 (IT—inter-
esting transcript) was isolated. The related protein (and
now the gene) is called “huntingtin.” Although finding
the right gene took 10 years, the molecular approaches
enabled DNA testing to be started once a locus on chro-
mosome 4 was identified.

Table 3.1 Mutations in FHC involving genes of the muscle
sarcomere (see mutation database on
http://www.angis.org.au/Databases/Heart)a

Gene (symbol) Frequency Type of mutations

Cardiac b Myosin 46% 93 missense, 4 deletions,
heavy chain (MYH7) 1 deletion/insertion

Myosin binding 24% 38 missense, 7 deletions, 3
protein C (MYBPC3) insertions/duplications, 1 

insertion/deletion

Cardiac troponin T 9% 19 missense, 1 deletion
(TNNT2)

Cardiac troponin I 7% 12 missense, 2 deletions
(TNNI3)

Regulatory myosin 5% 11 missense
light chain
(MYL2)

aTropomyosin 3% 7 missense
(TPM1)

Cardiac a Actin 2% 5 missense
(ACTC)

Essential myosin light Rare 3 missense
chain (MYL3)

a Myosin heavy chain Rare 1 missense,
(MYH6) 1 rearrangement

Titin (TTN) Rare 1 missense

Cardiac troponin C Rare 1 missense
(TNNC1)

a The 11 genes above encode muscle sarcomere proteins. Recently, 
two non-sarcomere genes associated with familial hypertrophic
cardiomyopathy have been described in this disorder.

Table 3.2 Genes associated with the long QT syndromea

Type Gene Comments

Autosomal KVLQT1, minK, Potassium channel genes
dominant HERG, MiRP1

SCN5A Sodium channel gene

Autosomal KVLQT1, minK Potassium channel genes
recessive

Familial Ryanodine receptor Calcium channel gene
ventricular
tachycardia

a From Nabel (2003), Marian and Roberts (2001).
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DNA Predictive (Presymptomatic) Testing
Unlike conventional pathology tests, the use of DNA
allows predictions to be made because it is possible to
look for mutations in DNA long before any signs or symp-
toms develop. Hence, predictive testing has become a
unique feature of molecular medicine. For convenience,
the terms “predictive” and “presymptomatic” DNA
testing will be used interchangeably (see glossary for
further discussion of these two terms).

By using DNA polymorphisms linked to the Hunting-
ton’s disease locus, it became possible from 1983 to
undertake predictive testing within the confines of a
family unit, i.e., a linkage study (see Figure 2.14). 
Individuals with a family history of Huntington’s disease
now had an opportunity to alter their a priori risks by
DNA studies. Once the Huntington’s disease gene was
found, DNA predictive testing became easier, since direct
mutation detection, rather than a family linkage study,
was possible. Predictive testing programs were able to
expand because family studies were no longer essential.
DNA testing for the gene mutation became a new option
to assist physicians in the differential diagnosis of a neu-
rological disorder, e.g., gait disturbances or dementia.
This type of DNA testing (called diagnostic testing) is dif-
ferent from a predictive test because the patient has
established signs or symptoms of the disorder (see
Chapter 2, Table 2.8).

Two important issues emerged from the Huntington’s
disease predictive testing programs. First, key individuals
could be lost through death (including suicide), and this
prevented a number of families from having access 
to predictive testing through linkage analysis. The
concept of a DNA bank, which will be discussed further
in Chapter 5, assumed increasing importance in this 
circumstance.

A second consideration related to the comprehensive
clinical, counselling and support facilities that were nec-
essary in a predictive testing program. They had major
resource implications. It should also be noted that in
some instances DNA tests placed further stress on indi-
viduals and/or their families because they were able to
show who would get Huntington’s disease and who was
spared. The potential ethical/social issues resulting from
DNA testing are discussed in Chapter 10. Prenatal detec-
tion also became possible (see Chapter 7).

Molecular Pathogenesis
The molecular defect in Huntington’s disease involves a
novel mechanism shown in 1991 to result from expan-
sions of triplet nucleotide repeats. The first example of
this was the fragile X syndrome (triplet repeat is CCG),
followed by myotonic dystrophy (CTG triplet repeat) and
then spinal and bulbar muscular atrophy (CAG triplet
repeat). In Huntington’s disease, it was shown that there

was a DNA triplet involving (CAG)n in the first exon. The
normal number of repeats is 6–26 (Figure 3.3). Expan-
sions greater than 39 repeats are associated with the
development of disease. Statistically, it was also shown
that the greater the number of repeats, the earlier the
onset of the disorder. Another observation related to
instability in the repeat numbers with the possibility that
repeats could expand when transmitted through sperm
(and could also contract in numbers when transmitted
through the ovum). These observations explained the
occasional presentation of Huntington’s disease in chil-
dren or young adults (the CAG repeat is very high) and
the reason cases of juvenile Huntington’s disease invari-
ably inherited the mutant gene from their fathers.

Triplet repeat expansion as a mechanism for develop-
ing genetic disease has been a recent finding, and it has
explained a number of unusual observations such as the
failure to identify a traditional inheritance pattern in
some disorders and anticipation, i.e., the earlier onset
and more severe phenotype as the mutant gene passed
through succeeding generations (Figure 3.4). There are
now a number of disorders that have an associated triplet
repeat as the underlying aetiology (Table 3.3). Although

5¢ 3¢

Fragile X syndrome

Huntington's disease

Myotonic dystrophy

5¢
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(CAG) 6-26

(CTG) 5-30

Fig. 3.3 DNA triplet repeats and disease pathogenesis.
The fragile X syndrome (CGG) repeat is in the 5¢ flanking
region of the gene. Normally, there are about 10–50 repeats.
Expansion beyond 200 repeats is associated with methylation
(silencing) of the FMR1 gene. For Huntington’s disease, the
(CAG)n triplet repeat (the normal number of repeats ranges
from 6–26) is located within the gene’s first exon. Therefore,
adding more polyglutamines to this protein (called huntingtin)
will interfere with its structure or function. Studies in humans
and mouse models suggest that huntingtin has its deleterious
effect through a gain of function. For myotonic dystrophy, the
(CAG) repeat is located in the 3¢ flanking region, and normally
there are about 5–30 repeats. Mildly affected patients have
50–80 repeats, whereas severely affected individuals have
2000 or more repeats. How expansion in the number of
repeats located at the 3¢ non-coding region affects function 
of the myotonic dystrophy gene (DMPK) is not known.
Possible explanations include the altering of the chromatin
conformation following triplet repeat expansion, and an effect
on the expression of genes located near DMPK. In all three
examples, the repeat numbers between the normal values and
those required to interfere with gene function represent
examples of premutations.
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the gene for Huntington’s disease was found more than
a decade ago, it is still not understood how the expan-
sion of the triplet repeat leads to genetic disease,
although it is generally believed that in the case of Hun-
tington’s disease, the CAG (glutamine) expansion leads to
a gain of function. That is, the product of the mutant
allele results in the gain of a new abnormal protein with

the potential to inhibit the normal gene or normal
protein. Evidence for this includes the autosomal domi-
nant nature of the disease and the finding of similar phe-
notypes in the rare cases that are homozygous for an
expanded triplet repeat.

There is also some evidence that triplet repeats, for
example, the CGG in the fragile X syndrome, produce

Minimal

Classic

Congenital

Cataract, onset >50
minimal muscle disease

Myotonia, onset 20s +
  muscle disease

hypotonia, onset birth

Fig. 3.4 Anticipation.
Myotonic dystrophy is an autosomal dominant, multisystem disorder that is the most common form of adult muscular dystrophy. A
feature of this disease is its variable expressivity, including a very severe congenital form. Molecular characterisation has now
explained the phenomenon of anticipation seen in myotonic dystrophy. The diagram illustrates the increasing severity and earlier
onset of symptoms expected in anticipation. A corresponding expansion in the myotonic dystrophy (CTG)n triplet as it is passed
through the female germline would parallel the clinical changes.

Table 3.3 Neurologic diseases caused by expansions of triplet (and other) repeats

Class Disordera Repeat Mode inheritance Commentsb

Gain of function HD CAG Autosomal In exon 1. Demonstrates anticipation.
Dominant

DRPLA CAG Autosomal Exonic repeat. Demonstrates anticipation.
Dominant

SCA1,2,3,7,17c CAG Autosomal 5¢ UTR or exonic repeat.
Dominant Demonstrates anticipation.

SBMA CAG X linked In Exon 1.

Loss of function FMR CGG X linked Located 5¢ to gene, expansion of triplet repeats 
leads to gene methylation (inactivation)
Demonstrates anticipation.

FA GAA Autosomal Intron 1 (most involve expansion of both alleles).
Dominant Demonstrates anticipation.

Non-coding repeat DM1 CTG Autosomal Repeat located in 3¢ UTR in DMPK gene. 
(RNA defect) Dominant Demonstrates anticipation (Figure 3.4).

DM2 CCTG Autosomal Intron 1 repeat in ZNF9 gene.
Dominant

SCA8,10,12 CTG, ATTCT, Autosomal Repeats located in 3¢ UTR, intron 9 or 5¢ UTR,
CAG Dominant respectively.

HDL2 CTG Autosomal Alternatively spliced transcripts but suggestion that
Dominant in two forms the CTG may be in non-coding region

of the gene.

a HD—Huntington’s disease; DRPLA—dentatorubral and pallidoluysian atrophy; SCA—spinocerebellar ataxia; SBMA—spinal and bulbar muscular
atrophy (Kennedy’s syndrome); FMR—familial mental retardation; FA—Friedreich’s ataxia; DM—myotonic dystrophy; HDL—Huntington’s disease like.
SCA2 also called Machado-Joseph disease. b UTR—untranslated region (5¢—front of gene; 3¢—end of gene). c A limited number of SCA disorders are
listed. Others not described include SCA5, SCA6 (CAG repeat), SCA16, SCA19, SCA21.
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disease through a loss of function. In other words, when
the expanded CGG in fragile X reaches a certain thresh-
old, it triggers methylation of the gene, which turns it off.
A third mechanism to explain triplet repeat expansion is
through interference with RNA function, which may
explain the effects of triplet repeats located outside the
gene. In SCA8 there is some evidence that the CTG triplet
located in the 3’ UTR is transcribed but not translated
and acts as a gene regulator (see Table 3.3).

Although sizing of the triplet repeat made DNA testing
more accurate and available to a larger group of at-risk
individuals, some results remained equivocal. For
example, an expanded repeat of 40 or more had a 100% 
probability of leading to Huntington’s disease, and simi-
larly a repeat 26 or fewer indicated a normal allele
(Figure 3.5). However, repeat expansions in the 36–39
range are described as “intermediate” and require more 
careful consideration, as do repeats of 27–35 (Table 3.4).
The significance of intermediate repeats remains topical.
They are considered to be premutations that, when
expanded, lead to Huntington’s disease in future 
generations. The concept of a premutation has helped to
explain cases of apparently sporadic Huntington’s
disease because there was no family history. In these 
circumstances, parents who were able to be tested 
invariably demonstrated that one of them, usually the

father, had a triplet repeat size in the intermediate range,
i.e., a premutation (Box 3.1).

CANCER PATHOGENESIS—FAMILIAL
ADENOMATOUS POLYPOSIS
Colorectal cancer is one of the most common cancers in
Western countries with a lifetime risk about 5–6%. Five
percent of these cancers have a strong familial risk that
is inherited as a Mendelian autosomal dominant trait, for
example, familial adenomatous polyposis, and heredi-
tary non polyposis colorectal cancer (HNPCC). An addi-
tional 20% of colorectal cancers have a less well-defined
genetic factor involved. Apart from the genetic variants
present, the feature that distinguishes colorectal cancer
from other frequently occurring malignancies is the dis-
tinct precancerous state associated with the adenoma-
tous polyp. This makes colon cancer a unique model to
study the evolution of a solid tumour because progres-
sion can be followed from the premalignant (polyp) stage
to the locally advanced and then invasive (metastatic)
cancer.

Familial adenomatous polyposis (FAP) is a rare form of
colon cancer (~0.5% of all cases) and is inherited as an
autosomal dominant disorder with close to 100% pene-
trance although there is considerable variation in the
phenotypic expression of this disease. It is characterised
by hundreds to thousands of polyps in the colon, with
the risk of cancer closely related to the number of polyps
present. Because of this high risk, treatment involves pro-
phylactic removal of the colon.

A clue that the gene for familial adenomatous poly-
posis would be found on the long arm of chromosome 5
came from the chance observation of a deletion involv-
ing this chromosome and the finding of familial adeno-
matous polyposis in the same family. Positional cloning

720

540

360

180

0

Size

F
lu

or
es

ce
nc

e

17 42

Fig. 3.5 Measurement of the Huntington’s disease triplet
repeat.
DNA on either side of the Huntington-disease specific triplet
repeat, i.e., (CAG)n, is amplified (review Figure 2.8, which
shows the triplet repeats and the location where the DNA
primers for PCR are placed). Fluorescent-labelled primers
allow two alleles to be detected by capillary electrophoresis.
There are two alleles because each chromosome 4 has a
Huntington’s disease gene. Capillary electrophoresis enables
automated and accurate measurement of the two alleles.
Normal “n” for the (CAG)n is 26 or fewer repeats and the
Huntington’s disease range is 40 or more repeats. In between
is the grey zone (see Table 3.4 for further explanation). In the
example given, the two alleles are identified by an arrow. The
other bands in the profile represent size markers (they are
distinguished from the CAG repeats by their different shading
in this diagram, but in actual fact are better distinguished
because they are labelled with different colours). The alleles in
this example are 17 and 42. The 42 repeats indicate that the
person has Huntington’s disease or will develop it at some
future date.

Table 3.4 Interpretation of (CAG)n repeat expansion in
Huntington’s diseasea

Number of Interpretation
triplet repeats

26 or fewer Normal phenotype.

27–35 Normal phenotype, but there is a risk that
offspring will develop Huntington’s disease.

36–39 This is associated with the Huntington’s disease
phenotype, but there is the potential for reduced
severity; some individuals with these repeat
numbers might not develop Huntington’s disease.
For this repeat range, there is the chance that
offspring will develop Huntington’s disease.

40 or more The predicted phenotype is Huntington’s disease.

a Interpretation of the results based on guidelines from American
College of Medical Genetics/American Society of Human Genetics
(American Journal of Human Genetics 1998; 62:1243–1247).
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was started at the chromosome 5q locus, and this led to
the identification of the familial adenomatous polyposis
gene (called APC—adenomatous polyposis coli). The
APC gene extends over 8.5 kb and has 21 exons. Exon
15 is responsible for >75% of the coding sequence. It has
two hot spots for mutations at codons 1061 and 1309
although all codons between 200 and 1600 are sites 
for mutations. The APC gene is associated with both
germline and somatic cell mutations. Germline muta-
tions are found in most familial adenomatous polyposis
patients. About 95% of mutations in APC involve non-
sense changes or frameshift mutations, leading to the
production of a truncated protein (see the Appendix for
description of the protein truncation test).

Since only one gene causes familial adenomatous
polyposis, and the penetrance is very high, predictive
DNA testing is worthwhile. There is also justification for
testing children (in contrast to the Huntington’s disease
example) because now the information from the predic-
tive test can be put to practical use; i.e., there will be a

1 in 2 (50%) risk to offspring of an affected parent. The
at-risk children will need to be followed carefully with
colonoscopy because, at some time in the future, pro-
phylactic colectomy will need to be considered before
the pre-malignant polyps become cancerous. DNA pre-
dictive testing will also exclude half the at-risk children
from further follow-up (because they do not have the
affected parent’s mutation), thereby avoiding an unpleas-
ant procedure such as colonoscopy.

Up to 25% of familial adenomatous polyposis patients
are now considered to have spontaneously developed 
an APC mutation. In these circumstances, the risks for 
siblings will be the same as the general population,
unless the spontaneous appearance is actually due to
germinal mosaicism (see Chapter 4). Hence, knowledge
of the parent’s status (clinical or molecular) is necessary
to confirm the true genetic inheritance of familial ade-
nomatous polyposis. Children of a parent with a sponta-
neous mutation still have a 50% risk of inheriting the
mutant allele.

Genotype/Phenotype Correlations
Familial adenomatous polyposis provides an example of
how knowledge at the gene level (the genotype) can
predict the clinical picture (the phenotype). Although the
penetrance for cancer is 100% in this disorder, there are
a number of associated conditions in familial adenoma-
tous polyposis. They include (1) Attenuated familial ade-
nomatous polyposis, which is characterised by a smaller
number of adenomatous polyps although the risk for
cancer is still increased. (2) Congenital hypertrophy of the
retinal pigment epithelium in about 60% of families. This
is not a premalignant state and does not affect vision but
is useful in detecting at-risk individuals before polyps
develop. (3) Desmoid tumours which contribute to mor-
bidity and mortality. (4) A number of other tumours.

The risk of developing associated complications of
familial adenomatous polyposis is to some extent deter-
mined by the position of the APC mutation (Table 3.5).
As well as having predictive value, the knowledge of the
underlying DNA mutation may assist in planning colec-
tomy. For example, to delay the development of desmoid
tumours, surgery is postponed as long as possible in the
case of mutations in APC codons 1403–1578 since this
region is associated with desmoid development, and
surgery is an additional risk factor for this complication.
Mutations in codons 1250–1464, particularly codon
1309, are associated with severe familial adenomatous
polyposis, i.e., many polyps with involvement of the
rectum likely. In this circumstance, a more radical colec-
tomy may be considered so that the rectum is also
removed. Generally, mutations in the central portion of
the APC gene are associated with a severe phenotype and
extracolonic manifestations, while mutations at either
end of the gene lead to a milder disease.

Box 3.1 Huntington’s disease—information
from DNA testing.
The ability to make a definitive diagnosis of Hunt-
ington’s disease by DNA testing has produced inter-
esting insights into this disease. In a study by Almqvist
et al (2001), the following facts emerged: (1) About
25% of individuals confirmed to be affected by DNA
testing did not have a positive family history. Expla-
nations included new mutation, wrong diagnosis in
the family, non-penetrance or non-paternity. A
number were subsequently shown to have inherited
premutations from their parents, but there was also
some evidence that in at least one case, a sponta-
neous mutation may have arisen. However, this 
individual’s father had a CAG repeat of 33, and it still
remains possible that this might have been so unsta-
ble that it expanded into the Huntington’s disease
range in the affected offspring. (2) A number of
patients with the clinical diagnosis of Huntington’s
disease had normal CAG triplet repeats numbers. In
some of these cases, particularly those with a positive
family history, it is likely that neurologic signs or
symptoms were overdiagnosed as Huntington’s
disease. There was also some evidence of genocopies,
i.e., patients with Huntington’s disease having differ-
ent genetic mutations. Recently, a second locus
(HDL2, Huntington’s disease-like 2) has been
described on chromosome 20p, and the JPH3 gene
involves a triplet repeat expansion. (3) The incidence
of Huntington’s disease is about 6.9 per million,
which is twice the estimate based on studies before
DNA testing. This suggests that a number of late onset
Huntington’s disease cases must have been missed
prior to DNA testing.
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Genetic Model of Cancer
In the early 1970s, epidemiological studies of both
retinoblastoma and Wilms’ tumour led A Knudson to
propose his two-hit model of tumourigenesis. Knudson’s
hypothesis required, in either the sporadic or genetic
forms of retinoblastoma, the tumour cells to acquire two
separate genetic changes in DNA before a tumour devel-
oped. The first or predisposing event could be inherited
either through the germline (familial retinoblastoma), 
or it could arise de novo in somatic cells (sporadic
retinoblastoma). The second event occurred in somatic
cells. Thus, in sporadic retinoblastoma both events arose
in the retinal (somatic) cells. In familial retinoblastoma
the individual had already inherited one mutant gene and
required only a second hit affecting the remaining
normal gene in the somatic cells. The frequency of
somatic mutations was sufficiently high that those who
had inherited the germline mutation were likely to
develop one or more tumours. On the other hand, spo-
radic forms of the tumour required two separate somatic
events. The second hit must occur in the same cell
lineage that has experienced the first or predisposing hit.
The probability of this is relatively rare, and so sporadic
forms of the tumour occur later in life and have the addi-
tional features of being unifocal and unilateral.

Like the retinoblastoma gene, APC is a tumour sup-
pressor gene (see Chapter 4 for more discussion of
tumour suppressor genes) and to some extent follows the
two-hit model, with mutations being found in both the

germline and somatic cells in familial adenomatous poly-
posis. Somatic mutations in APC are found in the major-
ity of colorectal adenomas and sporadic carcinomas, 
and inactivation of both alleles is also common. The
majority of somatic mutations in APC occur within a
small region of the gene (between codons 1286 and
1513), and this area has been called the mutation cluster
region (MCR). Another mechanism by which the APC
gene can be inactivated is through hypermethylation of
its 5¢ promoter region. Because of the large number of
mutations found in APC, methylation has been consid-
ered a relatively minor component in pathogenesis.
However, some recent findings in colon cancer would
suggest that perhaps this may not be the case, and the
role of epigenetic changes in the causation of cancer may
be more significant (see Epigenetics in Chapter 4).

APC encodes a large multi-domain protein that
includes N-terminal, an oligomerisation domain, an
armadillo region, a number of 15 and 20 amino acid
repeats in the centre and towards the C-terminal there is
a basic domain, an EB1 binding site and a DLG binding
site (Figure 3.6). The different domains in APC allow 
various interactions with proteins. The oligomerisa-
tion domain is involved with wild-type protein-forming
dimers with both wild-type and truncated (mutated) 
protein. This can explain the dominant-negative effect 
of the APC mutation; i.e., the mutant protein has the
potential to inactivate the remaining normal protein. 
The armadillo domain binds to proteins associated with
the wnt signalling pathway. The central repeat regions
play a key role in APC function through binding of 
b catenin, thereby promoting its degradation. A mutation
in APC or activation by the wnt pathway is associated
with an accumulation of b catenin, which stimulates
transcription of a wide variety of genes, and so tumours
develop. It should be noted that about half of non-
APC related colorectal cancers also have an accumula-
tion of b catenin through mutations in other pathways,
showing that the b catenin step is a crucial one in 
carcinogenesis. The final domains in APC are the C-
terminal binding sites. They are implicated in micro-
tubule binding and cell cycle activities necessary for
chromosomal stability.

Apart from the germline and acquired somatic muta-
tions in the APC gene, a number of other acquired DNA
changes are observed when comparing precancerous
adenomatous polyps to established malignant tissue:

• Both proto-oncogenes and tumour suppressor genes
develop mutations.

• Multiple mutations are seen: The numbers present cor-
relate approximately with the stage of evolution; i.e.,
there are fewer changes in adenomatous polyps com-
pared to carcinoma.

• The APC gene defect occurs early and persists. Other
changes develop concurrently with the evolution of

Table 3.5 Genotype/phenotype correlations in the APC gene
(Fearnhead et al 2001)

Phenotype Genotype

Severe disease Usually, there are mutations between codons 
1286–1513 (mutation cluster region—see 
Figure 3.6) and particularly at codon 1309.

Attenuated Mutations are usually in the 5¢ or 3¢ ends of 
disease the gene, or in the alternatively spliced 

region of exon 9.

Congenital APC mutations are found between codons 
hypertrophy of 457–1444 (mutation cluster region as well as
the retinal a portion 5¢ to it).
pigment 
epithelium

Desmoid disease APC mutations usually in codons 1403–1578 
(end of mutation cluster region and a portion 
3¢ to it).

Non-FAP patients APC missense germline mutations (rather 
with multiple than protein-truncating ones) such as I1307K, 
adenomas or E1317Q.
carcinoma 
developing at an 
early age
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the tumour. No specific combination of mutations
leads to a predictable phenotype.

A number of hypotheses have been advanced to explain
the clinical and genetic findings in familial adenomatous
polyposis. One suggestion for the (precancerous) adeno-
matous polyp formation involves a dose effect from the
APC gene enabling a single mutation to initiate the
growth of a polyp. This, as well as a number of additional
genetic changes, enables the slow but steady progression
to carcinoma. Important components allowing tumour
progression include genetic instability and clonal growth
advantage, e.g., loss of cell cycle control by the tumour
clone. Invasion and metastasis require further genetic
changes (Figure 3.7). The net effect is multiple well-
recognised mutations in key regions, superimposed on
which are other effects (genetic or environmental). Clin-
ical heterogeneity (e.g., invasiveness, the number of ade-
nomatous polyps present) reflects the various genetic

combinations or types of mutations present. Since similar
changes in oncogene and tumour suppressor gene loci
are seen in other malignancies, there must be common
pathways in tumourigenesis. An example of this was
given earlier with b catenin in colorectal, as well as other,
tumours including skin, stomach and pancreas.

DNA REPAIR—HEREDITARY NON
POLYPOSIS COLORECTAL CANCER
Hereditary non polyposis colorectal cancer (HNPCC) is
the other rare form of colorectal cancer with an auto-
somal dominant mode of inheritance. It is more common
than familial adenomatous polyposis and has a lifetime
risk for colorectal cancer of about 80%. In women with
HNPCC, there is also a 50–60% risk for endometrial
cancer. A number of other cancers are associated with
HNPCC. Like familial adenomatous polyposis, and in
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Fig. 3.6 Structure—function model of the APC gene (from Fearnhead et al 2001; Yang 2002).
Schematic representation of the functional regions in the APC gene. The seven important regions are indicated A–G and include
A—oligomerisation, B—Armadillo repeat, C—b catenin binding, D—b catenin down regulation, E—axin/conductin binding, F—
EB1 binding and G—DLG binding. The various functional regions are described in the text. A key segment of APC that produces
numerous adenomas in knockout transgenic mice is the mutation cluster region (MCR) (more than 60% of the mutations in APC
are found within this region). The MCR overlaps regions D and E involved in b catenin down regulation and binding of axin and
conductin proteins. When the wnt signalling pathway is shut off (–), APC complexes with axin/conductin and glycogen synthase
kinase 3b. This complex binds b catenin. Bound b catenin undergoes proteolysis. In contrast, when the wnt signalling pathway is
turned on (or there is a mutation in APC), the APC complex described above is disassociated, and so it cannot bind b catenin.
This leads to stimulation of the cell cycle via myc + cyclin D1 and retinoblastoma (see Figure 4.13 and the section in Chapter 4
on the cell cycle for more discussion about myc, cyclin D1 and retinoblastoma and their effect on the cell cycle).
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contrast to sporadic colorectal cancer, onset of this dis-
order is early (40 years of age versus 60 years for spo-
radic cancers). In HNPCC, accelerated carcinogenesis
also occurs; i.e., a tiny adenoma may progress to carci-
noma in a much shorter time frame than would be found
in sporadic cancer. Hence, closer surveillance is required
in HNPCC, and this includes annual colonoscopy.

In contrast to familial adenomatous polyposis, making
a diagnosis of HNPCC is not easy. Hence, an under-
standing and management of this condition have been
very challenging. International criteria have been estab-
lished to define the entity, but even so there are difficul-
ties with a firm diagnosis (see DNA Mismatch Repair
below). An important observation in HNPCC was the
finding of microsatellite instability in these tumours; i.e.,
simple tandem repeats known as microsatellites (see
Chapter 2) were shown to be disrupted (i.e., the PCR
microsatellite pattern in tumour tissue compared to
normal tissue had different sized alleles; Figure 3.8). This
gave the first clue that HNPCC might be caused by DNA
repair genes.

DNA Repair

Unlike RNA, proteins and other cellular components that
are replaced regularly, DNA does not undergo a regular
turnover. Furthermore, DNA is exposed to many damag-
ing agents: (1) Endogenous: products of metabolism
including oxidation, methylation and errors related to
replication. (2) Exogenous: ultraviolet and ionising radi-
ation, chemicals and mutagens. Therefore, in response to
damage, a DNA repair system is required. The impor-
tance of this system is confirmed by finding that many of
its genes are conserved throughout evolution; i.e., the
identical genes are found in bacteria, yeast and humans.
A number of pathways are involved in DNA repair. The
three of particular relevance to molecular medicine are
(1) mismatch repair, (2) nucleotide excision repair and (3)
base excision repair (Table 3.6). The response to DNA
damage is broader than straight-out repair and includes
cellular ageing (via arrest of the cell cycle) and cellular
death (via apoptosis). However, mutations in the DNA
repair mechanisms are associated with the development
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Fig. 3.7 A multistep genetic model for tumourigenesis producing colon cancer in familial adenomatous polyposis.
An initial insult affecting the colonic tissue can involve any number of genes. The example given here is APC—adenomatous
polyposis coli. This is inherited in familial adenomatous polyposis but may be acquired in sporadic colon cancer. This initiates the
tumour pathway by the development of the early adenoma, and the genomic instability leads to other mutations in genes. The
colonic epithelium with these accumulating mutations develops a growth advantage over normal tissue. Additional mutations
involving the proto-oncogene K-ras and tumour suppressor genes such as SMAD4 contribute to the adenoma progressing to the
development of carcinoma. One of the late genetic changes involves the tumour suppressor gene TP53. During the above
stepwise progression, epigenetic factors such as hypomethylation of DNA predispose to further genomic instability. Throughout
this process the environment (e.g., mutagens in food) can contribute to the DNA damage. The development of cancer from the
first mutated cell relies on an accumulation of genetic defects until the appropriate combination of oncogenes and tumour
suppressor genes and DNA damage is present.
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of cancer and a number of other serious genetic disor-
ders confirming the pre-eminent role DNA repair plays
in cellular function and normal development.

DNA Mismatch Repair
The DNA mismatch repair genes associated with HNPCC
are hMSH2 and hMLH1 (a third but less common gene

is hMSH6). As for familial adenomatous polyposis, those
who have a germline mutation in the above genes
develop cancer only when a second hit occurs and 
inactivates the remaining normal allele. Apart from
cancer developing, the occurrence of the second hit can
be seen in the finding of microsatellite instability men-
tioned earlier. More than 90% of HNPCC patients have
microsatellite instability. Interestingly, microsatellite

Fig. 3.8 Microsatellite instability detectable by DNA testing.
The Ø indicate the position of four DNA markers that are used to detect microsatellite instability (from left to right they are
D5S346 (stippled—black), BAT26 (open—green), BAT25 (filled—blue) and D17S250 (filled—green). The upper series shows the
normal patterns for these markers; i.e., there is no microsatellite instability. The lower series comes from a tumour that has
microsatellite instability. This is seen in BAT26 and BAT25 since the profile now shows that at these two loci a number of
additional fragments are generated following PCR; i.e., there has been slippage reflecting the microsatellite instability.
Electrophoresis pattern courtesy of Le Huong, Department of Molecular & Clinical Genetics, Royal Prince Alfred Hospital, Sydney.
(see colour insert)

Table 3.6 DNA repair mechanisms

Mechanism Explanation Genesa Associated diseases

Mismatch repair Removes nucleotides that have been misincorporated as MLH1, MSH2, HNPCC (see text)
DNA is being copied. Acts on single base mismatches MSH6
as well as small displaced loops a few bases in size, PMS2
which occur in repetitive regions (e.g., microsatellites).

Nucleotide This system is predominantly involved in removing bulky >12 genes (proteins) Xeroderma pigmentosa
excision repair helix-distorting lesions from DNA. In this mechanism the are involved (predisposition to skin cancer)

damaged site is excised in a ~30bp segment. (OMIM 278700)b, Cockayne
syndrome (developmental
disorder) (OMIM 216400)

Base excision DNA damage secondary to exogenous or endogenous MYH, OGG1, Non-FAP multiple
repair causes leads to the damaged base being excised and MTH1 adenomas

replaced with the correct one.

a For more information about genes, mutations and HNPCC, see the HNPCC web site at http://www.insight-group.org. b More information about these
disorders can be found in OMIM (Online Mendelian Inheritance in Man—http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM).
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instability is also present in about 15% of sporadic col-
orectal cancer. The molecular mechanism in the latter
group is thought to be inactivation of the mismatch repair
genes by epigenetic changes such as hypermethylation.
Therefore, the finding of microsatellite instability does
not necessarily indicate HNPCC. Indeed, since sporadic
colorectal cancer is so much more common than
HNPCC, microsatellite instability is more likely to be
found in sporadic cancer unless it is present within the
context of a family with features of HNPCC.

For the same reasons mentioned earlier in Cancer
Pathogenesis—Familial adenomatous polyposis, DNA
predictive testing in HNPCC is valuable. However, DNA
testing in HNPCC is complex because (1) Determining
what is likely to be a case of HNPCC is difficult. (2) At
least three genes are involved. (3) A proportion of the
mutations are missense changes, so it can be more diffi-
cult to be sure that they are pathogenic. (4) Some muta-
tions may be large deletions that could be missed by a
technique such as PCR unless there was prior knowledge
of the deletion. Therefore, it is helpful to have some assis-
tance in determining whether DNA testing is going to be
fruitful since a lot of work will be involved. Microsatellite
instability is used as a guide. For example, a family with
the clinical features of HNPCC and a positive test for

DNA microsatellite instability would be worthwhile
studying for DNA mismatch repair mutations. An alter-
native to the DNA test for microsatellite instability is to
look for protein products of the three mismatch repair
genes by immunohistochemical staining.

Base Excision Repair
The next development after familial adenomatous poly-
posis and HNPCC has been the finding that patients with
an autosomal recessive form of colonic adenomatous
polyps and carcinoma had somatic mutations consistent
with oxidative-induced DNA damage. The number of
polyps in this variant are significantly reduced compared
to the autosomal dominant form. When the MYH gene
(involved in base excision repair) was studied, the
affected patients were shown to have both MYH alleles
mutated in the germline (consistent with an autosomal
recessive disorder). This syndrome has now implicated
the base excision repair pathway in the development of
adenomas and colorectal cancer. Earlier, attenuated
familial adenomatous polyposis was described, and it
was associated with a certain site of mutations in the APC
gene. A second mechanism involving DNA repair has
now been shown to give a similar phenotype.

AUTOSOMAL RECESSIVE DISORDERS

OVERVIEW
The appearance of an autosomal recessive disorder in a
pedigree gives rise to a horizontal rather than vertical
pattern. This occurs because affected individuals tend to
be limited to a single sibship, and the disease is not
usually found in multiple generations (Figure 3.9). Males
and females are affected with equal probability. Consan-
guinity can be demonstrated in some affected families.
The usual mating pattern leading to an autosomal reces-
sive disorder involves two heterozygous individuals who
are clinically normal. From this union, there is a one in
four (25%) chance that each offspring will be homozy-
gous-normal or homozygous-affected for that trait or
mutation. There is a two in four (50%) chance that off-
spring will themselves be carriers (heterozygotes) for the
trait or mutation. The same risks apply to each pregnancy.

The inheritance patterns described may not be appar-
ent, particularly in communities where the numbers of
offspring are few. In these instances, the genetic trait or
mutation can appear to be sporadic in occurrence. There-
fore, the finding of a negative family history in the auto-
somal recessive disorders should not be ignored, since
the genetic defect can still be transmitted to the next gen-
eration, particularly if the mutant gene occurs at a high
frequency in that population, e.g., cystic fibrosis.

DISEASE TO SYNDROME—CYSTIC
FIBROSIS
Traditionally, cystic fibrosis was a disorder of children.
Today, with knowledge of its molecular changes, cystic
fibrosis is better described as a syndrome with far-
reaching effects involving children and adults. Cystic
fibrosis is the most common autosomal recessive disor-
der in Caucasians (Box 3.2). It affects approximately one
in 2000 to 2500 live births with a carrier rate in north-
ern Europeans of 1 in 20 to 1 in 25. The high incidence
of cystic fibrosis remains unexplained although there 
is increasing evidence that the carrier state for cystic
fibrosis provides an evolutionary selective advantage.
Evidence for this comes from experimental data showing
the heterozygote for cystic fibrosis is less susceptible to 
bacterial toxin-mediated diarrhea caused by cholera and
typhoid. For example, transgenic mice homozygous for
a cystic fibrosis mutation did not secrete fluid when chal-
lenged with cholera toxin. Heterozygous mice secreted
50% of the normal fluid and chloride ion in response 
to the cholera toxin. Whether the selective advantage
reflects a relative inability to lose chloride in response to
infection because of the cystic fibrosis carrier state (and
so less risk for dehydration and its consequences) or a
more sophisticated explanation is not clear. An example
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of the latter is the apparent requirement for the normal
cystic fibrosis gene for entry of S. typhi into epithelial
cells. Diminished activity of this gene would therefore be 
protective.

After asthma, cystic fibrosis is the commonest cause of
chronic respiratory distress in childhood and is responsi-
ble for the majority of deaths from respiratory disease 
in this age group. Clinical features relate to the thick 
tenacious secretions that can manifest with intestinal
obstruction in the newborn (called meconium ileus), pan-
creatic insufficiency and chronic respiratory infections in
childhood. Although first described as a clinical entity in

the 1930s, the pathogenesis of cystic fibrosis remained
elusive despite clinical, electrophysiological and other
conventional approaches used to study this disorder. The
only clue to the underlying defect related to the elevated
chloride in sweat. In the mid-1980s, chloride ion conduc-
tance across the apical membranes of respiratory epithe-
lial cells or sweat ducts was shown to be decreased.
Whether this represented an abnormal chloride channel
or aberrant control of a normal channel was unknown.
This remained the state of knowledge until 1989, when the
cystic fibrosis gene was isolated by positional cloning. This
represented a tour de force at the time (Box 3.3).
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Fig. 3.9 Idealised pedigree for an autosomal recessive disorder.
Females are represented by �; males, by �. Carriers of the genetic trait are indicated as half-filled circles or squares; affected as
� or �. Note the horizontal distribution for the affected. The carriers are called heterozygotes, and the affected are sometimes
called homozygous affected (contrasting with normals who are also called homozygous normal).

Box 3.2 Clinical features of cystic fibrosis.
Cystic fibrosis is one of the most common lethal genetic
disorders. It involves many organ systems, with the
common feature being an abnormality in exocrine gland
function manifesting as raised sweat chloride, recurrent
respiratory infections leading to bronchiectasis, and mal-
absorption related to pancreatic disease. The first com-
prehensive description of this disorder was given in
1938. Approximately 1 in 2000 newborns of northern
European descent is affected although considerable dif-
ferences exist within ethnic groups; e.g., the incidence
in some Hawaiians is 1 in 90000. Complications asso-
ciated with cystic fibrosis include (1) Respiratory—
chronic bacterial infections, particularly Pseudomonas
aeruginosa. (2) Gastrointestinal tract—10% of newborn
infants with cystic fibrosis present with obstruction of the
ileum (meconium ileus). More than 85% of children
show evidence of malabsorption due to exocrine pan-

creatic insufficiency, which requires dietary regulation
and supplementation with vitamins and pancreatic
enzymes. Rare gastrointestinal tract complications
include biliary cirrhosis. (3) Infertility affecting 85% of
males and, to a lesser extent, females. The long-term
outlook for cystic fibrosis has improved dramatically over
the years. Previously, it was a fatal disease within the first
12 months for most affected babies. Today, many patients
reach adult life, with some having children of their own.
This dramatic improvement in survival reflects a higher
standard of living, improved nutrition and the availabil-
ity of specialised clinics to allow a multidisciplinary
approach for follow-up and treatment. Support groups
have ensured that families are aware of recent develop-
ments, which include expanded diagnostic options.
Gene therapy is also being evaluated as a form of 
treatment.
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The cystic fibrosis gene is called CFTR (cystic fibrosis
transmembrane conductance regulator). It is very large,
with 24 exons initially described, although this was soon
revised to 27 and the 3 additional exons are numbered
6b, 14b and 17b (Figure 3.10). The protein is a 1480
amino acid glycosylated membrane glycoprotein that
functions as a cyclic AMP regulated chloride channel.
CFTR is involved in the movement of ions and water 
predominantly in respiratory, gastrointestinal, hepatobil-
iary and reproductive systems. The most common muta-
tion in cystic fibrosis involves a deletion (D) of a single

amino acid (F = phenylalanine) at position 508. This
mutation is known as DF508. When the gene was dis-
covered, it was predicted that few mutations would be
found because it appeared that relatively few haplotypes
were associated with this disorder. However, that pre-
diction was incorrect, and although DF508 is the most
common defect, there are now more than 1300 other
mutations (Table 3.8).

DNA Testing
The sweat test is considered to be the gold standard for
detecting cystic fibrosis. A raised sweat chloride con-
centration greater than 60mmol/l after two days of life
indicates cystic fibrosis. However, disadvantages of the
sweat test are its inability to detect heterozygotes (car-
riers), and it is not suitable for prenatal diagnosis. Once
DNA polymorphisms became available, it was possible
to utilise a linkage study approach to undertake prenatal
diagnosis and carrier testing provided the appropriate
family structure was available (further discussion and an
example are found in the Appendix). Since 1989, direct
identification of the DF508 and other CFTR mutations by
PCR has become the method of choice for laboratory
testing. DNA testing options include prenatal diagnosis,
newborn screening, carrier testing and diagnostic testing
to distinguish those disorders that resemble cystic fibro-
sis but have atypical features.

The DF508 mutation involves about 68% of the cystic
fibrosis chromosomes in northern Europeans, with a

Box 3.3 Positional cloning in cystic fibrosis.
Initial attempts at chromosome localisation in cystic
fibrosis were unsuccessful. This delayed isolation 
of the gene since a trial-and-error approach was
required to determine which DNA polymorphic
markers would co-segregate with cystic fibrosis. In
1985, linkage of cystic fibrosis to DNA markers on
chromosome 7q31 was shown. Subsequently, a huge
amount of work was conducted to narrow the dis-
tance and identify likely candidate genes within this
region. The search narrowed to ~0.5Mb of DNA,
which contained a number of genes. Clues which
suggested that one was the cystic fibrosis gene
included (1) Conservation of DNA sequence across a
number of species; i.e., the gene carried out an
important function; (2) mRNA was present in tissues
connected with cystic fibrosis, i.e., lung, pancreas,
intestine, liver and sweat glands. The CFTR gene was
found in 1989. Its genomic structure (i.e., the exons
and introns) extended over 250kb of DNA (see Figure
3.10). The mRNA transcript was 6.5kb in size. 
The protein encoded by CFTR had considerable 
similarity to a family of membrane-associated ATP-
dependent transporter proteins involved in the active
transport of substances across membranes. Common
structural findings in the above transporter proteins
include hydrophobic transmembrane domains and
nucleotide-binding folds for ATP attachment from
which the energy for transport is obtained. CFTR has
these features, and a highly charged central R domain
(R for regulatory) involved in phosphorylation by
protein kinase. It was subsequently proven that CFTR
codes for a chloride ion channel. Activation of this
channel can occur by cyclic AMP or following phos-
phorylation by protein kinase. The latter involves the
R domain and may work through a conformational
change that allows the passive flow of chloride ions.
Whether CFTR has other functions remains to be
determined. One recent suggestion is that the CFTR
gene acts as a receptor for Ps. aeruginosa. This allows
internalisation into the epithelial cell and so clear-
ance of these organisms commonly found in cystic
fibrosis. Impaired CFTR function would diminish the
ability to clear Ps. aeruginosa.

Table 3.7 Classes of CFTR mutations based on function

Class CFTR abnormality and phenotype Mutation 
examples

I Absent protein because of defective Nonsense and 
production; therefore, severe frameshift mutations,
phenotype. e.g., G542X, 

W1282X, R553X, 
621+1 GÆ T

II Absent protein because of defective DF508
processing or transport. Variable 
phenotype. Homozygous DF508 
severe disease.

III Defective activation and regulation G551D
of CFTR at plasma membrane 
leading to normal amount but 
non-functional protein. Variable 
phenotype.

IV Decreased protein conductance R117H
leading to normal amounts but 
impaired function. Milder 
phenotype.

V Reduced amounts of functioning 3849 + 10kb 
protein. Milder phenotype. C Æ T
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lower frequency in other regions, e.g., 43% in southern
Europe, 33% in the Middle East (Table 3.9). The 
multiplicity of mutations makes detection of all cystic
fibrosis defects an unrealistic goal with present technol-
ogy. Therefore, DNA-based diagnostic tests incorporate
DF508 plus a limited number of other mutations (e.g.,
12–25) selected on the basis of their prevalence in each
population. This enables about 70–80% of the cystic
fibrosis mutations to be detected. DNA mutation testing
has high specificity; i.e., finding two relevant mutations
indicates cystic fibrosis with 100% certainty. However,

the DNA test has low sensitivity because so many muta-
tions are involved. Tissues that are suitable for PCR
include blood, hair follicles, chorionic villus, blood spots
such as those taken from neonatal heel pricks (Guthrie
spots), cells shed in amniotic fluid (amniocytes) and
buccal cells obtained from mouth washes. DNA linkage
analysis is another option that can be helpful in the pre-
natal diagnosis scenario when the underlying DNA muta-
tion cannot be found (Figures 3.11 and A.16). By using
intragenic DNA polymorphisms, the risk of recombina-
tion with the CFTR gene is not a significant source of
error in the indirect (linkage) approach.

The potential of PCR to be automated and so screen
for the DF508 defect on a widespread basis has produced
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Fig. 3.10 CFTR gene.
The diagram, which is not drawn to scale, shows the 27 exons of the CFTR gene. There are 24 exons numbered, but the total is
27 since after the exons were first described and numbered, introns were detected dividing exon 6 (so that there are now exons
6a and 6b), exon 14 (exons 14a and 14b) and exon 17 (exons 17a and 17b). Above each exon is an estimate of the number of
mutations affecting that exon as well as its corresponding intron, e.g., exon 3 and intron 3. Each • represents about 20 mutations.
Below the exons are depicted the major functional domains, i.e., transmembrane domains, ATP-binding domains and an R
(regulatory) domain. The DF508 defect is found on exon 10 and so interferes with ATP-binding. Mutations in CFTR can now be
classified on the basis of their function (Table 3.7).

Table 3.8 Frequencies of the CFTR mutations in 17 853 cystic
fibrosis patients in the USA (McKone et al 2003)

CFTR mutation Allele frequency (%)

DF508 69.4

Unknown 15.7

G542X 2.3

G551D 2.2

DI507 1.6

W1282X 1.4

N1303K 1.2

R553X 0.9

621+1 G Æ T 0.8

R117H 0.7

3849+10kb C Æ T 0.7

1717-1 G Æ A 0.5

Table 3.9 Geographical distribution of the DF508 mutation of
cystic fibrosis (Cystic Fibrosis Mutation Database 2003—
http://www.genet.sickkids.on.ca/cftr/)
More than 1300 mutations produce cystic fibrosis. Mutations other
than DF508 occur less frequently (see Table 3.8).

Continenta Percentage DF508 detection rate

Northern Europe 68

Southern Europe 43

North America 66

Middle East 33

Africa (Algeria, Tunisia) 29

Australia 69

All continents 66

a Ethnic heterogeneity within continents is a further consideration in
assessing the local frequency of the DF508 mutation.
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Fig. 3.11 Linkage testing during a prenatal diagnosis for cystic fibrosis.
Because mutations in the CFTR gene were not detectable in a couple with a cystic fibrosis child, prenatal testing during the
current pregnancy was possible only by linkage analysis. Using an intragenic (IVS8) microsatellite marker, the family could be
studied to identify which allele co-segregated with the cystic fibrosis defect in the affected child. (1) and (2) The parents, each of
whom has two polymorphic markers detectable, i.e., 201 and 203bp; 201 and 216bp. (3) Homozygous-affected child. (4) and (5)
Duplicate samples from a chorion villus biopsy. From (3) it is apparent that the 203 and 216 alleles co-segregate with cystic
fibrosis because this is DNA from the affected child, and so in the parents these alleles (indicated by *) identify the cystic 
fibrosis chromosomes. In (4) and (5), the fetus has inherited only the 201 allele from each parent; i.e., the fetus is homozygous 
for this marker. This shows that the fetus is normal. From the results in (1), it is evident that the IVS8 marker is a dinucleotide
microsatellite because the two alleles are 201 and 203bp in size; i.e., they differ by two nucleotides consistent with a marker
such as (CA)n. See also Figure A.16 for another, more complex example of linkage with cystic fibrosis.
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a controversy, i.e., whether there should be population-
based cystic fibrosis screening. A recent recommendation
in the USA is that all pregnant women should be offered
cystic fibrosis DNA testing even if there is no family
history of this disorder. However, this recommendation
is not followed in Europe and most other countries. Some
studies are under way looking at the implication of DNA
testing in schoolchildren. The protagonists for screening
point out the importance that carrier status knowledge
would have on decisions about reproduction. Those
against population screening note that the DNA test has
low sensitivity, and indicate that benefits and risks of 
population screening are uncertain unless 90–95% of
carriers can be detected, which is presently not an eco-
nomical or realistic goal with the CFTR gene, particularly
in multicultural communities.

Pathogenesis
As well as being many in number, mutations in the CFTR
gene are, not surprisingly, heterogeneous in their effect.
Some mutations have a significant detrimental effect on
the function of the CFTR, whereas others are associated
with mild deficiencies in function. The potential to
predict the phenotype, particularly clinical severity based
on the genotype, then becomes possible (see Table 3.7,
Figure 3.10). A retrospective cohort study involving 
17853 cystic fibrosis patients in the USA has allowed
clinical outcomes to be predicted on the basis of the
underlying DNA mutation (genotype). The study showed
that homozygous DF508 results in a severe disorder with
comparable mortality rates in compound heterozygotes
for DF508 and a range of mutations including G551D,
G542, R553X, 621 + 1G Æ T and 1717—1G Æ A. On
the other hand, compound heterozygotes for DF508 and
mutations DI507 or R117H or 3849 + 10kb C ÆT had a
significantly lower standardised mortality rate (McKone
et al 2003).

Considerable effort has gone into the correlation of
genotypes (DNA defects) with phenotypes (clinical fea-
tures) because of the genetic and clinical heterogeneity
found in cystic fibrosis. For example, normal pancreatic
function is often present in mild forms of the disorder.
Molecular defects that are associated with pancreatic suf-
ficiency can now be identified. They usually involve mis-
sense codon changes. In these circumstances, prognosis
for cystic fibrosis is considerably improved. The molecu-
lar defects in those with pancreatic insufficiency (i.e.,
cystic fibrosis is of the severe type) are more likely to
involve the DF508 deletion, which is located within the
first ATP binding site (see Figure 3.10). Similarly, meco-
nium ileus is frequently found in the newborn with the
DF508 deletion. Mutations associated with severe phe-
notypes produce premature stop codons, frameshifts or
splicing defects. However, the story is not that simple
since exceptions are found.

Disease Spectrum
Another development following on from the discovery of
the CFTR gene is that cystic fibrosis can no longer be
considered a single disorder, but a spectrum of diseases
with cystic fibrosis the most severe form. A number of
other disorders have been shown to be caused by mild
forms of CFTR mutations. Included here is male infertility
due to congenital bilateral absence of the vas deferens,
idiopathic bronchiectasis and idiopathic pancreatitis
(Figure 3.12). In these three scenarios, the clue that there
was a link to cystic fibrosis came from large population
studies which identified in these diseases a greater fre-
quency of CFTR mutations than would be expected in
the normal population. Subsequently, in congenital bilat-
eral absence of the vas deferens, it was shown that in
about 50% of these individuals, usually one CFTR muta-
tion is detected. In some reports, the R117H defect
occurs more often. Hence, it was proposed that the mild
phenotype reflects the genotype, i.e., a double het-
erozygote for a known CFTR mutation described in Table
3.8 and a second (unknown but presumably very mild)
defect. One interesting new mutation was found in male
infertility caused by cystic fibrosis. This is a polymor-
phism within intron 8 of the CFTR gene, which has three
alleles: 5T, 7T and 9T. Those with congenital bilateral
absence of the vas deferens were more likely to have a

male infertility (congenital
bilateral absence vas)

bronchiectasis

pancreatitis

cystic fibrosis

Fig. 3.12 Spectrum of cystic fibrosis.
Mutations in the CFTR gene are usually associated with cystic
fibrosis. However, molecular understanding of cystic fibrosis
has demonstrated a more complex picture. This shows cystic
fibrosis to represent a broad spectrum from male infertility
(due to bilateral absence of the vas deferens) to bronchiectasis
or pancreatitis and then cystic fibrosis. Even the latter has mild
(pancreatic sufficient) and more severe (pancreatic insufficient)
forms. Not surprisingly, the molecular spectrum is based on
different DNA mutations with the milder ones leading to
subtle phenotypes and the more severe ones associated with
the complete phenotype.
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standard CFTR mutation plus the 5T variant of this poly-
morphism (Box 3.4).

The story in pancreatitis and bronchiectasis is not as
advanced as that for congenital bilateral absence of the
vas deferens. All that can be said in these two conditions
is that, on a population basis, there are a greater number
of CFTR mutations. However, no mutations are specific
for pancreatitis or bronchiectasis. DNA testing in these
circumstances is often requested but rarely beneficial
because little information will be provided about indi-
viduals (in contrast to populations) since at best it can be
expected that one CFTR mutation will be found. There-
fore, it will be difficult to decide whether this is simply
an asymptomatic carrier or an individual who is a com-
pound heterozygote with the second mutation unde-

tectable. Again, like the congenital bilateral absence of
the vas scenario, the second mutation in these disorders
will be very mild, and so unlikely to be included in the
usual profile of CFTR mutations that are generally the
more severe ones (since invariably these mutations are
found in patients with cystic fibrosis).

Another condition associated with cystic fibrosis is
meconium ileus in the fetus or newborn. The former is
more often being detected because of increasing ultra-
sound monitoring of pregnancies. Meconium ileus in the
fetus is said to be associated with the DF508 defect,
although the evidence for this association is not very
strong. Another tentative link with cystic fibrosis is nasal
polyps, although like meconium ileus, this needs 
confirmation.

PREDISEASE—HEREDITARY
HAEMOCHROMATOSIS
Iron overload can be acquired or genetic (Table 3.10).
Hereditary haemochromatosis is an autosomal recessive
genetic disorder of iron metabolism affecting about 1 in
300 individuals of northern European origin, and having
a carrier frequency of 1 in 8 to 1 in 10. The highest inci-
dences are found in populations with a Celtic back-
ground (Ireland, Wales and other regions in the world
where there has been migration from Ireland). Clinical
features range from non-specific symptoms such as
lethargy or arthralgia to more florid but less common pre-
sentations such as diabetes mellitus, liver disease and
generalised pigmentation. Life-threatening complications
include cardiomyopathy and hepatocellular carcinoma.

Some milestones in the hereditary haemochromatosis
story are listed in Table 3.11. Again, as has been illus-
trated previously, developing some understanding of
hereditary haemochromatosis took many years, but it was
not until the gene was isolated by positional cloning in

Table 3.10 Causes of iron overload

Type Classification Comments

Genetic Autosomal Subtypes include (i) common type
recessive and is HFE related, (ii) non-HFE 
autosomal including juvenile forms and 
dominant autosomal dominant form.
forms
described

Acquired Haematologic (i) thalassaemias, (ii) sideroblastic
disease anaemias (iii) chronic haemolytic

anaemia
Dietary,
parenteral

Liver disease Alcohol, fatty liver disease, 
porphyria cutanea tarda

Miscellaneous African iron overload, other rare 
conditions.

Table 3.11 Milestones in the hereditary haemochromatosis story

Year Name Finding

1865 A Trousseau Described the triad of diabetes, 
cirrhosis, pigmentation

1886 FD von Pigment confirmed to be iron—coined
Recklinghausen the term “hemochromatose”

1935 JH Sheldon First suggestion that haemochromatosis
is a genetic disease (otherwise 
considered to be acquired)

1977 M Simon Linkage to HLA A3 and B7 shown, 
confirming genetic association

1996 JN Feder, Positional cloning finds the gene HFE
working in and the two common mutations 
biotechnology C282Y and H63D
company

Box 3.4 Novel molecular mechanism for
disease: 5T CFTR polymorphism.
In intron 8 of the CFTR gene (between exons 8 and
9), there is a run of T (thymidine) nucleotide bases.
Three types are found: 5Ts, 7Ts and 9Ts. There is now
good evidence that the 5T polymorphism (but not 7T
or 9T) predisposes to alternative splicing so that exon
9 is excluded from the mRNA. In congenital bilateral
absence of the vas deferens, there is a good correla-
tion between the 5T polymorphism that is co-
inherited with another CFTR mutation and the devel-
opment of this type of infertility in the male. Recently,
there is some evidence that 5T in association with the
mutation M470V and another associated polymor-
phism (TG12) may be more commonly found in
bronchiectasis. However, more needs to be done to
understand what is occurring here because 5T alone
appears to cause no particular problem. If it is a real
mutation, it must have low penetrance.
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1996 that real progress was possible. The common
genetic form of hereditary haemochromatosis is now
known to be caused by the gene HFE, which codes for
a protein that has some features of the HLA class I mol-
ecules. Hence, the HFE gene was originally named HLA-
H, but this was soon changed when it became apparent
that the gene was not strictly part of the HLA complex.
The HFE gene codes for a protein that binds b2
microglobulin (like other MHC Class 1 molecules) and
interacts with transferrin receptor 1.

Three mutations have been reported in hereditary
haemochromatosis. They are C282Y (also written
Cys282Tyr), i.e., at amino acid position 282, a cysteine
is replaced with a tyrosine; H63D (His63Asp), i.e., histi-
dine is replaced by aspartic acid at position 63; and S65C
(Ser65Cys), i.e., serine is replaced by cysteine at position
65. The C282Y defect alters the ability of the HFE protein
to bind to b2 microglobulin, which is essential for its 
subsequent interaction with the transferrin receptor 1.
This reduces the latter’s affinity for transferrin and pro-
duces a reduction in the amount of HFE protein
expressed on the cell surface. Neither of the two remain-
ing mutations has an effect on transferrin receptor 1, and
so their modes of action are different from C282Y but
little more is known. Approximately 85% of patients with
clinical haemochromatosis of northern European origin
will be homozygous for the C282Y mutation. The only
other known genetic risk factor is a double heterozygote
for H63D/C282Y or S65C/C282Y, although with this
combination, the iron loading is a lot less.

HFE-related hereditary haemochromatosis occurs
mostly in those of northern European ethnic background.
There is growing evidence based on DNA studies that the
C282Y mutation is likely to have arisen spontaneously
once or twice at most and was then spread throughout the
world. It has been proposed recently that the migratory
patterns of the Vikings would explain the distribution of
C282Y in northern Europe. Just as was discussed with
cystic fibrosis and later on thalassaemia, the common
carrier frequency for this mutation implies the possibility
of some type of evolutionary selective advantage. For
hereditary haemochromatosis, it has been proposed that
women who were carriers had a reproductive advantage
since they would be less likely to be iron deficient (a
common problem in women particularly if there is mal-
nourishment). This does not explain the carrier frequency
in males although an evolutionary advantage would
come from having some resistance to iron deficiency, and
this might also strengthen immunity to infections.

Other forms of hereditary haemochromatosis must
exist, particularly in southern Europeans, where C282Y
is less common. These forms are broadly called non-HFE
haemochromatosis, but relevant genes are now starting
to be identified. They include (1) Ferroportin disease—
autosomal dominant inheritance involving mutations in
the gene SCL40A1 and generally associated with a milder

phenotype. Unlike the HFE mutation, ferroportin disease
is geographically more widespread, including Asian pop-
ulations. (2) Transferrin receptor 2 gene mutations. Auto-
somal recessive with a lower frequency than ferroportin,
and like HFE, it interferes with the uptake of transferrin
bound iron, but the affinity of the transferrin receptor 2
is considerably less than that for transferrin receptor 1.
(3) Two genes are implicated in the juvenile forms—hep-
cidin (HAMP) and hemojuvelin (HFE2).

Predisease
The concept of predisease was raised earlier in relation to
predictive DNA testing; i.e., it is possible with a DNA test
to look for a mutation and so predict well into the future
that an individual is at higher risk for developing a genetic
disorder. The Huntington’s disease model showed predic-
tive testing that was very accurate and able to determine
many years in advance that Huntington’s disease would
develop. In these circumstances, the DNA test converts a
patient who is “at risk” into an individual who has a “pre-
disease,” i.e., a definite risk because the mutation is there,
but the patient is well and asymptomatic. Another com-
plexity with the predisease concept is that the risk for
developing disease is variable from a 100% certainty with
conditions such as Huntington’s disease to a 36–85% life-
time risk with breast cancer caused by mutations in
BRCA1 and BRCA2 genes (see Chapter 4). Haemochro-
matosis is another example of predisease.

An individual with hereditary haemochromatosis has
the genetic predisposition, but there are environmental
factors, and perhaps other genetic contributors, that 
will determine if there will be progression to clinical
haemochromatosis. An important environmental factor is
sex; i.e., the male-to-female ratio for haemochromatosis
is as high as 3 :1 although it is an autosomal disorder.
However, loss of blood through menstruation for women
is protective, and so women prior to menopause have a
much lower risk. Therefore, the distinction between
hereditary haemochromatosis and clinical haemochro-
matosis is important. Although a person may be labelled
as hereditary haemochromatosis, there is considerable
uncertainty about the long-term risk. Some studies have
indicated that between 24–58% of those homozygous for
C282Y will not express the clinical features of this dis-
order (for example, a raised ferritin or a transferrin satu-
ration greater than 45%). Another study has suggested
that <1% of C282Y homozygotes will develop clinical
haemochromatosis (Beutler et al 2002). On the other
hand, uncertainty is not an issue if the patient presents
with clinical features of haemochromatosis, and the DNA
test is undertaken to confirm the diagnosis. Previously,
this confirmation was possible only with an invasive pro-
cedure such as a liver biopsy. Today, the main reason for
a liver biopsy is to determine whether there is liver
damage.
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DNA Screening

As indicated earlier, the implications for the same
haemochromatosis DNA will vary depending on the clin-
ical scenario. The pedigree in Figure 3.13 is an example
of a family that was ascertained through a male who had
the clinical features of this disorder. He had DNA testing
to confirm the diagnosis, and with his Anglo-Saxon
ethnic background, it is not surprising that he was
homozygous for C282Y. However, because he shares his
genes with family members, it is necessary in this situa-
tion to recommend testing, at least, the first degree family
members (i.e., siblings and children) since these individ-
uals are also at risk. In this particular case, the parents
must be obligatory carriers at least. Family members
showing HFE mutations would need to be followed with
a biochemical marker of iron excess such as ferritin. As
the family pedigree demonstrates, a number of brothers
are at risk (i.e., two are homozygous for C282Y and 
so they have genetic-type haemochromatosis, and one is

a double heterozygote for C282Y and H63D; hence, his
risk is less, which is consistent with his mildly elevated
ferritin level).

Although screening for the hereditary haemochro-
matosis DNA mutation is most valuable when it is known
to be present in a family, the question about population
screening is often raised. The main reason is that the treat-
ment for clinical haemochromatosis is simple and cheap;
i.e., regular venesection is likely to prevent liver cirrho-
sis from developing, and one hopes, the consequent
complication of hepatocellular carcinoma. This venesec-
tion can be undertaken simply by being a regular blood
donor as blood transfusion services will usually accept
blood from a patient with haemochromatosis provided
the other requirements are met and infection screens are
negative.

Screening for haemochromatosis can be phenotypic
(biochemical markers such as ferritins or transferrin 
saturation) or genotypic (i.e., DNA mutations). Which, if
any, approach is better remains problematic. It is difficult
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Fig. 3.13 HFE family.
The propositus (Æ) is a 50-year-old male of northwestern European origin, who was investigated because he had clinical features
of haemochromatosis, including a raised serum ferritin of 1200mg/L (normal in males 25–300). A DNA test (this would be a DNA
diagnostic test) confirmed the haemochromatosis because it showed he was homozygous for the common Cys282Tyr mutation. In
this family, it would be important to recommend that others get tested because they are at risk, particularly the male siblings. This
type of DNA test, in contrast to the above, would be a predictive DNA test as the people being tested are asymptomatic. As can
be seen, two brothers (II-3, II-4) are also homozygous for Cys282Tyr, and so they would be called genetic haemochromatosis
cases because they are at risk and should have regular follow-up with ferritin levels. In addition II-4’s partner is a double
heterozygote for Cys282Tyr and His63Asp. This would mean that all children (III-3, III-4, III-5) will also be homozygous Cys282Tyr
or double heterozygotes. It is interesting that a third brother (II-6) is a double heterozygote. This particular individual had his
ferritin checked, and the slightly raised level of 370mg/L is consistent with the genotype that is associated with mild disease. DNA
testing can provide more information about this family. The mother of the propositus (I-1) is deceased, but she must be at least a
heterozygote for Cys282Tyr (because she has sons who are homozygotes). Her living spouse, aged 82, is well and healthy. As
expected, after DNA testing, he is shown to be a carrier for the same mutation, but he does not have the His63Asp defect.
Therefore, the source of this defect must be the deceased mother; i.e., she is a double heterozygote like her son II-6. This fact is
relevant because it might explain why she was very healthy until the age of 75 years, when she developed intractable congestive
cardiac failure, which was unresponsive to conventional treatment. A likely explanation for this cardiac failure is an underlying
haemochromatosis that took many years to develop because the iron loading was relatively mild.
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to screen biochemically, and when the ferritin is raised,
some damage may already have been caused. The raised
ferritin does not distinguish genetic from non-genetic
causes. On the other hand, the DNA test is more expen-
sive, and the progression from hereditary haemochro-
matosis to clinical haemochromatosis is an unresolved
issue. In a multicultural community, the C282Y test can
be less helpful. Because of these uncertainties, no uni-
versal screening programs are under way, but the debate
will continue for some time.

GENE INTERACTIONS—THALASSAEMIA
SYNDROMES
Haemoglobinopathies are inherited disorders of globin.
They are classified into the thalassaemia syndromes (e.g.,
a thalassaemia, b thalassaemia) and the variant haemo-
globins (e.g., sickle cell haemoglobin [HbS]). It is 
estimated that about 7% of the world population are car-
riers of the haemoglobinopathies. The thalassaemias
were one of the first human disorders to be characterised
at the molecular level. As such, they provide a useful
starting point in understanding the molecular basis for
human genetic disorders.

Haemoglobin, the pigment in red blood cells, com-
prises iron and a protein called globin. Four polypeptide

chains make up globin, including two a globin chains
and two b globin chains. A genetic defect that impairs
globin synthesis produces thalassaemia, and this mani-
fests as anaemia with red blood cells that are small and
pale. The clinical picture in the thalassaemia syndromes
is diverse and ranges from an asymptomatic disorder that
is detected fortuitously to a lifelong blood transfusion-
dependent anaemia or an anaemia that is fatal in utero
or soon after birth. Following cloning of the human a and
b globin genes in the late 1970s, it became apparent that
the globins represented a gene family with a larger
number of genes than initially considered. Cell fusion
studies localised a cluster of such genes on chromosome
16—a globin cluster—and a second cluster on chromo-
some 11—b globin cluster (Figure 3.14). DNA studies
also confirmed that the globin genes had evolved by
duplication from a single ancestral gene. Another feature
of the globin genes was their developmental regulation
with embryonic, fetal and adult genes being identified
within each cluster. During development, there was a
change in the haemoglobin profile, with the complete
switch to adult globins occurring about six months after
birth (Table 3.12).

The first accurate clinical description of thalassaemia
was given by T Cooley in 1925. Cooley’s anaemia, as it
became known, was shown to be genetic in origin during
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Fig. 3.14 The globin gene complexes on chromosomes 11 and 16.
Functional genes are indicated as � and non-functioning genes (called pseudogenes) as �. On the short arm of chromosome 11
at band position 15 is found the b globin gene complex. One gene is active during embryonic life (e), two are fetal specific (Gg,
Ag), and two are expressed in adult life (d, b). The a globin complex is on the short arm of chromosome 16 at band 13.3. A lot
more genes are situated in this complex, but many are non-functional. The embryonic/fetal gene is z2 and the two adult genes are
a2 and a1. The evolution of the globin gene clusters from a common ancestral gene is seen by the similarity in structure and
sequence, which the above genes share even though they are on different chromosomes. The . . . on the a globin complex marks
the position of a DNA polymorphism.
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the late 1930s and early 1940s when relatives of severely
affected individuals were observed to have similar but
milder changes in their red blood cells. The word “thal-
assaemia” was coined in 1936 and comes from the 
Greek qalassa, which means “the sea.” The name arose
since it was initially considered (erroneously) that 
thalassaemia was a disease which affected those who
lived near the Mediterranean Sea. Today, populations at
risk come from many parts of the world, including the
Mediterranean, southern China, South East Asia, 
India, Middle East, Africa and other regions. The high 
frequency of thalassaemia and sickle haemoglobin carri-
ers reflects the protection from malaria provided by these
disorders. Molecular epidemiology studies confirmed the
close relationship between thalassaemia and malaria,
with the mechanism being an evolutionary survival
advantage for red blood cells that carried the thalas-
saemia trait; i.e., pale, small red blood cells provided 
a poor environment for the growth of malarial parasites.
A similar positive selective advantage against malaria 
was also shown with the variant haemoglobin known 
as sickle cell defect, a mutation affecting the b globin
chain.

Molecular Pathology

During the 1960s, the biochemical defect in the thalas-
saemias was identified as an imbalance in the number of
a and b globin chains with the normal a/b ratio being 1.
Once this ratio becomes imbalanced, the red blood cell
precursors are prematurely destroyed in the bone
marrow. Failure to produce a globin gave rise to a tha-
lassaemia, which is fatal in its most severe form. Failure
to produce any b globin (b thalassaemia) was associated
with a life-long blood transfusion-dependent anaemia.
Carriers of either thalassaemia defect were clinically
asymptomatic although their blood counts ranged from
normal to mildly abnormal. Despite the very elegant bio-
chemical studies, an unexplained feature of the thalas-
saemias remained, i.e., the considerable variation in 
phenotypes involving both the clinical and laboratory
pictures.

Heterozygotes for a thalassaemia and b thalassaemia
demonstrate variable clinical and laboratory manifesta-
tions ranging from asymptomatic with normal blood pic-
tures to mild anaemia with microcytic hypochromic red
blood cells. Based on the molecular pathology, the a
thalassaemias are divided into a+ and a0, determined by
whether one of the two or none of the two a globin genes
at the one locus is deleted; i.e., aa/aa is the normal com-
plement of a globin genes (two on each chromosome).
A loss of one (i.e., –a/aa) is heterozygous a+ thalas-
saemia. A loss of both genes in the one chromosome (i.e.,
–/aa) is heterozygous a0 thalassaemia. Various combi-
nations of a+ and ao can occur. Because there are only
two b globin genes (one on each chromosome), the per-
mutations are fewer. However, b globin gene mutations
are divided into b+ and b0 on the basis of whether there
is some (+) or nil (0) b globin production. Hence, the phe-
notype can be variable, just like a thalassaemia. A clin-
ical and molecular classification for the thalassaemias is
given in Table 3.13.

Table 3.13 Clinical and molecular classification of the thalassaemias

Type Mutations Clinical consequences Molecular defects

b b+ and b° Heterozygous (carriers) have microcytic hypochromic red blood cells. Predominantly point
b+ forms (some b globin gene function) less severe than b° forms mutations
(no b globin gene function)
Homozygous affected—severe anaemia requiring life-long treatment

a -a (a+) -a/aa (heterozygous a+ thalassaemia; asymptomatic) Predominantly deletions
–/ (a°) -a/-a (homozygous a+ thalassaemia—as for b thalassaemia carrier)

–/aa (heterozygous a° thalassaemia—as for b thalassaemia carrier)
-a/– (double heterozygote. HbH disease. Variable phenotype from 
asymptomatic to severe blood transfusion dependent)
–/– (Hb Barts Hydrops Fetalis—fatal in utero or soon after baby born)

HPFH Variable but leading Asymptomatic because missing b globin is replaced by the persisting Mixture of point
to continued expression g globin gene expression as HbF mutations and
of the fetal (g ) globin deletions
genes

Table 3.12 Globin gene switching in development
Different genes are functional during specific periods of
development, resulting in sequential changes in the globin
subunits of haemoglobin.

Functional Yolk sac Fetal liver Adult marrow
component

a Globin genes a and z a a

b Globin genes e g b

Haemoglobins z2e2 and a2e2 a2g2 a2b2
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Homozygotes for b globin gene mutations giving rise
to b thalassaemia or sickle cell anaemia usually develop
a severe clinical disorder. On the other hand, homozy-
gotes for a rare thalassaemia called deletional hereditary
persistence of fetal haemoglobin (HPFH) or (db )0 thalas-
saemia have no b globin gene activity (just like b thalas-
saemia) because both b globin genes are deleted.
However, they are clinically normal or very mildly
affected compared to homozygous b thalassaemia. This
occurs because there is greater g globin gene activity and
so increased amounts of fetal haemoglobin (HbF) in the
blood (in normal adults, HbF comprises <1% of the total
haemoglobin). In effect, this replaces the mutant b globin
chains, and so the a/b ratio reverts back to 1 because b
globin is being replaced by g globin.

It is known that individuals who have the ability to
produce an excess of HbF for whatever reason will have
milder forms of b thalassaemia and sickle cell disease.
Although the molecular basis of the high HbF thalas-
saemias is well understood, it has been difficult to induce
HbF production artificially. Mutations in b thalassaemia
become apparent once the switch is complete as only
then do the b globin chains become fully operational.
Therefore, a long sought after but elusive goal has been to
manipulate the globin genes to prevent switching. If this
were possible, the b thalassaemias and HbS disorders
would no longer be clinical problems. Evidence from
DNA linkage analysis suggests that other gene loci not on
chromosome 11 (where the b globin gene complex is
found) are also involved in the regulation of g globin gene
expression. Further work is required to define the multi-
ple molecular mechanisms producing the hereditary per-
sistence of fetal haemoglobin (HPFH) disorders.

Another way to reduce the severity of b thalassaemia
is through co-inheritance of a thalassaemia. Surprisingly,
the loss of both a and b globin genes does not lead to a
more severe disorder but a milder one because the a/b
ratio remains close to unity, and so the red blood cells
do not become prematurely destroyed in the bone
marrow. Co-inheritance of a thalassaemia has also been
shown to play a role in explaining some mild forms of
sickle cell disease. Phenotypes in the thalassaemia 
syndromes can sometimes be difficult to understand. In
these circumstances it is essential to draw a pedigree and
study all family members since it is possible that within
families there is more than one type of thalassaemia
being inherited, and the various gene-gene interactions
as described above are very confusing if only the patient
is studied.

The thalassaemia syndromes are the best understood,
and arguably, the most studied of the genetic disorders
at the molecular level. However, despite a wealth of
knowledge about genes and gene-gene interactions,
what is known about genotype-phenotype correlations
often does not help the couple who are both carriers and
planning a family. The question on their mind is: What
risks will their future children face? Gene-gene inter-
actions as described above are difficult to identify in
individual cases. The environment plays a role, particu-
larly in sickle cell disease, and it is likely that other 
modifying genes (comparable to the situation in familial
hypertrophic cardiomyopathy) influence severity in 
this condition (modifying genes are discussed under
Future).

X-LINKED DISORDERS

OVERVIEW
X-linked disorders result from mutated genes on the X
chromosome. Males, who have only one X chromosome
(i.e., they are hemizygous), will fully express an X-linked
disorder. On the other hand, females, who have two X
chromosomes, will be carriers of the defect in the major-
ity of cases, and so they are usually asymptomatic.
Although females have two X chromosomes to the male’s
one, products from this chromosome are quantitatively
similar in both sexes because one of the two X chromo-
somes in females is inactivated.

Lyonisation (named after M Lyon) describes the
random X-inactivation of an X chromosome that occurs
during embryonic development. Because of the early
onset and randomness of the process, female carriers of
X-linked disorders can demonstrate variable amounts of
the gene product (i.e., a protein), which will depend on

the proportion of normal-to-mutant X chromosomes that
remain functional. The majority of the X chromosome is
inactivated although some segments escape this process
(see Figure 7.3). The molecular basis for X inactivation is
unknown. Methylation may play some role (methylation
is discussed further in Chapter 4).

The shape of a pedigree illustrating X-linked inheri-
tance is shown in Figure 3.15. The X-linked pedigree has
an oblique character through involvement of uncles and
nephews related to the female consultand. The usual
mating pattern involves a heterozygous female carrier
and a normal male. Each son has a 50% risk of being
affected by inheriting the mutant maternal allele. Simi-
larly, each daughter has a 50% chance of inheriting the
mutant gene from her mother but will remain unaffected
since she has her father’s normal X chromosome. Male-
to-male transmission is not seen but may appear to occur
if the trait is sufficiently common that by chance the
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mother also carries the mutant gene. An example of this
would be glucose-6-phosphate dehydrogenase defi-
ciency in those of black African origin. Approximately
10–20% of blacks in the United States are carriers or
hemizygous for this defect.

Females can be symptomatic carriers or develop X chro-
mosome-related disorders in a number of ways. (1) A dis-
proportionate number of normal X chromosomes are
inactivated. This can be a chance event or following a
translocation between an X chromosome and an 
autosome. In the latter scenario, X inactivation appears to
be non-random since the normal X chromosome is pref-
erentially inactivated. This may represent a selective
process as cells with the normal X inactivated are least
imbalanced and so will have a survival advantage. (2)
Hemizygosity in the female, e.g., Turner’s syndrome or
45,X. (3) Inheritance from both parents of a frequently
occurring X-related gene, e.g., glucose-6-phosphate
dehydrogenase deficiency. (4) The recently defined 
heritable unstable DNA repeats, which were Discussed
earlier under Predictive Medicine—Huntington’s Disease.

Just as for autosomal dominant conditions, the 
frequency of spontaneous mutations in the X-linked dis-
orders needs to be considered, particularly when coun-
selling females who are potential carriers. Haemophilia
does not interfere with the reproductive capacity of the
affected individual. In contrast, Duchenne muscular 
dystrophy is usually fatal in the second decade of life.
Therefore, spontaneous mutations occurring in the latter
disorder would be greater in numbers, and correspond-

ingly, the proportion of females who are carriers will be
less.

CARRIER TESTING—HAEMOPHILIA
Coagulation factors involved in haemostasis function as
a cascade; i.e., the first activates a second, which then
activates a third and so on. In mammals, five proteases
(factor VII, factor IX, factor X, protein C and prothrom-
bin) interact with five cofactors (tissue factor, factor V,
factor VII, protein S and thrombomodulin) to generate
fibrin. Deficiencies in these proteins lead to bleeding.
Abnormalities in two of the above factors (factor IX and
factor VIII) are well recognised because haemophilia
results (Table 3.14). Factor VIII and factor IX circulate as
inactive precursors that become activated by a haemo-
static challenge. Factor IX’s serine protease activity has
an absolute requirement for factor VIII. Activation of these
two products in the presence of calcium and phospho-
lipid forms the tenase complex that activates factor X and
sets off the final steps of coagulation leading to the 
deposition of fibrin. Because of the interacting effects of
factors VIII and IX, it is not surprising that the clinical fea-
tures of haemophilia A (factor VIII deficiency) and
haemophilia B (factor IX deficiency) are identical. The
factor VIII and factor IX genes are found on the X 
chromosome; hence, only males get haemophilia, while
females are carriers, unless they have inherited a
haemophilia mutation from both their father and mother.
Rare examples of symptomatic female haemophilia car-
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Fig. 3.15 Idealised pedigree for an X-linked disorder.
Females are represented by � and males by �. Female offspring of affected males are obligatory carriers. IV-6 is an affected
female since both her parents carry the X-linked disorder. Affected males are shown by �; carrier females by a dot within the
circle; individual II-3 is deceased. Because the disease is X-linked, a male cannot transmit the disorder to his sons (to whom he
contributes a Y chromosome). Construction of pedigrees are key steps in the understanding of genetic diseases and the way they
are transmitted (see also Figure 4.5, which reinforces the value of a pedigree in the situation of imprinting).
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riers are also described. The underlying mechanism is
considered to be non-random X inactivation, although
this may be an oversimplification.

Knowledge of the factor VIII’s molecular structure was
greatly expanded in 1984 when the gene was cloned.
From the gene structure, it was possible to predict poten-
tial protein domains with their related functions (Figure
3.16). The factor VIII protein has 2332 amino acids and
circulates as an inactive co-factor. Factor VIII is activated
by proteolysis induced by thrombin, with the net effect
being removal of the B domain. The active factor VIII
comprises both A1 and A2 complexes joined by calcium
to A3, C1 and C2 domains. To maintain its stability, active
factor VIII in plasma is bound to another protein (von
Willebrand factor). The factor IX gene is much smaller

and simpler than factor VIII although the protein pro-
duced has characteristic functional domains.

DNA Mutations
The haemophilias provide a useful model to illustrate the
range of DNA mutations seen in genetic disorders. They
include single base changes, deletions, insertions and
rearrangements (Table 3.15). Probably the most interest-
ing of the mutations is the factor VIII rearrangement,
which has also been called the “flip tip.” It comes about
because, within intron 22 of the factor VIII gene, there
are two mini genes (F8A and F8B). F8A comprises one
small exon (<2kb) and is transcribed in the opposite
direction to factor VIII (i.e., towards exon 22). F8B com-

Table 3.14 Clinical, laboratory and molecular features of the haemophilias

Property Haemophilia A (factor VIII deficiency) Haemophilia B (factor IX 
deficiency)

Frequency 1 in 10000 males, all ethnic groups 1 in 60000 males, all ethnic groups

Defect Clotting cofactors VIII and IX, produced in the liver

Clinical Prolonged bleeding spontaneously or after minor trauma into joints, muscles, subcutaneous tissues
and organs. About half have a severe disorder (factor VIII level <1%); others are moderately severe
(factor VIII 2–5%) or mild (factor VIII 5–30%).

Genetics X linked; 10–30% spontaneous mutations

Gene Large = 26 exons over 186kb of genomic DNA Smaller, 8 exons over 34kb

Chromosome location Distal to Xq28 Xq27
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Fig. 3.16 Structure—function of factor VIII gene (not drawn to scale).
(a) The factor VIII gene has 26 exons (the largest are exons 14 and exon 26). (b) The inactive factor VIII precursor protein has a
number of functional domains. The three A domains are homologous to factor V and caeruloplasmin (the copper-binding protein).
The two C domains are important for binding to von Willebrand factor as well as thrombin and activated factor X. The B domain
is predominately needed for intracellular processing, and it plays no direct role in haemostasis. (c) Active factor VIII is a
heterotrimer of the domains shown (dimeric N-terminal heavy chain and monomeric C-terminal light chain) held together by
calcium.



prises one exon, which then merges with exons 23–26
of the factor VIII gene, and so it transcribes in the 
same direction as factor VIII. The functions of these mini
genes are unknown. Two additional F8A sequences are
located a considerable distance from the factor VIII gene
towards the end of the long arm of the X chromosome.
Because the three F8A regions are the same, they provide
a hot spot for homologous recombination. In fact, the
recombination occurs predominantly in males because
the single X chromosome predisposes to an intrachro-
mosomal recombination event (Figure 3.17). Therefore,
in families with the haemophilia A flip tip mutation (it is
found in about 30–40% with severe factor VIII defi-
ciency), the mutation will have arisen in an unaffected
male relative, or in the case of haemophilia with no
family history, the mutation will have arisen in the mater-
nal grandfather.

As indicated above, there are well-described func-
tional domains within the factor VIII and IX genes. There-
fore, mutations will have variable effects and so differing
severities depending on the domains involved. They
include impaired secretion of the co-factor, interference
with binding of factor VIII to factor IX or von Willibrand
factor, and a range of missense changes interfering with
cleavage to produce the active co-factor. Although factor
VIII deficiency is transmitted as an X-linked trait, it can
rarely appear to be dominant in transmission if the
primary defect involves von Willebrand factor (the gene
is located on chromosome 12) and the defect interferes
with the binding of von Willebrand factor to factor VIII.
Another interesting manifestation of haemophilia
involves a mutation in the 5¢ region of the factor IX gene
(called haemophilia B Leyden). In this example, the
haemophilia B is a severe disorder during childhood but
then improves after puberty. This unexpected behaviour

was explained through an understanding of the molecu-
lar pathology showing that the mutation interfered with
protein binding at the 5¢ promoter site. This produced a
down regulation of gene function. However, overlapping
this binding site is also an androgen-responsive element
that does not come into play until after puberty when the
level of androgens increases. At this time, the effect of
the androgens on the promoter override the effect of 
the mutation, and the haemophilia B spontaneously
improves.

Carrier Detection
Carrier detection is usually undertaken to determine
whether a female is a carrier and so is at risk of having
an affected male offspring. Just as was described for
haemochromatosis, two approaches are possible in
screening: (1) Phenotypic-based assay, i.e., measuring the
level of a protein associated with causing the disease; (2)
Genotypic-based assay, i.e., looking for mutations in
DNA and from this determining the carrier status.

Phenotypic Assays
Protein levels for factors VIII and IX demonstrate a 
wide normal range in blood. Because of random X-
inactivation, the levels of factors VIII and IX can vary 
considerably in females who are carriers of haemophilia.
This scatter makes an accurate assessment of carrier
status difficult if the subject being tested demonstrates a
normal or borderline result for the coagulant protein
(Figure 3.18). The level may reduce the individual’s a
priori risk but does not provide definitive proof of her
carrier status. In addition to X-inactivation, physiological
fluctuations are seen with the coagulation factors, e.g.,
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Table 3.15 Range of DNA mutations in haemophilia
(See http://archive.uwcm.ac.uk/uwcm/mg/hgmd0.html for links to factor VIII and factor IX databases describing the various mutations.)

Class of mutation Examples Phenotype

Point mutations (i) Missense—produces a change in amino acid that (i) Phenotype variable from mild to severe depending 
can be similar or dissimilar and may or may not on the site and the changed amino acid.
involve an important functional region. (ii) Invariably, a severe phenotype because the protein 

(ii) Nonsense—a premature stop codon will lead to a has been shortened.
truncated protein. (iii) Variable from mild (because the splicing defect has 

(iii) Splicing—single base change that either creates a a variable effect on mRNA processing) to severe
new splice site or destroys an existing one. (now the splicing defect leads to complete loss of 

mRNA processing).

Deletions These can be heterogeneous involving a part of the Severe phenotype usually because a portion of the gene
entire gene. Considerably more rare than point (protein) is missing.
mutations.

Insertions Variable size like deletions. Relatively rare. Severe phenotype because likely to lead to frameshifts 
and so a significant effect on the protein structure.

Rearrangements See text for full description. Found in about 30–40% Severe phenotype because gene function and protein 
of severe haemophilia A. structure disrupted.
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Fig. 3.17 The formation of the flip tip recombination mutation in factor VIII.
(1) The region of the X chromosome below band q28, which contains the factor VIII gene, is magnified. (2) Only relevant exons
(1, 22, 23, 26) in the gene are shown as �. The x indicates the location within intron 22 of an inverted DNA repeat known as
F8A. DNA homologous to F8A and located more telomeric is also displayed (x x). The vertical ≠ indicates the direction that the
factor VIII gene is transcribed. (3) This shows an intrachromosomal crossing-over event between the two F8A homologous regions
( . . . ). The additional (banded) section in intron 22 above F8A is a second gene that has been found in intron 22. (4) The final
result from the cross-over is a factor VIII gene that has been flipped around (inverted) and is now in two sections—exons 1 to 22
and one F8A segment transcribe in a telomeric direction; two F8A segments and exons 23–26 transcribe towards the centromere.
This gross structural rearrangement has a major effect on factor VIII production, resulting in a severe form of haemophilia A. The
cross-over depicted has occurred between the intron 22 F8A and the more distal of the F8A homologous regions. Proximal cross-
overs can also occur. The flip tip mutation is detectable by PCR.
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pregnancy (or taking the oral contraceptive) at which
times the baseline levels for coagulation factors can
increase. Finally, there is the not infrequent problem of
assessing whether an affected relative is an example of a
spontaneous mutation rather than the transmission of a
haemophilia defect within a family. This occurs when
there is only one affected male in the family (see factor
VIII inversion below, which shows how a molecular
marker will help in this dilemma).

Genotypic Assays
Testing for DNA mutations has advantages over protein
assays: (1) Access to DNA is unlimited, whereas an
abnormal protein may not be easy to obtain; and (2)
Unlike protein, DNA is not affected by physiological fluc-
tuations. The former is not a problem in haemophilia
because a blood sample is adequate. The latter is an

important consideration for the reasons mentioned previ-
ously. An indirect DNA linkage approach for diagnosis has
been used in haemophilia since (1) The majority of defects
are point mutations; (2) The genes are large; 
and (3) There are many mutations (see Table 3.15). A
number of DNA polymorphisms have been described,
which are located within (intragenic) and in close 
proximity to (extragenic) the factor VIII and factor IX genes.
These polymorphisms allow DNA diagnosis (prenatal or
carrier) to be made in ~70–80% of families (Figure 3.19).
Intragenic polymorphisms have the advantage that recom-
bination is unlikely to occur since the markers are located
within the gene. Despite the many different mutations
described for haemophilia A and B, the number of poly-
morphisms in these genes are relatively small. Hence,
options for linkage analysis are limited.

The disadvantages inherent in DNA linkage testing
must also be considered. They include (1) Key family
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Fig. 3.18 Random X inactivation and its effect on gene
dosage reflected by protein levels.
Levels of the factor VIII protein have a broad normal range in
blood. In haemophilia carriers they can also vary considerably
because of random inactivation of an X chromosome. This
makes accurate assessment of carrier status difficult. As shown
here for the factor VIII protein in blood, considerable overlap
exists between normal females and obligatory female carriers.
Better discrimination can be obtained by measuring ratios
(e.g., factor VIII coagulant/factor VIII antigen) although there is
also overlap with ratios. Thus, a woman who wants to know
her carrier status will get an unequivocal result only if her
factor VIII level is very low. Any other result is meaningless.
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Fig. 3.19 Simple DNA linkage analysis for an X-linked
disorder.
The child with severe haemophilia B (Æ) has a factor IX level
of 1%. The mother is an obligatory carrier because she has an
uncle who is affected (not shown in the pedigree). Factor IX
coagulant levels are given as percentages in the pedigree
(normal is >50%). Factor IX levels for the mother and her
daughter are within the normal range (74% and 80%,
respectively), but as indicated previously, this does not
exclude the carrier state because of random X-inactivation 
in females. Therefore, a DNA study is undertaken to 
determine the carrier status of the daughter. From the DNA
polymorphism patterns, it is evident that the haemophilia B
defect co-segregates with the 1.8kb DNA polymorphism since
this is the marker present in the haemophiliac son. The
haemophiliac boy has only one polymorphic DNA marker
(1.8) compared to his female relatives; i.e., he is hemizygous
since he does not inherit an X chromosome from his father.
Therefore, the daughter’s carrier status can be determined on
the basis of which DNA polymorphism she inherits from her
mother; i.e., if the daughter is homozygous for the 1.8kb
marker (she will always inherit one 1.8kb marker from her
father), she is a carrier. If the daughter has both 1.8 and 1.3kb
markers, then the latter must have come from her mother; i.e.,
the daughter is not a carrier since the 1.3kb polymorphism is
a marker for the normal maternal X chromosome.
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members are required to allow phase of the polymor-
phism to be determined, i.e., identify which polymorphic
marker in that family is co-inherited with the disease 
phenotype. Key family members may be deceased or
unavailable. (2) It is difficult to determine whether muta-
tions are spontaneous events if there is no family history
of haemophilia. (3) Germline mosaicism, in which an
individual has two or more cell lines of different chro-
mosomal content derived from the same fertilised ovum,
cannot be excluded. This is discussed further in Chapter
4. (4) An additional problem with the DNA linkage
approach, particularly in haemophilia B, is the effect that
linkage disequilibrium (preferential association of linked
markers) can have on the informativeness of polymor-
phisms. For example, five biallelic DNA polymorphisms
are associated with the factor IX gene (Figure 3.20). Some
of these polymorphisms are inherited in a preferential
association; i.e., the XmnI and MnlI polymorphisms 
are in linkage disequilibrium, which means that results
obtained with either are similar since one allele of the
polymorphism is nearly always inherited with the same
allele of the other. Therefore, not all five polymorphisms
will necessarily be informative. This is a particular
problem with the factor IX gene locus in Chinese and
Asian Indian populations. (5) Non-paternity and its effect
on DNA polymorphisms is not an issue if male offspring
are studied because the father does not contribute his X
chromosome to males. However, the source of the pater-
nal X chromosome is important if a female is being
assessed for carrier status.

Direct Mutation Detection

Direct detection of mutations would overcome many of
the problems described with linkage analysis. In 1993, it
was reported that a factor VIII inversion (flip tip) was fre-
quently found in patients with severe haemophilia A. The
inversion produced by an intrachromosomal recombina-
tion event flipped a part of the gene. This mutation is now
detectable by a variation of PCR known as long-PCR
because a large fragment of DNA is amplified.

Today, direct sequencing is increasingly being used 
to detect mutations in haemophilia genes. This approach
would be particularly applicable for the factor IX 
gene, which is small (8 exons). Because there is only 
one X chromosome, DNA sequencing is easier since 
one is not looking for a heterozygous change. Two strate-
gies are used: (1) Either the genomic DNA is sequenced
in segments including 5¢ UTR, exons, exon-intron 
boundaries and 3¢ UTR regions; or (2) mRNA is prepared
from peripheral blood lymphocytes, and the mRNA is
converted to cDNA. If cDNA is used, the size of the 
gene is smaller than the genomic equivalent because
now only the exons are represented. The cDNA is
sequenced in a number of segments. As indicated 
above, mutations in the factor VIII and factor IX genes 
are quite heterogeneous. Therefore, interpreting the sig-
nificance of a mutation that has not been described pre-
viously can be difficult unless it has obvious
pathogenicity, for example, a nonsense mutation (see
Table 3.15).

X Chromosome

Bam HI

Xmn I

Taq I

Mn I Hha I

1 2 3 4 5 6 7 8 5' 3'

Fig. 3.20 DNA polymorphisms in the factor IX gene.
The eight exons of the factor IX gene are shown. Five polymorphic restriction enzyme sites giving restriction fragment length
polymorphisms (RFLPs) are indicated by Ø. Three occur within the gene (intragranic), and two (BamHI and HhaI) are extragenic.
Some of these polymorphisms are inherited in a preferential association known as linkage disequilibrium (e.g., XmnI and MnlI)
and are therefore less useful in DNA testing.
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Fig. 3.21 Contributions to the phenotype.
Even when dealing with classic Mendelian traits such as cystic fibrosis, the phenotype can be subtly influenced by a number of
factors, both genetic and non-genetic. Mutations in single genes—for example, the cystic fibrosis CFTR gene—can produce a well-
recognised genetic disease. Mutations in a number of genes (polygenic)—for example, the a and b globin genes—produce a
variety of thalassaemia syndromes, and interactions between these genes can influence the disease severity. A third genetic effect
can occur from modifying genes. These comprise multiple gene contributions, but each effect is small (i.e., on their own,
modifying genes do not cause disease). Epigenetic effects influence gene function without changing the DNA sequence and will
be discussed in more detail in Chapter 4. Non-genetic effects include the environment, e.g., exposure to irradiation from the sun,
food additives and so on. Life-style effects include alcohol intake, smoking and so on.

FUTURE

This chapter is titled Mendelian Genetic Traits because it
is possible to draw a pedigree and follow a disease
through the family; i.e., classic Mendelian inheritance
can be demonstrated. However, the advances in molec-
ular medicine are showing that even these straightfor-
ward disorders are becoming more complex. In
particular, there is considerable interest in finding other
genes that might influence the phenotype. These genetic
factors are called modifying genes. Figure 3.21 highlights
the various components that can influence a particular
phenotype. The relative importance of each component
will vary. For example, in single gene disorders (cystic
fibrosis) or polygenic ones (a and b thalassaemia), the
causative genes have the predominant effect. However,
even in these examples, the environment can influence
the final phenotype. Can other genes have an effect,
albeit a subtle one? The b thalassaemias confirm that this
is so because a loss of b globin is easily replaced with g

globin chains (both are b-like chains). Therefore, even
though a patient might be homozygous for a bo thalas-
saemia (and so producing no b globin; i.e., a severe phe-
notype is likely), the actual phenotype might be milder
than expected if the missing b globin is replaced by g
chains. This type of modifying gene effect is easy to
understand as the g chains are simply helping to correct
the globin chain imbalance.

A different type of modifying gene is being observed
in the autosomal dominant disorder familial hypertrophic
cardiomyopathy. Although familial hypertrophic car-
diomyopathy is a disease of the muscle sarcomere, it is
evident that even within families when individuals share
the same mutation, the phenotypes can be quite variable,
including the risk for sudden cardiac-associated death.
One study has shown in identical twins with familial
hypertrophic cardiomyopathy that a sedentary life in one
of the twins was associated with milder disease com-
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pared to the other who was more active physically. Nev-
ertheless, there is growing evidence that, apart from the
environment, there are modifying genes that influence
the severity of familial hypertrophic cardiomyopathy.
These genes are not able to cause the disease, but their
effects can impact on the degree of hypertrophy, or
perhaps the complication of sudden death.

Using crude association studies (more about these in
Chapter 4 and the Appendix) and selecting likely can-
didates genes, it has been shown that a number of 
genetic factors apart from the primary mutation in the
sarcomere gene are likely to contribute to the final phe-
notype. Strong candidates would be genes of the renin-
angiotensin-aldosterone pathway because this pathway
plays a key role in cardiovascular haemostasis. Not sur-
prisingly, a number of associations have come up posi-
tive, although there is still some dispute about the overall
validity of these results. The most controversial but still
interesting association occurs with the ACE (angiotensin
I converting enzyme) gene. ACE has two distinct poly-
morphic forms due to a 287bp Alu repeat in intron 16.
Therefore, some individuals have this repeat in both their
gene copies (i.e., genotype I,I where I = insertion), others
have this repeat missing in both gene copies (i.e., geno-
type D,D where D = deletion), and the remainder are a
mix of I and D (i.e., genotype I,D). It has also been shown
that the plasma level of ACE in a DD subject is higher
than a II subject with the ID individual somewhere in
between. When the distribution of the I and D polymor-
phisms in ACE is compared between mildly affected
familial hypertrophic cardiomyopathy patients and those
with severe left ventricular hypertrophy, it is seen that
there are more individuals with D in the latter group.
Hence, the D allele is considered to be associated 
with a poorer outlook in terms of hypertrophy. Other
modifying genes have been implicated in influencing
severity in familial hypertrophic cardiomyopathy, includ-
ing angiotensin II receptor 1, endothelin 1 and tumour
necrosis factor a. At this stage, more work is needed to
confirm these findings.

Modifying genes will be an interesting development to
follow in molecular medicine. When fully understood
and characterised, they will allow a more complete
understanding of pathogenesis, and from this, a more
accurate prognosis. These genes will also be new targets
for therapies. Here, the aim will not be to cure the
disease, but to modulate the modifying genes to improve
clinical well-being. Although they play only a small part
in the phenotype, there are likely to be a number of
theses genes, and so their cumulative effects will be
important. They are difficult to identify and characterise
at present because they represent a more complex mode
of genetic inheritance.

In the context of a family that is thought to have
HNPCC, microsatellite instability testing can be useful
for deciding whether mutation testing of the DNA repair

genes is indicated. There is now some evidence that
microsatellite instability might also provide a guide to
treatment options in colorectal cancer. For example, the
drug fluorouracil is used as adjuvant treatment following
surgery. Improved survival seems to be predictable by the
microsatellite instability profile; i.e., tumours that do not
have microsatellite instability are reported to respond
better to fluorouracil than tumours with high-frequency
microsatellite instability. If confirmed, this is an impor-
tant finding because it will avoid the use of a potentially
toxic agent such as fluorouracil in patients who are
unlikely to respond to this drug.
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Fig, 3,8 Microsatellite instability detectable by DNA testing, 
The $ indicate the position of four" DNA markers that are used to detect microsatellite instability (from left to right they are 
D5S346 (stippled black), BAT26 (open green), BAT25 (filled blue) and D17S250 (filled green). The upper series shows the 
normal patterns for" these markers; i.e., there is no microsatellite instability. The lower series comes from a tumour that has 
microsatellite instability. This is seen in BAT26 and BAT25 since the profile now shows that at these two loci a number of 
additional fragments are generated fol lowing PCR, i.e., there has been slippage reflecting the microsatellite instability. 
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Fig, A.8 Trace of an automated sequencing run, 
The automated DNA sequencer has revolutionised molecular medicine since it enables relatively cheap sequencing of long 
segments of DNA and readouts are automated. Each ddNTP is distinctly labelled with four different fluorochromes, and because 
dye terminator sequencing is used, the four ddNTPs are electrophoresed in the one gel lane or capil lary run. The DNA sequence 
is written above each peak and has been determined by the sequencing software. If N appears in the DNA sequence, it means the 
automated sequencer software cannot decide which base is correct and visual inspection is necessary. 
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4
COMPLEX GENETIC TRAITS

GENE DISCOVERY—COMPLEX TRAITS
The strategy of positional cloning (and the recent addition
to this of in silico positional cloning) has been a powerful
molecular tool to discover new genes in the straight-
forward Mendelian diseases. In the past decade, this has
enabled more than 1000 genes that caused human 
genetic diseases to be detected. However, this strategy 
has not been successful with the complex genetic 
disorders because one key determinant for positional
cloning is an accurate phenotype that is then matched to
a genetic marker (usually a DNA polymorphism such as a
microsatellite). Positional cloning starts with linkage
analysis although this step can be shortened by selecting
an appropriate candidate gene and finding a disease-
causing mutation in it (see the Appendix and Figure A.4).
In the complex genetic traits, neither the phenotype nor
the mode of genetic inheritance is easy to follow or deter-
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INTRODUCTION

In contrast to Chapter 3, which illustrates a number of
genetic disorders with an obvious Mendelian inheritance
pattern on family study, the disease models in Chapter 4
are considerably more complex to understand at the
molecular level. This is due to (1) There is no apparent
traditional (Mendelian) mode of genetic inheritance. (2)
The influence or effect of the genetic component is dif-
ficult to quantitate. (3) It is likely that many genes are
involved in pathogenesis, with each gene contributing a
relatively small effect. (4) The phenotypes are difficult to
define since multiple genes as well as the environment
are involved, and each can influence the phenotype. (5)
Few of the underlying genes have been discovered for
the common sporadic forms of the complex disorders. 
(6) Novel (including epigenetic) changes in DNA may
explain the genetic effect. Figure 4.1 summarises some
of the basic differences between the genetic disorders in
Chapters 3 and 4.
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mine. Therefore, new approaches have been attempted for
gene discovery. The current strategy is called an associa-
tion study, which can be a case control study or a family-
based association study. This strategy involves selecting a
cohort of affected patients and comparing their genetic
DNA markers with a comparable control population.
Genetic differences detected are then tested to confirm
that they relate to the underlying phenotype.

Components of an Association 
(Case Control) Study
(1) Large numbers of subjects are required to reduce the

chances of false associations, which are considerably
greater than the traditional linkage approaches. These
large numbers (in the thousands in conditions such
as diabetes) are also needed because the phenotype
is more difficult to define since it can be affected by
the environment.

(2) DNA markers (polymorphisms) are needed to
compare their distributions between a patient group
and a control group. Because of the Human Genome
Project, a new type of DNA polymorphism is now
available. The SNP (single nucleotide polymorphism)
is defined as a single base polymorphism with the
rare allele having a frequency of at least 1% in the
population. SNPs are estimated to occur approxi-
mately 1 in every 600–1000bp; i.e., there are well
over 3 million SNPs in the human genome, and some
suggest that the actual number is closer to 10 million
SNPs.

(3) Shortcuts are possible if candidate genes (i.e., genes
likely to be involved) can be identified. This means
that the number of SNPs can be reduced because
only those closely located to the candidate gene are
required.

(4) The complexity of an association study requires
sophisticated bioinformatics and statistical ap-
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Fig. 4.1 Some genetic (DNA) differences between Mendelian genetic traits and the more common complex genetic traits.
Mendelian genetic traits: In Chapter 3, all genetic diseases described have a well-defined Mendelian mode of inheritance, and the
gene effect is substantial; i.e., an autosomal dominant disorder leads to development of disease when one of the two inherited
genes is mutated (� normal gene; � mutant gene). For an autosomal recessive disorder, both copies of the gene are mutated.
Carriers with only one mutated gene are not usually detectable by phenotypic-based assays. In between is the recessive condition
(for example, thalassaemia) in which carriers with only one mutated gene can still be detected by phenotypic assays (hatched
box), for example, a blood count; hence, this group of recessive disorders is also called co-dominant. Complex genetic traits:
There is a genetic (DNA) component to disease, but its contribution is more difficult to measure because additional effects include
the environment and lifestyles. These are also called multifactorial disorders. Although the three basic components to complex
traits are known, their relative contributions remain to be determined and will vary with each disease. In some cases, the genetic
aspect is trivial, whereas in others it may be more substantive. Compared to the mendelian traits, in complex genetic traits, any
individual gene has a less marked effect on the phenotype.
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proaches to compare genetic data between the two
cohorts being tested. Many such analytic programs
are available, but to date none has shown itself to be
superior to others. Therefore, association studies con-
tinue, but results are often equivocal and will con-
tinue to be an issue until better analytic software can
be written.

There are many problems with association studies,
including (1) The necessity to test very large numbers of
individuals because the phenotypic effect of the genetic
determinant is small. (2) The finding of an appropriate
matched control population to avoid stratification errors,
i.e., differences between cases and controls due to ances-
try. (3) The use of sufficient numbers of DNA polymor-
phisms at a suitable density across the genome. (4) The
requirement for many thousands of subjects and many
thousands of SNPs produces a time-consuming and

costly study (a conservative cost for detecting an SNP
might be close to 50c, i.e., it would cost $0.5M if 1000
subjects are typed with 1000 SNPs). (5) Better bioinfor-
matics and statistical tools to analyse the data are still
needed. (6) Finally, proof that the genetic change has
functional significance is even more difficult than for the
traditional Mendelian traits because the genetic effect is
small, and it interacts with the environment.

Of the limitations described, only (3) is being
addressed through the increasing availability of SNPs.
Costs remain limiting, but this may also be resolved
because it is now evident that chunks of the human
genome are inherited as “blocks.” Therefore, within a
block, it would not be necessary to assay all available
SNPs since they will be inherited in linkage disequilib-
rium; i.e., they are inherited together as a unit. An 
important spin-off of the Human Genome Project is a
new initiative to develop a “haplotype map—HAPMAP”

Table 4.1 Gene discovery strategies for simple and complex genetic disorders

Strategy Simple, mendelian genetic disorders Complex genetic traits and disorders

Finding a genetic locus (1) Chance event, e.g., chromosomal Linkage analysis is possible but more difficult because now 
to start the gene abnormality present and (2) linkage analysis looking for a QTLa like effect and so: (1) Inheritance pattern 
discovery pathway using large family and DNA polymorphisms in a family study is difficult to follow, and (2) Phenotype is

such as microsatellites, which are dispersed subtle and may also be influenced by environment.
throughout the region in question.

Alternatively, association studies are used to get some idea 
where to look in the genome. The rationale is that the
distribution of DNA polymorphisms is compared between 
affected and controls. Any differences detected might
indirectly implicate a gene which is located in or around 
that polymorphism.

How to identify what Can be used without knowing a genetic locus, Without a chromosomal location, a direct candidate gene
is a likely (candidate) but this is still looking for a needle in a approach may be required but is even more of a challenge
gene haystack. Best if complemented by a known than for a single gene effect.

chromosomal locus, and from this site, a 
smaller number of candidate genes are able
to be identified.

Confirming that the Relatively easy because when dealing with This is particularly difficult because it is unlikely that QTL 
gene, once it is found, mendelian conditions, a mutation is usually effects are all or nothing (as would be found with mutations). 
is relevant to the found that clearly impairs the gene’s function. Perturbations in gene function with complex traits are more
disease being studied likely to involve subtle changes in gene expression.

Proving that the gene Again, relatively easy. A knockout mouse model Difficult because the subtle effects expressed by the gene
and changes in the will often reproduce the phenotype, thereby may not be apparent without an environmental interaction
gene have functional providing final proof for the gene’s identity and (which is often unknown). The human phenotype may not be
significance function. easily detectable in an animal model, making it difficult to

confirm that a gene change has contributed to the complex
phenotype.

Future directions Because the genetic sequence for all human A similar approach is likely in the complex disorders 
genes is now in databases, an increasingly although the computer program will need to be more
popular approach involves in silico positional sophisticated (to detect and predict from more subtle 
cloning; i.e., computer programs are used to phenotypic changes).
identify where a DNA sequence is likely to
represent a gene, and computer programs
are used to simulate the gene’s function.

a QTLs (quantitative trait loci) represent polygenic traits that can be measured in some quantitative manner. They are usually the result of multiple
genes having small cumulative effects, and the gene-environment interactions also contribute to the phenotype.
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of the human genome. This will allow a more rational
and cost-effective strategy to select the minimum number
of SNPs needed for an association study. Table 4.1 com-
pares gene discovery strategies for simple (Mendelian)

traits and the more complex (multifactorial) genetic dis-
orders. Chapter 5 provides more information on associ-
ation and linkage studies, with the emphasis on the
bioinformatics components and needs.

MULTIFACTORIAL DISORDERS

DEFINITION
The term polygenic can have a number of meanings, for
example, genetic effects resulting from the interaction of
multiple genes. A trait in the population such as intelli-
gence is frequently used to illustrate polygenic inheri-
tance. However, the environment (i.e., non-genetic
effect) plays a substantial role in the development of
intelligence, and this is not acknowledged by the term
“polygenic.” Therefore, these types of traits are more
appropriately called multifactorial. Polygenic is best
reserved for genetic diseases that result from mutations
in a number of genes. These mutations produce a similar
phenotype, and they can also interact to modify the 
phenotype. The best example would be the thalassaemia
syndromes (see Chapter 3). In these disorders, the pre-
dominant abnormal phenotypes result from mutations in
the a or b globin genes, and they produce similar effects,
i.e., small, pale red blood cells with a reduced life span.
Moreover, co-inheritance of mutations involving both
these genes can further alter the phenotype.

Figure 3.21 illustrates the aetiological complexity asso-
ciated with multifactorial traits. The phenotype starts off
as a genetic predisposition or abnormality based on a
mutation or mutations in single or multiple genes. Other
genetic contributions can come from the effects of 
modifying genes, or epigenetic changes in DNA. The
environment also comes into play and may trigger the
development of disease or influence its progression. The
environmental effect is variable from a very strong influ-
ence, to a minimal contribution to the phenotype.
Finally, lifestyles comprise another variable that works
through the environment. Lifestyles are considered sep-
arately because they are easier to manipulate than the
physical environment. At the molecular level, multifac-
torial traits have been extensively studied, but there are
always limiting factors to success. For example, in the
case of hypertension, one important barrier has been the
definition of the phenotype; i.e., where is the line drawn
between normal and elevated blood pressures?

Another concept that should be understood in the 
multifactorial genetic disorders is the quantitative trait
locus (or generally called QTL). Polygenic traits measur-
able in some quantitative manner can be mapped to what
are called QTLs. Thus, complex characteristics—for
example, height (normal trait) or hypertension (abnormal
trait)—are contributed to by a number of genes usually

found on different chromosomes. In addition, the envi-
ronment also plays a role in these traits. As the various
examples for multifactorial genetic disorders are dis-
cussed in this chapter, the reader will see that a genetic
component to the disease contributes a certain percent;
for example, with schizophrenia, the genetic effect is esti-
mated to be about 70–80%. However, no single gene can
be responsible because schizophrenia does not behave
like a typical Mendelian trait with a mode of inheritance
that is easily discernable.

Common Sporadic Human Disorders
Study of the single gene disorders illustrated in Chapter
3 has provided significant insight into their pathogenesis.
Nevertheless, a number of these conditions are relatively
rare when compared to the important public health prob-
lems of today, which are the multifactorial disorders.
There is now considerable interest in the latter because
of the potential to identify the underlying genes based on
the information provided from the Human Genome
Project. Although considerably more complex geneti-
cally, the multifactorial disorders will have far wider
medical implications. Some examples include

• Diabetes (insulin dependent)
• Psychiatric illness
• Dementia
• Cancer
• Coronary artery disease
• Hypertension
• Mental retardation
• Congenital malformations, e.g., cleft lip or palate

Considerable effort will go into trying to understand 
the molecular basis for the multifactorial disorders in the
coming decade. This is an important goal because (1) The
ability to detect those who are genetically predisposed
will allow more targeted preventative programs to be
developed. (2) Genetic information will identify new
therapeutic targets or strategies. (3) As the genetic com-
ponent to the multifactorial disorder is understood, the
environmental contributions become easier to identify
and manipulate in terms of prevention.

As discussed earlier, a major barrier to progress at the
molecular level is the use of strategies such as linkage
analysis that are less effective for gene discovery when
diseases have subtle phenotypes or a multifactorial basis
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for inheritance. More sophisticated computer analysis
programs have been suggested as the way forward in
these complex traits. A brute-strength approach directed
against the vast bank of information available as a result
of the Human Genome Project may, in the longer term,
provide the answers. Alternatively, new strategies will be
required. It is expected that information about normal
physiological processes (e.g., memory) may emerge as
by-products of research into the polygenic and multi-
factorial traits.

DIABETES
The challenges ahead in the multifactorial disorders are
well illustrated by type 1 diabetes (insulin dependent
diabetes mellitus or IDDM). IDDM is the third most
prevalent chronic disease of childhood, with 0.3% of the
population affected by age 20. The lifetime risk for IDDM
is about 1% (i.e., 10–20 million people worldwide). The
basic defect in IDDM involves an autoimmune destruc-
tion of the pancreatic b islet cells so that insulin is not
available to regulate glucose metabolism. Concordance
rates in IDDM twins are 5–10% for DZ twins and
30–40% for MZ twins, which suggests a significant
genetic component to this form of diabetes. A compari-
son between IDDM and the more common type II dia-
betes (non insulin dependent diabetes mellitus or
NIDDM) is given in Table 4.2.

A lot is now known about the genetic effects involved
in IDDM, but less about the environmental risks apart
from the association with viral infections such as cox-
sackie B4. The strongest genetic effect in IDDM involves
the HLA locus (IDDM1). Both class I and class II genes
are implicated (Figure 4.2). Not much is known about the
actual HLA effect except that it is a major determinant
contributing around 42% to development of IDDM.
Other loci implicated in IDDM include the VNTR poly-
morphism found in association with the insulin gene
(IDDM2). This polymorphism has three different alleles,

with allele I showing an increased risk for IDDM and
allele III a reduced risk. It is proposed that the type III
allele, which correlates positively with higher levels of
insulin mRNA, has its effect through immune tolerance.
However, the IDDM2 effect is relatively small (10%)
compared to the IDDM1 effect. Many more genetic loci
have been implicated (up to IDDM15) although little is
known about actual genes within these loci.

Less is known about the genetics of type II diabetes
mellitus except for a subtype of this disorder known as
MODY (maturity onset diabetes of the young). MODY
shows an autosomal dominant mode of inheritance with
high penetrance in multigenerational families. Mutations
in several genes are now known to cause MODY (Table
4.3). Not surprisingly, there are many mutations within
each gene, and this limits the use of DNA screening to
detect those at risk. One practical reason for DNA testing
to confirm MODY in a young patient with diabetes is that
these individuals, unlike IDDM patients, do not usually
require treatment with insulin.

DEMENTIA
The dementias comprise an increasingly important group
of disorders, particularly in countries with an ageing pop-
ulation. Aggregates of dysfunctional proteins or peptides
in the brain are the pathologic hallmark of the demen-

Table 4.2 A comparison of type I and type II diabetes mellitus

Type I diabetes mellitus (also called juvenile Type II diabetes mellitus (also called non insulin dependent 
diabetes, insulin dependent diabetes mellitus—IDDM) diabetes—NIDDM)

Pancreas makes little or no insulin. Body cannot use the insulin that is made.

Treatment involves the taking of insulin. Treatment involves the taking of drugs to allow the insulin to be used, or 
more insulin is produced. Weight loss and exercise help.

Disease arises from autoimmune destruction of the Disease of late onset with a significant genetic component. MODY (maturity
pancreatic b islet cells. Usually presents before the age of onset diabetes of the young) is a distinct subtype of NIDDM with autosomal
30 years, most often in childhood or teens. dominant inheritance and onset <25 years of age.

About 10 million affected worldwide. About 150 million affected worldwide.

Associated with strong genetic predisposition + Risk factors include (1) aged >45 years, (2) overweight, (3) family history 
environment effect. diabetes, (4) gestational diabetes during pregnancy.

Table 4.3 Genetic defects associated with maturity onset
diabetes of the young (MODY)

Class of MODY Underlying gene

MODY1 Hepatic nuclear factor 4 alpha

MODY2 Glucokinase

MODY3 Hepatic transcription factor 1

MODY4 Insulin promoter factor 1
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tias. These aggregates are considered to have arisen from
abnormal folding of proteins. One source of knowledge
about the dementias has come from transgenic mouse
models (Box 5.1). Similarly, understanding the rare
genetic types of dementias has contributed further infor-
mation about the more common sporadic forms. For
example, mutations in the amyloid precursor protein
(APP) gene leading to Alzheimer’s disease are exceed-
ingly rare. Yet they have identified an abnormality involv-
ing b amyloid that also occurs in the sporadic condition.
No therapies directed to the specific underlying patho-
logical process are presently available in the dementias
although therapies targeting the abnormal b amyloid are
being developed. In the longer term, an understanding of
the molecular basis for dementia will enable at-risk indi-
viduals to be accurately identified and expand the scope
for novel therapies.

Alzheimer’s Disease
Alzheimer’s disease makes up about two thirds of demen-
tia cases. It has a prevalence of around 1% in those aged
65–69 years and increases to 40–50% in those 95 years
or older. Early onset dementia (arbitrarily defined as less
than 60–65 years of age) makes up about 6–7% of
Alzheimer’s disease. In less than 5% of cases, Alzheimer’s
disease is inherited as an autosomal dominant disease.
Mutations in three genes are found in genetic Alzheimer’s
disease. They are b amyloid precursor protein (APP) on
chromosome 21, presenilin 1 and presenilin 2 genes.

In Alzheimer’s disease abnormal accumulations
contain two different proteins: (1) plaques—made up of
extracellular fibrillar aggregates of b amyloid peptide—
particularly the peptide that is 42 amino acids in length
(Ab42) and (2) neurofibrillary tangles comprising the
protein tau. Mutations in the APP gene are considered to

produce Alzheimer’s disease by increasing the number of
Ab42 peptides generated, and these peptides are highly
amyloidogenic. The development of Alzheimer’s disease
in Down’s syndrome is thought to reflect the additional
copy of APP because of the trisomy 21. Mutations in the
presenilin 1 and 2 genes are thought to have their effect
through proteolysis of the b amyloid precursor protein,
thereby leading to increased production of the Ab42

peptide.
The basis for the more common, late onset, sporadic

form of Alzheimer’s disease is unknown. However, a
genetic association involves a variant of the APOE
(apolipoprotein E) gene and risk for Alzheimer’s disease.
The APOE gene has three variants—e2, e3, e4. Carrying
one APOE e4 allele nearly doubles the lifetime risk for
Alzheimer’s disease. Not carrying an APOE e4 allele
reduces the risk by 40%. How this works is not known,
and it should also be noted that many in the population
who are e4 positive do not develop Alzheimer’s disease,
and many (40–70%) with late onset Alzheimer’s disease
are not e4 positive. Routine DNA testing for APOE sub-
types is not indicated because of this uncertainty, and
DNA testing for the three Alzheimer’s disease genes
described earlier should be restricted to the appropriate
circumstances, e.g., early onset cases or cases with a pos-
itive family history. The same precautions described 
for Huntington’s disease predictive testing apply to
Alzheimer’s disease predictive testing (see Chapters 2, 3).

Prion Disease
Another form of dementia is prion disease. Prion disease
may be sporadic, inherited, iatrogenic or transmissible
from animal to human via infected tissue. This form 
of dementia, also called transmissible spongiform
encephalopathies, includes Creutzfeldt-Jakob disease

DP DQ DR Complement Hsp70 TNF B C A

Class II Class III Class I

DM
DO EGF

Fig. 4.2 The HLA genes and IDDM.
The HLA genes reside within the MHC (major histocompatibility) locus on chromosome 6p21. The MHC spans a region of 3.6Mb
(1 megabase = 1 million base pairs) and contains about 200 genes arranged in three groups: Class I (HLA-A, B, C, E, G and F),
Class II (HLA-DP, DQ, DR, DO and DM) and Class III. To simplify the HLA locus, only key genes are shown as bars. The dotted
box represents a cluster of genes. The highest risk for IDDM is associated with the DR3.DQ2 and DR4.DQ8 haplotypes. However,
about 10% of Caucasians with IDDM do not carry these markers, and other HLA haplotypes carry susceptibility in these
individuals. Although the genetic risk factors are being characterised, it is still far from clear how they precipitate or facilitate the
autoimmune destruction associated with type I diabetes.



4 COMPLEX GENETIC TRAITS

83

(CJD) in humans, bovine spongiform encephalopathy
(BSE), and scrapie in sheep and goats. In 1996, the emer-
gence of variant CJD (vCJD) is thought to have arisen
from transmission across the species of the BSE agent.
The common abnormality in all prion diseases involves
a post-translational change from a normal protein—host
prion protein PrPc—to an abnormal “infectious” form—
PrPsc (Pc—cellular; PSc—scrapie).

The function of the normal prion protein is unknown.
It is coded for by a gene called PRNP. Mutations in this
gene are associated with familial cases, which comprise
about 10% of the prion diseases in Europe. However, 
in the vast majority of sporadic cases, there are no
detectable DNA mutations, and the change from PrPc to
the abnormal PrPSc is thought to occur because of
somatic mutations or other, as yet unknown, genetic or
environmental factors. Risk factors for developing vCJD
include young age, residence in the UK especially
between 1985 and 1990, and intriguingly, homozygosity
for a methionine 129 polymorphism in the PRNP
gene. At this position there is either a methionine or a
valine. In normal individuals, the different combinations
of met/met, met/val and val/val are all present. However,
in patients with vCJD, 100% are met/met, suggesting 
that this may lead to genetic predisposition. If this is
correct, it is hypothesised that a second wave of vCJD
will occur at some later date from the met/val heterozy-
gotes because they have only one copy of the met 
polymorphism.

Prion disease remains a challenge for the future, 
particularly to explain how the infectious forms occur
without any apparent conventional infectious agents
being involved. It is postulated that the abnormal PrPSc

protein itself functions as the “infectious” agent (see also
Chapter 8 and Figure 8.8 for more discussion on CJD).

SCHIZOPHRENIA
Schizophrenia is a common and debilitating psychiatric
disorder affecting 1% of the population. Schizophrenia
usually begins during adolescence or early adult life, and
can be difficult to diagnose because the phenotype is 
not always easy to define. Diagnostic features of schizo-
phrenia include (1) Positive ones such as auditory 
hallucinations, delusions (characteristically paranoid),
disorganised speech, grossly disorganised or catatonic
behaviour; (2) Negative ones such as inability to pay
attention; loss of will, drive and the sense of pleasure;
flattened affect and social withdrawal. In addition, most
patients have some history of behavioural dysfunction
such as social and learning difficulties.

Genetics
Despite earlier controversy, there is now strong evidence
for a major genetic component in schizophrenia. Risks

in first (5–15%), second (2–6%) and third (2%) 
degree relatives of individuals affected with schizophre-
nia are higher than the general population. The genetic
component in schizophrenia is considered to be about
70–80% based on family, twin and adoption studies, 
with a concordance rate in monozygotic twins around
45% compared to about 15% in dizygotic twin pairs 
(Box 4.1).

Molecular genetic analysis in schizophrenia has been
constrained for a number of reasons: (1) The difficulty in
defining a reliable phenotype with overlap into other 
psychiatric disorders. (2) An inability to determine a
mode of inheritance. Autosomal dominant with reduced
penetrance, autosomal recessive, multifactorial, unstable
DNA triplet repeats and a number of other combinations
have all been proposed. (3) The confounding effects of
drug or alcohol abuse and the potential for some neuro-
logical disorders to produce schizophrenic-like features
so complicating inclusion and exclusion criteria for
linkage studies.

In this discussion schizophrenia is considered a multi-
factorial disorder as the inheritance pattern is complex,

Box 4.1 The usefulness of twins in estimating
genetic versus environmental effects in
multifactorial traits.
Monozygotic (MZ) or identical twins develop follow-
ing division of a single fertilised ovum. Although 
each twin will start off with the same DNA content,
they may not be exactly 100% identical genetically
because of post-zygotic changes in the DNA, and epi-
genetic effects that might influence overall gene
expression. In contrast, dizygotic (DZ) twins result
from the fertilisation of two ova by different sperms.
Thus, on average, DZ twins share half of their nuclear
genes, which is comparable to non-twin siblings.
Generally, the environment shared by DZ and MZ
twins is similar. Thus, twins are a popular model to
assess the relative contributions of genes and envi-
ronment in disease. This type of approach in schizo-
phrenia research has been productive. Concordance
(both of the twins are affected or unaffected) has
shown that about 45% of MZ twins will both develop
schizophrenia. In contrast, the same risk for DZ twins
is about 15%. These results suggest that there is a
genetic component in pathogenesis of schizophrenia.
To counter the criticism that MZ and DZ twins may
not necessarily be exposed to a comparable environ-
ment (e.g., MZ twins share a single placenta in utero
and are more likely to be “closer” than their DZ coun-
terparts), a study in schizophrenia has looked at a
small number of MZ twins who were raised apart.
Concordance for the development of schizophrenia
was not reduced, thereby strengthening the genetic
association.
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and it is likely to involve a number of genes, each con-
tributing a relatively small effect. Gene/environment
interactions then determine the complete phenotype.
Suspected environmental effects include perinatal or
childhood brain injury and psychological stress. Since
clinical and biochemical studies had not provided clear
explanations for the genetics or pathogenesis of schizo-
phrenia, the next option was positional cloning.

Positional Cloning
An early clue where to start looking in the genome for
schizophrenia genes was provided when it was observed
in one family that two schizophrenic males were partially
trisomic for chromosome 5q11.2-q13.3. Therefore, DNA
polymorphic markers for this region were used in linkage
analysis. In 1988, LOD scores between 3–6 were
obtained in two British and five Icelandic families with
schizophrenia. The LOD score is a statistical measure of
the strength of a linkage and is described further in Figure
A.4. Thus, DNA studies were consistent with the cytoge-

netic observation and pointed to a schizophrenia gene in
association with chromosome 5q11-q13. However, sub-
sequent pedigrees have been investigated, and they have
failed to confirm the chromosome 5 findings. One initial
explanation was that schizophrenia is caused by a
number of mutations that involve other loci. Reassess-
ment of the chromosome 5 linkage studies with more
families and additional DNA probes has indicated that
the positive LOD score may have been a chance finding,
and the association between schizophrenia and chro-
mosome 5 was probably not significant.

Subsequently, many other loci have been implicated
in schizophrenia. The most promising have been on 
chromosomes 1, 6, 8, 12, 13 and 22. Genes at these loci
have now been shown to be strong candidates for the
development of schizophrenia (Table 4.4). Some success
in a complex multifactorial disorder such as schizophre-
nia has resulted from a strategy that combined the tradi-
tional positional cloning by linkage analysis with
association studies that focus on candidate genes in iden-
tified loci.

Table 4.4 Genes implicated in schizophrenia (from Gerber et al 2003; Harrison and Owen 2003)

Gene, metabolic pathway Locus Earlier linkage study Confirmed Mouse
focused attention to by others model
the gene region

RGS4 (regulator of G-protein signalling-4). Shown to be down- 1q21–22 Yes Yes No
regulated on microarray studies and is an inhibitor of the glutamate 
receptors (these are the predominant excitatory neurotransmitter
receptors in the mammalian brain).

DTNBP1 (dysbindin). Acts through the NMDA (N-methyl-D-aspartate) 6p22 Yes Yes No
receptors (NMDA represents one particular class of glutamate 
receptors).

NRG1 (neuregulin 1). Present in glutamatergic synaptic vesicles and 8p12–p21 Yes Yes Yes
involved with NMDA receptors. One haplotype with this gene 
increased two-fold the risk for schizophrenia.

PPP3CC. Gene that encodes the calcineurin g catalytic subunit. 8p21.3 Yes Recently Yes
Involved in both the dopaminergic pathway and the NMDA described
receptors, hence, a link between the dopamine and glutamine
theories for schizophrenia.

DAAO (D-aminoacid oxidase). See G72 for mode of action. 12q24 No No No
Although both are associated with increased risk for schizophrenia, 
a combination of risks for G72 and DAAO was shown to be 
synergistic.

G72. This gene and DAAO have key effects on the NMDA receptors. 13q34 Yes Yes No

COMT (catechol-O-methyltransferase). Although this gene directly 22q11 Yes Yes/Noa Yes
affects monaminergic neurotransmission, it is likely to have an
indirect effect also on other synaptic populations, including
glutamatergic ones.

PRODH (proline dehydrogenase). This gene potentially affects 22q11 Yes Noa Yes
glutamatergic synapses via several mechanisms.

a Both COMT and PRODH were suitable candidate genes for study because they resided within the region that is deleted in the genetic disorder
velocardiofacial syndrome. In this syndrome there is a high rate of psychosis.
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Pathogenesis

An early focus on the dopaminergic system as the basis
for schizophrenia (dopamine hypothesis) was based on
the observations that (1) Amphetamine abusers could
develop schizophrenia-like illnesses due to excess
dopamine release and (2) D2 (dopamine) antagonists
were effective in treating schizophrenia. The emphasis on
the dopaminergic system may, on retrospection, have
had a confounding effect. A refocusing was required
when recently discovered genes were shown to be
involved with the glutamatergic system. The glutamate
hypothesis for schizophrenia now implies that there is
reduced activity within the glutamate neurotransmitter
system, particularly due to malfunction of the NMDA (N-
methyl-D-aspartate) receptors. Glutamate transmission
plays a key role in neuronal development, neuroplastic-
ity and neuroexcitotoxicity, and each of these functions

is impaired in schizophrenia. Inhibition of the NMDA
receptors in normal volunteers induces a schizophrenia-
like illness. Although the dopamine hypothesis has not
been excluded (and indeed it may still play a role in some
forms of schizophrenia), molecular analysis in schizo-
phrenia has identified another, and potentially more
important, pathway.

Despite the difficulties in discovering genes for
complex genetic disorders, the example of schizophre-
nia illustrates that it is still appropriate to utilise molecu-
lar strategies to study these conditions since success will
eventually follow. Although there is still a lot to learn
about schizophrenia, the first major breakthroughs have
emerged in providing a better understanding of the
molecular basis for this important psychiatric disorder.
No doubt therapies that are directed to the glutamater-
gic system will soon be forthcoming to test further the
importance of this pathway in schizophrenia.

NOVEL MECHANISMS FOR DNA AND DISEASE

INTRODUCTION
Clinical genetics in the pre-molecular medicine era was
more straightforward, with a focus predominantly on
descriptive syndromes. Observations about genetic 
disorders could usually be grouped within the three 
traditional forms of inheritance: (1) autosomal dominant,
(2) autosomal recessive and (3) X-linked. The molecular
medicine era has progressed clinical genetics into a more
scientifically exact as well as a dynamic speciality, with
new modes of genetic inheritance being described. This
has been accompanied by an exponential increase in
knowledge of genetics and the DNA mechanisms
involved in pathogenesis. The traditional book and
journal resource is giving way to the computer and the
Internet to allow the new discoveries to be understood,
as well as accessed rapidly (Figure 4.3).

In addition to the QTLs in the inheritance of the
complex genetic disorders, other mechanisms need to be
considered. They involve novel DNA changes that can
influence the way a gene functions. Some examples
include mitochondrial DNA (mtDNA), genomic imprint-
ing and mosaicism. Epigenetics, another mechanism, will
be discussed in greater detail under Oncogenesis.

MITOCHONDRIAL INHERITANCE
The nucleus is not the only organelle in eukaryote cells
that contains DNA. Mitochondria have their own genetic
material in the form of a 16.6kb double-stranded 
circular DNA molecule. mtDNA is characterised by a 
high mutation rate (5–10 times that of nuclear DNA), 
few non-coding (intron) sequences, a slightly different 

genetic code and maternal inheritance. The last occurs
because spermatozoa make a negligible contribution 
to the conceptus in terms of mitochondrial DNA 
(Table 4.5).

Mutations in mtDNA produce their effect through a
deficiency in the respiratory chain that comprises five
enzyme complexes within the inner mitochondrial mem-
brane. Defects in the respiratory chain affect a number
of cellular processes, including (1) production of ATP, (2)

Table 4.5 Differences between nuclear DNA and 
mitochondrial DNA

Mitochondrial Comments
DNA (compared 
to nuclear DNA)

High mutation rate Due to (1) lack of protective histones, (2) 
few DNA repair systems, and (3) the 
generation of oxygen-free radicals from 
the respiratory chain

Genetic structure mtDNA does not have introns or display 
asexual segregation (i.e., recombination 
does not occur between mtDNA)

Unique genetic code UGA = tryptophan (stop codon in nuclear 
DNA)
AGA and AGG = stop codons (arginine in 
nuclear DNA)
AUA = methionine (isoleucine in nuclear 
DNA)

Input to mtDNA This makes inheritance patterns for 
function occurs mtDNA disorders difficult to predict
from both nuclear 
and mtDNA genes
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apoptosis, (3) production of reactive oxygen species and
(4) cellular oxidation and reduction. Each of the five res-
piratory chain complexes is made up of several protein
subunits encoded by both nuclear DNA and mtDNA.
Therefore, the inheritance patterns for mtDNA disorders
can be complex because they can be autosomal reces-
sive, autosomal dominant or X-linked (if the key respira-
tory chain gene is coded by nuclear DNA) or maternal
in inheritance (if the respiratory chain gene is entirely
mtDNA in content). As well as respiratory chain specific
mutations, genes involved in mtDNA replication and
transcription as well as protein import and assembly are
encoded by nuclear DNA, but mutations in them can
produce a mtDNA phenotype.

Mitochondrial DNA and Genetic Disease
It is only since 1988 that some genetic disorders—
particularly those affecting organs with high energy
requirements such as the brain and skeletal and heart
muscles—have been proven to result from mutations 
in mitochondrial DNA. Although it was suspected that
mitochondria were involved on the basis of maternal
inheritance, biochemical abnormalities and abnormal

morphology on microscopy, definitive proof required
DNA characterisation.

Features that suggest a mitochondrial DNA origin for an
underlying disease are (1) Maternal inheritance; i.e., both
males and females can be affected, but the disorder is
transmitted only by females. (2) The pathophysiology
involves defects in respiratory chain function (i.e., energy
production); therefore, likely diseases for which there
might be a mtDNA origin include encephalopathies,
myopathies and cardiomyopathies. (3) There can be vari-
able expression in affected individuals. This is explained
on the basis that each mitochondrion contains 2–10 DNA
copies, and in each cell there can be 1000–10000 mtDNA
copies. The mtDNA molecules in each cell are usually
identical (called homoplasmy). However, if there are
mutated mtDNA species, different proportions of the wild-
type to mutant mtDNA can be found in each cell and
tissue. This is called heteroplasmy—the finding of a
mixture of mutant and wild-type mitochondrial DNA
species in the same cell. (4) Tissues will be affected differ-
entially on the basis of their energy requirements. Thus, the
central nervous system, skeletal and cardiac muscle fibres
are at highest risk. In addition, tissues with a high mutant-
to-normal mtDNA ratio are more likely to be affected.

Autosomal
recessive

Autosomal
dominant

Autosomal
dominant

X-linked

X-linked

Unstable
DNA

Epigenetic
effects

Autosomal
recessive

Fig. 4.3 The complex ways in which DNA can influence genetic inheritance and the phenotype have necessitated a move from
the traditional paper source of information to the computer.
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The types of mutations in mtDNA range from deletions
to duplications to single base changes. It is interesting
that the more severe mutations demonstrate hetero-
plasmy since they would otherwise be lethal. Because of
their effect on reproductive fitness, these mutations are
very heterogeneous, suggesting independent origins. On
the other hand, the milder point mutations can be found
in all cells, i.e., homoplasmy. Examples of some genetic
disorders that arise from mtDNA defects (as well as
nuclear DNA defects that mimic the mitochondrial 
phenotype) are given in Table 4.6.

The list of mitochondrial DNA-associated defects has
grown considerably as PCR allows the mitochondrial
genome to be studied with greater ease. Previously, the
heterogeneity of the clinical phenotypes and the diffi-
culty in using conventional biochemical approaches for
study of mitochondria meant that there was little under-
standing of aetiology or pathogenesis. Even DNA tech-
nology before the availability of PCR was demanding
since large quantities of a tissue rich in mitochondria
(e.g., the placenta) were required to enable sufficient
DNA to be isolated for use in a technique such as South-
ern blotting (see the Appendix). However, all this has
changed with PCR, and strategies can be developed that
allow the 16.6kb genome to be amplified in segments
using blood as a source of mitochondrial DNA. These
segments are then screened for mutations by methods
such as dHPLC (see the Appendix). Fragments showing
differences in nucleotide bases are confirmed to be
abnormal by DNA sequencing. Alternatively, amplified
fragments can be sequenced directly.

Mitochondrial DNA and Ageing

The mutation theory of ageing is based on DNA (partic-
ularly mtDNA with its higher mutation rate than nuclear
DNA) undergoing continuous damage from environ-
mental agents such as UV light, radiation and chemicals,
as well as endogenous agents such as free radicals and
reactive oxygen species that are by-products of the
normal metabolic processes in cells. This damage in
nuclear DNA is repaired by a number of repair systems
(see Table 3.6), but there are fewer of them in mito-
chondria. Therefore, ageing is considered to result from
a net accumulation of mutations with time, and these
mutations eventually cause permanent damage. mtDNA
is particularly susceptible to this form of damage, and so
contributes to the ageing process as it gradually accu-
mulates mutations. High energy–dependent organs such
as the brain are particularly at risk. Unlike the genetic
effects described earlier, these changes are somatic in
origin, and not passed on to the next generation; i.e., they
would appear as sporadic disorders.

Although mtDNA is implicated in the ageing process,
it has only recently become apparent that mtDNA genes
can also prolong life. Using the C. elegans worm model,
a genomics approach comprising microarrays and RNA
interference (RNAi) was utilised to identify longevity
genes (see RNA Interference in Chapter 2; Microarrays in
Chapter 5) considered to reside within the worm’s chro-
mosomes I and II (a total of more than 5000 genes). RNAi
was introduced into the C. elegans when the worms 
ate bacteria containing the RNAi. The effects of gene 

Table 4.6 Some examples of mtDNA genetic disorders (Graff et al 2002)

mtDNA defect Disease Clinical phenotype DNA mutation(s)

Complex V respiratory Leigh’s syndrome Severe progressive encephalopathy Similar phenotype whether caused by
chain mutations in children (milder in adults) mtDNA or nuclear DNA mutation—

common feature involves energy
metabolism. Severity related to the 
proportion of mutant/normal mtDNA
species, i.e., heteroplasmy.

Complex I respiratory Leber’s hereditary optic Causes blindness, predominantly in Three common missense mutations 
chain mutations neuropathy young males (although reduced involved. Generally associated with

penetrance; i.e., most carriers never homoplasmy (i.e., these are mild 
become blind) mutations).

mt-tRNA gene (tRNAlys) Myoclonus epilepsy and Myoclonus epilepsy, mental Inhibits mitochrondrial protein synthesis 
ragged red fibres retardation, ataxia, tremor, muscle and causes a respiratory chain deficiency.
syndrome (MERRF) atrophy

mt-tRNA gene Myopathy, encephalopathy, Seizures, episodic vomiting and Heteroplasmic A3243G missense change 
(tRNALeu(UUR)) lactic acidosis, stroke-like repeated cerebral episodes causing common defect.

episodes hemiparesis, hemianopia or
cortical blindness

mtDNA rearrangements Kearns-Sayre syndrome Ophthalmoplegia, ptosis, retinal Deletions/duplications in mtDNA. Usually
degeneration, ataxia, heart block heteroplasmic and include at least one 

tRNA gene.
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inhibition brought about by the RNAi was monitored
through microarrays. A number of worms had their life
span extended with the RNAi treatment. From these, it
could be shown that mtDNA genes were implicated in
the induced longevity. For example, a mutation turning
off one of the tRNA synthetase genes had a marked effect
on the worm’s life span.

Interest has now shifted to the insulin-like signalling
pathway and daf-2, a key gene in promoting longevity in
C. elegans (Box 4.2). To investigate further the role of daf-
2, the same RNAi and microarray approach was used to
inactivate about 93% of the C. elegans genes. Down-
regulated genes were detected through microarrays. For

the worms with an extended life span, it was possible to
classify the genes involved into three categories: (1) Stress
genes; i.e., in prolonging life, this pathway works through
enhanced repair mechanisms. (2) Antimicrobial response
genes. This makes sense since worms feed on bacteria,
and eventually they are killed by the bacteria. (3) A whole
range of genes involved in metabolism. Probably the
most important observation was that the three distinct
pathways contributing to the worm’s life span could all
be linked back to the daf-2 gene, which is now shown
to be a key regulator of longevity but working through
many different downstream effects.

GENOMIC IMPRINTING
Contrary to Mendel’s original theory that genes from
either parent have equal effect, it is now clear that
expression of a few genes is dependent on their parent
of origin. The mechanism involved is called genomic (or
genetic) imprinting, which refers to the differential effects
of maternally and paternally derived chromosomes or
segments of chromosomes or genes. Genomic imprinting
implies that during a critical time in development, some
genetic information can be marked temporarily so that
its two alleles undergo differential expression. The criti-
cal period is considered to be the time of germline for-
mation. Imprinting can be erased or re-established in the
germ cells of the next generation (Figure 4.4). Approxi-
mately 50 imprinted genes have now been identified in
the human and mouse.

Going hand in hand with imprinting is the concept of
epigenetics (introduced in Chapter 2). Epigenetics refers
to the regulation of gene expression without altering the
nucleotide sequence. Epigenetic regulation is important
in a number of human diseases, including multifactorial
diseases, complex syndromes and cancer. The allele-
specific expression of imprinted genes is accomplished
by allele-specific epigenetic modifications (for example,
cytosine methylation, methylation or acetylation of his-
tones). An imprinted locus will be inherited along
mendelian lines, but this will not be apparent until it is
seen that the expression pattern for that locus is depen-
dent on the parent of origin (Figure 4.5). Imprinting plays
a fundamental role in normal development during
embryonic and postnatal life (see Chapter 7 for further
discussion). In addition, imprinting is involved in brain
function and behaviour. In cancer, the imprinting pattern
in tumours can be disturbed. Since imprinting means that
one of two alleles is normally inactive (imprinted), it
follows that a mutation in the remaining allele can lead
to genetic disease because neither gene is now express-
ing. However, if the mutation affects the imprinted allele,
there will be no clinical consequence because the
imprinted allele does not express. In the latter scenario,
a mutated imprinted allele causes no immediate
problem, but it may do so in subsequent generations if

Box 4.2 The genetics of ageing (Arantes-
Oliveira et al 2003; Murphy et al 2003).
Single genes associated with longevity are very rare
and involve few families. The hereditable component
of ageing is considered to be modest—at best about
40% based on twin studies. The ageing process is pre-
dominantly influenced by the environment and life
styles. However, in animal models, it has become
possible to identify genetic factors that influence
ageing. In the worm C. elegans, it has been shown
that mutations in genes such as daf-2, age-1 and pdk-
1 (genes that are involved in the insulin-like signalling
pathway) are associated with life that can be pro-
longed by 2–3 times. Daf-2 in the worm is the homo-
logue of the mammalian IGF1 (insulin growth factor
1) receptor gene, and it normally has a protective
effect because it is inactivated during periods of
famine, thereby extending the worm’s survival by
allowing it to enter a quiescent phase. Another way
to extend the worm’s life span is to remove the pre-
cursor germ cells. This effect is not considered to work
because it creates a sterile worm, but because of
altered endocrine signalling. Another manipulation
with the worm is to use an RNAi (RNA interference)
approach to reduce the effect of daf-2 further than
would be possible with a mutation in the gene. When
this was done, a 20-day mean life span for wild-type
worms was extended up to 124 days. What has been
observed in the worm is relevant to mammals through
the consistent observation that caloric restriction 
will prolong life (and improve health) across many
species, including mammals. This is now thought 
to work through pathways downstream or related 
to insulin-like signalling. The insulin-like signalling
pathway itself regulates free radical protection, lipid
metabolism, reproduction and ageing. The quality of
life for RNAi-mutated long-living worms was also
assessed. Some worms displayed a youthful longevity,
whereas a second group had various degrees of
lethargy, indicating that extreme longevity might be
obtainable but at a metabolic cost.
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the imprint is reset because it has now been transmitted
by a parent of the other sex.

Disorders Involving Imprinting
Two rare syndromes with overlapping but different phe-
notypes have been localised by cytogenetic analysis to
the same region on chromosome 15q11-q13. The two are
Prader-Willi syndrome and Angelman’s syndrome. Fea-
tures of these disorders are summarised in Table 4.7. The
aetiology of both remained unknown until cytogenetic
and then molecular analysis identified atypical modes of
genetic inheritance. It is now considered that distinct but

adjacent segments of chromosome 15q11-q13 are criti-
cal for normal development. Loss of the paternal segment
of this chromosome region affecting a number of pater-
nally expressed genes (including SNRPN, NDN,
MAGEL2 as well as a cluster of paternally expressed
small nucleolar RNAs) leads to the Prader-Willi syn-
drome. In contrast, loss of the maternal segment (con-
taining the UBE3A gene, which is expressed from the
maternal allele in certain parts of the brain) produces
Angelman’s syndrome; i.e., the two syndromes exhibit
oppositely imprinted chromosomal segments.

+ +

+ +

+
Mature
germ
cells

Immature
germ
cells

Offspring

+

Parents

expressed gene
imprinted gene

imprinting erased

Fig. 4.4 Imprinting of genes in males and females.
Not all genes are equally expressed in males and females. The
example given shows a gene that is active only when it is
inherited from the female (the gene derived from males is
inactive or imprinted). The imprint is erased in the immature
germ cells and then re-established in a parent-specific manner
as the germ cells mature. The imprint established in the
germline is then maintained with each cell division. In
somatic cells this imprint is reflected by differential levels of
expression between the two alleles. Progeny inherit the
appropriate imprinting pattern. Read more about imprinting
during germ cell development in Chapter 7.

Fig. 4.5 Hypothetical pedigrees illustrating imprinting
(parent of origin effect).
An imprinted locus is inherited in a normal manner, but the
expression of the two alleles will depend upon the parent of
origin. Top: The paternal allele is inactive (imprinted). There
will be no expression of the mutant allele when transmitted by
the father. For the mutant gene to express its phenotype, it
must pass through the maternal line. Bottom: In this case, the
maternal allele is inactive (imprinted), and the disease
phenotype becomes apparent only after paternal transmission
of the mutant allele. In both cases, carriers (indicated with a
dot in the circle or square) have normal phenotypes but can
transmit the trait depending on their sex. There are equal
numbers of affected and unaffected males and females in each
generation.
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Imprinted genes are not randomly distributed across
the genome. Indeed, many such genes are clustered, sug-
gesting that the regulation of imprinting may be based on
a domain-like structure. This is now confirmed with an
imprinting control element located in the chromosome
15q11-q13 region, and controlling in cis (cis—a region
of a gene or nearby locus that affects its function) the
nearby Angelman’s syndrome and Prader-Willi syndrome
genes via methylation, chromatin folding and gene
expression. More recently, a number of non-translated
RNA species have been identified within the imprinted
regions, suggesting that they may also be playing a role
in the regulation of imprinting. One such non-translated
RNA is snoRNA (sno—small nucleolar).

Molecular (DNA) Diagnosis and Counselling
Imprinting is more accurately detected, and its implica-
tions have become better understood with the utilisation
of molecular technology. This has enabled accurate
assessment of the parental origin for chromosomal abnor-
malities such as deletions, aneuploidies or uniparental
disomies (see the next section for further description of
uniparental disomy). For DNA diagnostics in disorders
such as Prader-Willi and Angelman’s syndromes, the
initial DNA test determines the methylation status of the
imprinting region. This highly reliable test does not define
the underlying defect. Further DNA analysis is required
for this purpose. Counselling issues in both Prader-Willi
syndrome and Angelman’s syndrome are complex but
important because the parents will invariably want to
know the risk of recurrence of these conditions. Gener-
ally, in Prader-Willi syndrome the risk is low if the
primary defect is a de novo deletion or uniparental
disomy. In Angelman’s syndrome, counselling is more
complex because a wider range of genetic defects can
be involved, including cases in which the underlying
defect is not known. Generally, risks are low if there is a
de novo deletion or uniparental disomy. Because both
syndromes are rare and involve complex genetic abnor-
malities, counselling and DNA diagnosis should be
undertaken by specialised health professionals.

Uniparental Disomy
Uniparental disomy occurs when two copies of a chro-
mosome are inherited from one parent, and nothing is
inherited from the other parent. There are two types of
uniparental disomies: (1) isodisomy—both chromosomes
from the one parent are identical copies and (2) het-
erodisomy—the two chromosomes represent different
copies of the same chromosome. Uniparental disomy 
has been reported in both Prader-Willi syndrome and
Angelman’s syndrome. Cytogenetic analysis will not
detect uniparental disomy because the chromosomal
numbers are preserved. It requires molecular analysis to
show that the two chromosomes originated from the
same parent. Since the chromosomal (and gene) content
is not changed in uniparental disomy, disease will occur
only if the chromosome involved in the disomy contains
imprinted genes. Thus, Prader-Willi syndrome will
develop if uniparental disomy leads to the presence of
two maternal copies for chromosome 15. Another mech-
anism leading to genetic abnormalities with uniparental
disomy involves isodisomy if the two identical chromo-
somes each carry the same recessive mutation (see cystic
fibrosis following).

Uniparental disomy is not unique to chromosome 15.
Cystic fibrosis occurring in the case of a carrier mother
but normal father has been explained by uniparental
disomy. In this situation, non-paternity was excluded,
and it was shown that affected children had inherited 
two copies of the mutant chromosome from their carrier
mothers; i.e., isodisomy had occurred. It is noteworthy
that the cystic fibrosis phenotype was also associated
with developmental abnormalities, e.g., moderate to
severe intrauterine and postnatal growth retardation.
Thus, it is possible that paternally derived gene(s) 
located on chromosome 7 are required for normal 
development.

There are three explanations for uniparental disomy.
They involve fertilisation with disomic (diploid content)
or nullisomic (no chromosomal content) gametes (Figure
4.6). The pathway leading to a trisomic conceptus is con-
sidered to be the more likely since chromosome 15 is

Table 4.7 Clinical, cytogenetic and DNA features of Prader-Willi syndrome and Angelman’s syndrome

Feature Prader-Willi syndrome Angelman’s syndrome

Clinical Obesity, short stature and mild mental retardation, Ataxia, hyperactivity, epilepsy, lack of speech, severe
behavioural problems. mental retardation but happy disposition.
Characteristic facies, small stature, hands and feet. Characteristic facies.
Hypo-gonadism.
Floppy and feeding problems in the newborn period. Can be floppy at birth.

Incidence 1 in 10000 to 1 in 15000. 1 in 10000 to 1 in 40000.

DNA Paternal deletion 73%, maternal uniparental disomy 25%, Maternal deletion 70%, paternal uniparental disomy 2%, 
imprinting mutation 2%, other rare. imprinting region mutation 5%, UBE3A mutation 10%, and

unknown 13%.
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one of the more frequent trisomies associated with spon-
taneous miscarriages. If trisomy were to follow from 
non-disjunction (uneven division of chromosomes during
meiosis), a viable disomic conceptus is possible only if
one of the three chromosomes is lost. If this were to
occur, one third of the concepti will have the two remain-
ing chromosomes originating from the same parent. Thus,
one mechanism for the Prader-Willi syndrome is mater-
nal non-disjunction giving a trisomic conceptus, which
is rescued when the paternal chromosome is lost.

MOSAICISM
Mosaicism refers to the presence in an individual (or a
tissue) of two or more cell lines that differ in genotype or

chromosomal constitution but have been derived from a
single zygote. Mosaicism is the result of a mutation that
occurs during embryonic, fetal or extrauterine develop-
ment. Mosaic cellular populations can arise from 
mutations in nuclear or mtDNA in post-zygotic cells, 
epigenetic alterations in DNA and numerical or structural
abnormalities in chromosomes. All these alterations can
proceed from normal to abnormal or vice versa. The time
at which the defect arises will determine the number 
and types of cells (somatic and/or germ cells) that are
affected. It is likely that mosaicism will be found in all
large multicellular organisms to some degree. Mosaicism
is now able to be studied in a greater number of cir-
cumstances and in more depth because DNA techniques
allow an accurate genotypic assessment of multiple
tissues. In this way the identity of individual cells can be
established.

In contrast to mosaicism is chimaerism. This refers to
the presence in an organism of two or more cell lines
that are derived from different zygotes. During embyro-
genesis, cells from two distinct embryos can mix; e.g.,
dizygotic twins could do this because of intra-uterine
transfusion of cells from one twin to the other. It would
be expected that this type of chimaerism would lead to
immunological tolerance following a graft from one twin
to the other. A more common example of chimaerism is
an allogeneic organ transplant.

Chromosomal Mosaicism
Females are examples of chromosomal mosaicism since
there will be random inactivation of one of the two X
chromosomes in all tissues. As mentioned in Chapter 3,
this can complicate carrier testing for X-linked genetic
disorders. It should also be noted that X-inactivation is
not complete since regions on the X chromosome are
spared, e.g., the pseudoautosomal region on the end of
the short arm. Thus, normal females do not have the phe-
notype of Turner’s syndrome in which one of the two X
chromosomes is missing. Both Turner’s syndrome (45,X)
and Down’s syndrome (trisomy for chromosome 21) have
had chromosomal mosaicism demonstrated by cytoge-
netic analysis of cultured lymphocytes. In fact, a con-
ceptus with Turner’s syndrome probably survives to term
only when a coexistent normal cell line is also present.
Thus, chromosomal mosaicism explains why an aneu-
ploid fetus can survive to term if a normal cell line is
present in the placenta. The common autosomal tri-
somies involving chromosomes 13, 18 and 21 are some-
times found as somatic mosaics. In nearly all cases, the
zygote is initially completely trisomic, but the loss of one
of the trisomic chromosomes produces a normal cell line
that persists in the embryo.

A number of explanations for chromosomal mosaicism
are observed at prenatal diagnosis: (1) maternal 
contamination of sampled tissue, (2) laboratory artefact,
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Fig. 4.6 Three ways in which uniparental disomy can 
occur.
Gametes are depicted as circles; zygotes, as triangles. A
chromosome is shown as a bar; it is present as one copy
(monosomy—the normal situation), two copies (disomy) and
no copies (nullisomy). (1) One gamete has two copies of a
chromosome, and the other has no copies. This situation can
arise following non-disjunction. Fertilisation between these
two gametes would produce the normal diploid number, but
both chromosomes have come from the one parent, i.e., either
iso- or heterodisomy. (2) Fertilisation in this case is between a
disomic gamete and a normal monosomic one. The zygote is
trisomic and is unlikely to survive unless one of the three
chromosomes is lost. By chance (33% of the time), the one
lost will have come from the normal gamete; i.e., the zygote
is again diploid for that chromosome, but both originate from
the same parent. (3) A third scenario involves fertilisation
between a normal gamete and a nullisomic one. One way for
the zygote to survive involves duplication of the single
chromosome. In this case, uniparental isodisomy results. The
mechanism depicted in (2) is considered the most likely since
trisomy has been reported in chorionic villus samples, but the
newborn has Prader-Willi syndrome secondary to uniparental
disomy. The initial trisomic situation is corrected, which
allows the fetus to survive, but at a cost because disomy
results.
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(3) confined placental mosaicism and (4) true fetal
mosaicism. Chromosomal mosaicism usually results from
non-disjunction occurring in an early embryonic mitotic 
division, leading to the persistence of more than one 
cell line. With early fetal sampling made possible by
chorionic villus biopsy, it has become apparent that 
chromosomal mosaicism affecting the placenta occurs
more frequently than previously considered (~1–2% of 
samples). Chromosomal mosaicism confined to the pla-
centa can produce false diagnostic results particularly in
karyotypes obtained from chorionic villus sampling.
Retarded intrauterine growth in a fetus with a normal
karyotype may result from aneuploidy (the addition or
subtraction of single chromosomes) confined to the 
placenta.

Somatic Cell Mosaicism
Mitotic errors at the DNA copying stage can give rise to
mutations in single human genes. The clinical effect of
somatic mosaicism depends on when the mutation arose
and in what cell types. Somatic mutations that occur as
early events in development will give rise to a more 
generalised disease phenotype. On the other hand, a late
onset will manifest by localised or segmental disease
because only some cell lines are affected. Clues to the
presence of mosaicism may come from the finding in
sporadic genetic disorders of marked tissue dysplasia,
which is patchy in distribution. Alternatively, mild phe-
notypic manifestations in a person with an apparent
spontaneous single gene mutation or a mild phenotype
in an individual whose offspring or parent is severely
affected may represent examples of somatic cell
mosaicism (Table 4.8).

Germinal Mosaicism
From animal studies it has been estimated that the pro-
portion of mosaicism in germ cells can vary from a few
percent to 50%. Animal studies have also shown that
germline cells separate from somatic cells at an early
stage in development. Therefore, post-zygotic mutations
that give rise to mosaicism can affect either somatic cells,
germ cells or occasionally both.

Germinal mosaicism is one explanation why parents,
who are apparently normal on genetic testing, can have
more than one affected offspring with an X-linked or
dominant genetic disorder (e.g., X-linked: Duchenne
muscular dystrophy, haemophilia A or B; and autosomal
dominant: osteogenesis imperfecta, tuberous sclerosis,
achondroplasia, neurofibromatosis type 1). Therefore, the
suspicion of germ cell mosaicism means that recurrence
of a genetic disorder needs to be considered when 
individuals are being counselled. Germinal mosaicism
affecting sperm has been sought using PCR. Normal DNA

Table 4.8 Some Mendelian disorders associated with somatic
mosaicism (Youssoufian and Pyeritz 2002)

Class of disorder Examples

Metabolic Lesch-Nyhan syndrome, tyrosinaemia 
type I

Immune dysfunction Wiskott-Aldrich syndrome, adenosine 
deaminase deficiency

Clotting Haemophilia A and B

Skeletal Marfan’s syndrome

Muscular Duchenne muscular dystrophy, congenital 
myotonic dystrophy

Tumour suppressor Neurofibromatosis types 1 and 2, 
tuberous sclerosis

Nervous system Friedreich’s ataxia
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Fig. 4.7 Hypothetical pedigrees demonstrating somatic and
germinal mosaicism identified by DNA testing.
N = normal; M = mutant. Open symbol = normal phenotype;
filled symbol = affected phenotype. Top: DNA testing shows in
the peripheral blood lymphocyte that all individuals have only
the normal DNA marker. However, biopsy of abnormal tissue
(e.g., skin) in the affected person shows that the DNA pattern
here is different, and a mutant band is also present, i.e.,
somatic mosaicism. Bottom: This pedigree illustrates two
affected individuals with an autosomal dominant disorder but
phenotypically normal parents. DNA markers in the peripheral
blood confirm that the two offspring have the genetic disorder.
Examination of sperm DNA from males shows that the father
of the two affected individuals has germinal mosaicism,
because some of the sperm have the DNA mutation. The
proportion of affected sperm could be estimated by comparing
the intensities for the normal and mutant DNA bands.
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patterns obtained from somatic cells, such as peripheral
blood, are compared with sperm DNA patterns. The latter
would show both normal and mutant DNA forms if there

is germline mosaicism. From the frequency of the mutant
form, a theoretical recurrence risk can be estimated
(Figure 4.7).

ONCOGENESIS

INTRODUCTION
“Cancer is essentially a genetic disease at the cellular
level” (W Bodmer, 1994). Evidence for a genetic com-
ponent in cancer includes

• Increased risk for tumour development is seen in those
with a genetic defect in DNA repair.

• Chemicals or physical agents that mutate DNA also
elicit tumours in animals.

• Some structural chromosomal rearrangements in the
germline predispose to tumour development.

• Somatically acquired mutations in the DNA of tumour
cells can resemble those seen in familial cancers.

• The malignant phenotype can be conferred on normal
cells by gene transfer studies with oncogenes.

• The malignant phenotype can be induced in vivo by
gene manipulation in transgenic mice.

For many years, tumourigenesis was hypothesised to rep-
resent a multistep process. However, it was only with the
application of recombinant DNA techniques that evi-
dence for this became available. It is now possible to
identify molecular (DNA) changes responsible for the ini-
tiation, promotion and progression of cancers. The ability
to define mutations at the DNA level has enhanced the
accuracy of diagnosis. Therapeutic options based on our
knowledge of the DNA changes in cancer are now being
attempted.

An individual’s response to cancer is complex. It
involves a number of factors such as the state of the
immune system, nutrition and well-being, the extent of
disease, response to treatment, and the development of
drug resistance. In addition, genetic changes involve
oncogenes, tumour suppressor genes, apoptotic genes,
repair genes and epigenetic modifications to DNA. Just
as was described for the genetic disorders, cancers
demonstrate two distinct inheritance patterns: (1) rare but
high penetrance cancers, for example, the familial ade-
nomatous polyposis described in Chapter 3, Mendelian
Genetic Traits, and (2) common but low penetrance
cancers likely to represent multifactorial disorders. It is
the latter category that will be discussed in this chapter.

Cancer is very heterogeneous in its presentation, clin-
ical types, biologic progression and treatment options.
These features would make anyone pessimistic that it will
ever be completely controlled. However, there is increas-
ing optimism that at the molecular level, there are start-
ing to be seen shared pathways in some cancers, thereby

allowing a better understanding of pathogenesis and new
opportunities for drug design. For example, there are a
number of common breakdowns in normal cell function
in cancers. They include (1) genomic instability, (2)
uncontrolled and sustained proliferation, (3) lack of dif-
ferentiation, (4) defective apoptosis and (5) potential to
invade (metastasise). As well as the common defects, a
series of genes play a normal role in the cells’ functions.
It is only when these genes are mutated through genetic
inheritance or somatic changes that they become car-
cinogenic. Although there seems to be a large number of
genes, they fall into a limited number of classes, and the
same genes play a role in many cancers.

Some of the nomenclature in molecular oncology
needs to be defined. Oncogenes (onkos—the Greek 
word for mass or tumour) are genes associated with 
neoplastic proliferation following a mutation or pertur-
bation in their expression. Oncogenes have normal
counterparts in the genome called proto-oncogenes.
They play an essential physiological role in normal cel-
lular growth control. v-onc and c-onc are abbreviations
for oncogenes found in retroviruses (v) and their cellular
equivalents (c). Tumour suppressor genes are genes that
also play a role in normal cellular proliferation and dif-
ferentiation. Loss or inactivation of tumour suppressor
genes can lead to neoplastic changes. Transformation
refers to the acquisition by normal cells of the neoplas-
tic phenotype. Signal transduction describes the transfer
of signals from extracellular factors and their surface
receptors by cytoplasmic messengers to modulate events
in the nucleus.

ONCOGENES

Retroviruses
The initial observation implicating viruses and cancer
came in 1910 when P Rous demonstrated that a filter-
able agent (virus) was capable of inducing cancers in
chickens. Fifty-six years later, he was awarded a Nobel
Prize for this work. Retroviruses have since been identi-
fied as the cause of cancers in many species, including
mammals, although much less frequently in humans. The
relevance of the retroviruses to human cancers remained
unclear until appropriate investigative tools became
available. These tools included the availability of gene
transfer studies and more recently the potential to 
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identify mutations affecting DNA or chromosomes, as
well as the development of transgenic mouse models.

The RNA tumour viruses (retroviruses) provided the
first proof that genetic factors can play a role in carcino-
genesis. Retroviruses have three core genes (env, gag—
coding for structural proteins—and the third, pol, which
codes for reverse transcriptase; Figure 4.8). As discussed
earlier (Chapter 2, Figure 2.2) reverse transcriptase is an
enzyme that allows RNA to be converted into cDNA. In
this way, the retrovirus can make a DNA copy of its RNA,
which can then become incorporated into the host’s
genome (Figure 4.9). A fourth gene gives retroviruses the
ability to induce tumour growth in vivo or to transform
cells in vitro. In the latter situation, cells lose their 
normal growth characteristics and acquire a neoplastic
phenotype. An example of this would be loss of contact
inhibition so that instead of growth in a single cell layer
in vitro, there is unregulated proliferation into clumps.
Retroviral DNA sequences responsible for transforming
properties are called viral oncogenes (v-onc). Names are
derived from the tumours in which they were first
described—for example, v-sis, Simian sarcoma virus; v-
abl, murine Abelson leukaemia virus; v-mos, Moloney

sarcoma virus; v-ras, rat sarcoma virus; but v-src is from
virus sarcoma-producing.

Viral oncogenes have cellular homologues called cel-
lular oncogenes (c-onc). The term “proto-oncogene” was
coined to describe cellular oncogenes that do not have
transforming potential; i.e., they do not form neoplasms
in their native state. There are many proto-oncogenes.
Their roles in terms of cellular growth control are
complex and may involve interactions between a number
of the proto-oncogenes. The sites or modes of action of
proto-oncogenes can be divided into (1) growth factors,
(2) receptor tyrosine kinases, (3) signalling—through
membrane tyrosine kinases or transduction and (4) tran-
scription factors (Table 4.9).
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Fig. 4.8 The structure of a retrovirus.
(1) RNA tumour viruses (retroviruses) have an RNA genome.
This RNA has two features of eukaryotic mRNA, i.e., a capped
5¢ end and a poly-A tail at the 3¢ end. Retroviral RNA codes
for three viral proteins: (i) a structural capsid protein (gag),
which associates with the RNA in the core; (ii) the enzyme
reverse transcriptase (pol); and (iii) an envelope glycoprotein
(env), which is associated with the lipoprotein envelope of the
virus. (2) Transforming retroviruses have an oncogene. In the
example here, the oncogene is that of the Rous sarcoma virus
(src). (3) Retroviruses are so named because they have an
RNA genome and are able to replicate through formation of
an intermediate (provirus), which involves integration of the
retroviral genome into that of host DNA. The provirus has
LTRs (long terminal repeats) on either side of the RNA genes.
The LTRs are several hundred base pairs in size and insert
adjacent to smaller repeats derived from host DNA.
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Fig. 4.9 Life cycle of a retrovirus.
(1) The envelope protein enables the retrovirus to bind to the
surface of host cells on infection. (2–5) Double-stranded DNA
derived from viral RNA and the action of reverse transcriptase
is required before the retroviral genome can be integrated into
that of the host. (6–8) The provirus formed replicates to
produce mature viral particles, which are extruded from the
cell by non-lytic budding.
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Oncogene Activation
From molecular studies, a number of mechanisms have
been shown to disrupt proto-oncogenes, leading to
uncontrolled cell division. These mechanisms include

(1) Chromosomal translocation: Changing the positions
of oncogenes within the human genome can alter
their function. A way to do this is through a translo-
cation, i.e., the movement of a segment of a chro-
mosome to another chromosome. Chromosomal
breakpoints that produce the Philadelphia chromo-
some found in chronic granulocytic leukaemia
involve a translocation of the c-ABL oncogene on
chromosome 9 to a gene on chromosome 22, which
is called the breakpoint cluster region or BCR (Figure
4.10). The hybrid BCR-ABL transcript produces a
novel protein with tyrosine kinase activity. Transgenic
mice that express the BCR-ABL fusion gene develop
lymphoblastic leukaemia or lymphoma.

(2) Gene amplification: Amplified c-myc sequences 
have been described in a number of human cancers.
In neuroblastoma, a childhood tumour, the N-MYC
gene may become amplified up to 300 times.

(3) Point mutations: Single base changes in the DNA
sequence of proto-oncogenes have been consistently
observed in the different ras genes. A wide range of
malignancies demonstrate ras mutations. It is note-
worthy that the sites for mutations in ras are limited
to codons 12, 13 and 61, which are located within
the regions that code for binding of GTP/GDP. There-
fore, failure by ras to convert the active complex
(GTP-ras) to inactive (GDP-ras) would produce an
excess of stimulatory activity leading to unregulated
cellular proliferation.

(4) Viral insertion: Another mode by which proto-
oncogene function can be perturbed is through 
insertion of viral elements. An example of this is
thought to occur with the hepatitis B virus and 
hepatocellular carcinoma.

TUMOUR SUPPRESSOR GENES
The identification of proto-oncogenes and oncogenes in
the pathogenesis of cancer was an exciting development
in molecular medicine. However, results from in vitro
and in vivo studies were not always consistent, and only

Table 4.9 Functional classes of oncogenes and tumour suppressor genes

Class General function Examplesa Specific action

Growth factors Act via cell surface receptors to induce cellular SIS Codes for the b chain of the platelet derived
division. growth factor (PDGF).

Receptor tyrosine Binding to their membrane receptors is the first erbB family ERBB1—epidermal growth factor receptor 1;
kinases step in delivery of mitogenic signals to the cell’s ERBB2 (or HER-2/neu)—epidermal growth

interior to initiate cell division. factor receptor 2.
FMS Receptor for colony stimulating factor 1.

Signalling Membrane tyrosine kinases: Structural changes SRC Activates mitogenic signalling pathways.
increase the kinase activity and from this the
membrane receptors or signal transduction.
Transduction: Method by which the extracellular RAS Membrane associated G protein and activates
growth factor at the cell surface receptor signalling pathways.
transfers (transduces) its signal to the nucleus 
by a number of ways, including via G proteins.

Transcription Proto-oncogenes can encode nuclear binding MYC Plays major role in control of cell proliferation
factors factors and in this way control gene expression. and apoptosis.

Cell surface Adenomatous polyposis gene (familial colon APC Interacts with b catenin.
proteins cancer).

Cell cycle factors Inhibitors of cell cycle progression. TP53 TP53 gene—cell cycle regulator as well as
apoptosis.

RB Retinoblastoma gene—cell cycle regulator.

Apoptosis Programmed cell death. BCL2 Opposite effect to TP53, i.e., blocks apoptosis 
and so prolongs a cell’s life.

DNA repair DNA repair. ATM Ataxia telangiectasia gene.
Mismatch repair. MLH1 Hereditary non polyposis colorectal cancer 

gene.

a The last four classes involve tumour suppressor genes.
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about 20% of human tumours demonstrated changes 
in these genes. Oncogenes were not abnormal in the
inherited cancer syndromes. Thus, other molecular
explanations were sought.

Perturbations in genes can produce gain-of-function
(stimulatory) or loss-of-function (inhibitory) signals to cell
growth. Examples of gain-of-function effects are the
proto-oncogenes described earlier. In these situations,
mutations produce positive signals leading to uncon-
trolled proliferation. On the other hand, tumour 
formation can result through loss-of-function. This is
associated with another group of genes known as the
tumour suppressor genes. Evidence for these in the
pathogenesis of cancer has come from three observa-
tions: (1) somatic cell hybrids and transgenic mice, 
(2) inherited cancer syndromes and (3) loss of heterozy-
gosity in tumours.

(1) Somatic cell hybrids and transgenics: In the late
1960s, murine cell hybrids formed by fusions between
normal and tumour cells were found to revert to the
normal phenotype. Subsequently, as the hybrid clones

were propagated in culture, the tumour phenotype
became re-established. This effect was seen in a wide
range of tumour lines and was considered to indicate the
influence of tumour suppressor genes derived from the
normal cells. Subsequent loss of chromosomes, which
occurred on serial passage of cell lines, enabled rever-
sion to the neoplastic phenotype when the tumour 
suppressor genes were lost. Today, micro-cell transfers
allow one or a few chromosomes within a reconstituted
membrane from normal cells to be delivered to recipient
tumour cells. In this way, it has been possible to identify
tumour suppressor genes in a variety of chromosomes.
Sophisticated molecular techniques such as gene knock-
out enable specific genes to be inactivated in transgenic
mice. This shows definitively that a particular gene func-
tions as a tumour suppressor (see TP53 on page 101 and
Chapter 5 for further discussion on gene knockouts).

(2) Inherited cancer syndromes: Familial recurrence is
seen in most tumours although the proportion is often
low. One exception is the tumour retinoblastoma, for
which the inherited form comprises up to 40% of cases.
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Fig. 4.10 Chromosomal translocation resulting in altered gene function.
A reciprocal translocation between chromosomes 9 and 22 produces the Philadelphia (Ph) chromosome in chronic granulocytic
leukaemia.----- = breakpoints. The Ph chromosome comprises the portion of chromosome 22 above ----- and the small segment of
chromosome 9 below the -----. This results in juxtaposition of ABL from chromosome 9 with BCR from chromosome 22. The sis
proto-oncogene is not considered to have a functional effect from this translocation because it is located at some distance from
the actual chromosome 22 breakpoint (22q11.21). See also Figure 2.11, which shows a FISH image of this translocation, and
Figure 4.18, which illustrates the fusion gene.
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The remainder are sporadic. Although rare, retinoblas-
toma is the most common intraocular malignancy in 
children, with an incidence of about 1 in 14000 live
births. In familial cases, about half of the children can be
affected, i.e., an autosomal dominant mode of transmis-
sion (Box 4.3).

In the early 1970s, epidemiological studies of both
retinoblastoma and Wilms’ tumour led A Knudson to
propose his two-hit model of tumourigenesis. This model
required, in either the sporadic or genetic forms of
retinoblastoma, the tumour cells to acquire two separate
genetic changes in DNA before a tumour developed. 
The first or predisposing event could be inherited 
either through the germline (familial retinoblastoma), or
it could arise de novo in somatic cells (sporadic
retinoblastoma). The second event occurred in somatic
cells. Thus, in sporadic retinoblastoma both events arose
in the retinal (somatic) cells. In familial retinoblastoma
the individual had already inherited one mutant gene and
required only a second hit affecting the remaining
normal gene in the somatic cells. The frequency of
somatic mutations was sufficiently high that those who
had inherited the germline mutation were likely to
develop one or more tumours (Figure 4.11).

The mode of inheritance for retinoblastoma is autoso-
mal dominant with incomplete penetrance. However, at
the cellular level, it is recessive since loss or inactivation
of both alleles is required to change a cell’s phenotype.
A cell containing only one of its two normal alleles 
will usually produce enough tumour suppressor gene
product to remain normal. Loss of the cell’s remaining
wild-type allele exposes it to uncontrolled proliferation.
Incomplete penetrance reflects the requirement for the
second (somatic) mutational event and explains the skip-
ping of some generations. On the other hand, sporadic
forms of the tumour involve two separate somatic events.
The second hit must occur in the same cell lineage that
has experienced the first or predisposing hit. The proba-
bility of this is relatively rare, and so sporadic forms of
the tumour occur later in life and have the additional 
features of being unifocal and unilateral. The two hits
proposed by Knudson were confirmed in the form of the
two alleles for the retinoblastoma gene when it was
finally cloned and characterised.

(3) Loss of heterozygosity (usually abbreviated to LOH):
In the inherited tumours, the somatic event that affects 
the second (normal) allele and so exposes the recessive
mutation can involve chromosomal loss or mo-
lecular abnormalities such as a deletion. Chromosomal
rearrangements, losses or aneuploidy (abnormal chromo-
some numbers) can be detected cytogenetically by study-
ing constitutional cells (e.g., lymphocytes or fibroblasts)
and comparing these cells to tumour cells. However,
small DNA deletions (microdeletions) will be difficult to
find. Cytogenetic analysis does not usually allow the
parental origin for chromosomes to be determined.

Box 4.3 Two rare tumours demonstrating
important genotypic changes in cancer.
Retinoblastoma: Retinoblastoma is an important
intraocular malignancy in children. It is usually
detected within the first three years of life. Since
treatment with surgery or radiotherapy is potentially
curative, it is essential to make an early diagnosis.
With increasing survival of treated patients, it has
become apparent that those with the heritable form
are at increased risk for other tumours, e.g., osteosar-
coma. An important breakthrough in understanding
retinoblastoma came with the finding of a deletion
involving chromosome 13q14 in the blood of patients
with the heritable type, and in the tumour cells of
both the sporadic and heritable forms; i.e., loss of
heterozygosity had occurred. Subsequently, DNA
polymorphic markers showed that the normal allele
on the chromosome 13 inherited from the unaffected
parent was the one lost in the tumour cells, indicat-
ing that loss of heterozygosity produced its effect by
uncovering a mutation in the germline. This was con-
sistent with the two-hit model for cancer. Using posi-
tional cloning, the retinoblastoma (RB1) gene was
identified. The protein from this gene was expressed
in most tissues, not only in the retina. Nevertheless,
confirmation of RB1 as a likely candidate gene came
with the finding that the normal 4.7kb mRNA tran-
script was not present in retinoblastoma cell lines.
Mutations in the gene (i.e., deletions, point muta-
tions) were also detected in DNA from tumours. An
apparent increased frequency of osteosarcoma in
patients with retinoblastoma was strengthened when
similar changes in RB1 were found in these bone
tumours. Surprisingly, sporadic cases of osteosarcoma
occurring independent of retinoblastoma also had
mutations involving RB1. From DNA studies, it is esti-
mated that in ~10% of cases, the disease can arise
following inheritance of a germline mutation from a
carrier parent or through the occurrence of a de novo
germline mutation (approximately 30% of cases). This
leads to bilateral heritable disease. Progeny of those
with bilateral heritable disease have a 50% risk of
developing retinoblastoma. Li Fraumeni syndrome:
This rare autosomal dominant disorder predisposes to
a range of tumours, including sarcoma, leukaemia
and breast and brain tumours. Affected family
members have one mutant TP53 gene in their
germline. Malignant cells, on the other hand, have
abnormalities affecting both alleles. These data rein-
force the two-hit hypothesis for tumourigenesis and
implicate the TP53 tumour suppressor gene as one
component in the pathogenesis of the Li Fraumeni
syndrome. What other genetic defects are involved in
this disorder remain to be determined. Recently, it has
been shown that germline TP53 mutations can 
occur without the classical Li Fraumeni syndrome.
This is found in individuals who develop multiple
malignancies.
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The availability of DNA polymorphic markers has
meant that individual parental contributions in normal
and tumour cells can now be distinguished (Figure 4.12).
DNA markers flanking a locus containing a tumour 
suppressor gene will thus demonstrate loss of heterozy-
gosity if that segment is missing. The same approach is
useful in studying sporadic tumours with the base line or
constitutional genotype determined from the affected
individual’s normal tissues, and the two parental contri-
butions from analysis of the pedigree. They can then be
compared to DNA patterns in the tumour.

DNA studies to detect loss of heterozygosity in
tumours have been used to identify putative tumour sup-
pressor loci, and from these, attempts to clone and char-
acterise candidate genes have been made. Two tumour
suppressor genes—TP53 on chromosome 17p and DCC
(deleted in colon carcinoma) on chromosome 18q—
were detected in this way. Loss of heterozygosity has
been described in many forms of cancer, and the same
tumour suppressor regions may be involved in more than
one malignancy.

Tumour Suppressor Genes and Cancer
The various roles played by tumour suppressor genes in
cancer are still being defined. Ways in which these genes
in their wild-type or normal forms can prevent the devel-
opment of cancer include (1) inhibiting cell proliferation,
(2) inducing differentiation or cell death and (3) stimu-
lating DNA repair. The first two mechanisms will be
described in more detail in the section Cell cycle and
apoptosis. DNA repair was summarised in Chapter 3.
However, it should be noted that the genes involved in
regulating the cell cycle and apoptosis, for example,
TP53, can also indirectly contribute to DNA repair since
they slow down the cell cycle (or stimulate apoptosis)
and so assist the DNA repair enzymes to correct any
defects.

Caretakers and Gatekeepers
The two-hit model works well with a tumour such as
hereditary retinoblastoma. However, not all tumour sup-
pressor genes play the same role in tumourigenesis. This
led to K Kinzler and B Vogelstein in 1997 to propose two
classes of tumour suppressor genes—caretakers and gate-
keepers (Table 4.10). Basically, gatekeeper tumour sup-
pressor genes play a central role in regulation of cellular
proliferation, and mutations in these genes can directly
lead to tumours developing. In contrast, caretaker tumour
suppressor genes play a more global role, maintaining
genome integrity. Mutations in this class of genes set up
the genetic environment for tumours to develop through
mutations in the gatekeepers or proto-oncogenes. From
observing retinoblastoma, a two-hit model involving a
gatekeeper tumour suppressor gene emerged. With care-
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Fig. 4.11 Two-hit hypothesis for cancer.
The first or predisposing event can be inherited through the
germ cells (1–3) or arise in somatic cells (4–6). In both cases,
a second somatic event is required to inactivate the remaining
normal allele. Germline: (1) First event occurring in the
germline. The wild-type tumour suppressor gene for a
particular locus is shown as �. The first hit affects one of the
germ cells to inactivate one tumour suppressor gene �. 
(2) Offspring have a 50% chance of inheriting the mutant
tumour suppressor gene (dominant inheritance). (3) A second
hit is required to inactivate the remaining tumour suppressor
gene. Because the germ cells were initially involved, all 
cells will be predisposed. Therefore, the second hit is more
likely to happen in the appropriate cell, e.g., retinal cells in
retinoblastoma. This produces multifocal tumours that present
at an earlier age. Other members of the family can become
affected. Somatic cell: (4) Sporadic tumour formation requires
two separate somatic events because now the germ cells have
wild-type (normal) tumour suppressor genes. (5) If the first hit
affects a somatic cell, it inactivates the tumour suppressor
gene in that cell and its progeny. To get both tumour
suppressor genes inactivated, the second hit (6) must involve
the predisposed line. This is less likely to occur than the
situation in (3). Therefore, tumour formation is delayed. If it
occurs, it is sporadic and unifocal.
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taker tumour suppressor genes, the number of hits is con-
siderably increased because genes to be mutated include
a caretaker followed by at least one other. It is likely in
sporadic tumours demonstrating a positive correlation
with increasing age that six or more genetic mutations
will be necessary. This led to a multistep hypothesis for
tumour development, which was introduced in Chapter
3 using the example of familial adenomatous polyposis
(see Figure 3.7). In colon cancer, mutations in K-RAS
and loss of heterozygosity on chromosome 5q (i.e., the
tumour suppressor gene—adenomatous polyposis coli or
APC) are the initial events in tumourigenesis. They are
then followed by loss of heterozygosity on chromosome
18q (SMAD4 gene) and chromosome 17p (TP53 gene).

Other ways in which tumour suppressor genes can
perform their role is by limiting a cell’s proliferative
capacity through inducing it to undergo differentiation.
In this way, the relatively greater mitotic activity seen in
the undifferentiated cell gives way to an end-cell that
divides less frequently. As well as preventing the forma-
tion of tumours, an additional role for tumour suppres-
sor genes lies in normal development. Finally, tumour
suppressor cells can reduce the risk of tumour formation
by ensuring that a cell that has undergone a mutational
event is induced to die by the process of apoptosis.

CELL CYCLE AND APOPTOSIS

Cell Cycle
Cellular and tissue integrity requires an exquisite balance
between cell proliferation and cell death. The balance
between a series of positive and negative signals deter-
mines whether cells will continue to live or die. The cell
cycle consists of a series of highly ordered events that
lead to duplication and division of a cell. The process
requires production of new DNA, segregation of chro-
mosomes, mitosis and then division. Extracellular signals
control entry into, exit from and progress of the cell
cycle. At key points in the cell cycle, signalling pathways
monitor the progress of upstream events prior to a cell
progressing further. These monitoring stages in the cell
cycle are often called checkpoints. The cell cycle is
divided into five components (Figure 4.13): Go—resting
phase with cells having their 2n (diploid) DNA content;
G1—cell growth phase (2n); S—DNA synthesis phase
(4n); G2—cell growth phase (4n); M—mitotic phase (4n
Æ 2n). A critical step in control of the cell cycle comes
at the G1 to S transition. After this point, the cell is irre-
versibly committed to the next cell division.

At the molecular level, observations based on studies
from yeast and the frog Xenopus have enabled the
complex steps involved in the cell cycle to be better
understood. Key components that have a stimulatory
effect on the cell cycle are the cyclins that work in
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Fig. 4.12 Identifying parental alleles by molecular testing
and detecting molecular (DNA) defects that produce a
second (somatic) loss at a tumour suppressor gene locus.
The mutation in the tumour suppressor gene is depicted by •;
the normal allele, by x. (1) In the first family, there is
inheritance of a germline mutation. (2) In the second family,
the germline is normal but a somatic mutation occurs. In both
situations the result is a predisposed cell. DNA polymorphism
markers for the two alleles in the predisposed cell are
indicated by b/a (mutant) and d/c (normal). (3) Loss of the
remaining (normal) tumour suppressor gene via a second hit
can occur by a number of different mechanisms, e.g., from left
to right: deletion or an unbalanced translocation; a
duplication or a more discrete abnormality such as a point
mutation that occurs on the second (normal) allele. DNA
detection: Loss of heterozygosity can be detected if it is
assumed that four informative DNA markers distinguish the
two parental contributions, and they are situated at the
tumour suppressor gene location. For simplicity, the
polymorphic markers are depicted as “a” (mutant) or “b, c, d”
(normal). These give two haplotypes of b,a/d,c. Loss of
heterozygosity is seen as b,a/d– (deletion, translocation) and
b,a/b,a (duplication). Loss of heterozygosity will be masked in
the point mutation situation since the normal locus (identified
by the “c” marker) is still present although it is now non-
functional because it has acquired a discrete mutation.
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concert with their catalytic partners (cyclin dependent
kinases—CDK) to hyperphosphorylate the products of
the retinoblastoma (Rb) tumour suppressor family. As a
result, transcription factors are released, and they lead to
upregulated expression of genes that are crucial for cell
cycle progression. Thus, the retinoblastoma pathway is
fundamental to tumour formation, and not surprisingly,

retinoblastoma proteins play a role in a range of tumours
apart from the classic example of genetic retinoblastoma
(see Box 4.3).

In contrast, negative influences on the cell cycle come
from a series of checkpoints that respond to various
stimuli. The tumour suppressor genes can reduce the
potential for tumour formation by interfering with the
progress of the cell cycle until damaged DNA is repaired.
One of the key players here is TP53, which responds to
DNA strand breaks by stimulating the expression of p21,
GADD45 and cyclin G, leading to cell cycle arrest so
there is time for DNA repair to take place (more about
TP53 below). During the S and G2 phases, DNA repair
systems are essential to make sure that DNA has been
copied correctly before undergoing mitosis.

The APC gene (involved in familial adenomatous poly-
posis described in Chapter 3) provides a useful example
of the positive and negative effects on the cell cycle. In
Figure 3.6, the structure/function relationships of the APC
gene are given. They show how APC is important for
maintaining normal cell division through its effect in
binding b catenin. However, a mutation in APC leads to
accumulation of b catenin, which then works through 
the G1-S checkpoint region and myc + cyclin D1 +
retinoblastoma to stimulate the cell cycle, and eventually
tumours develop.

Apoptosis
Development as well as ongoing maintenance of many
adult tissues relies on the balance between proliferation,
differentiation and cell death. Cell death can occur in a
number of ways. (1) Necrosis. Features of this include an
accidental initiation, e.g., severe injury, associated with
degenerative and inflammatory responses. Nearby tissues
or cells can be damaged, and the final cellular debris are
removed by phagocytes. Necrosis occurs rapidly after the
initial insult and does not have the cellular morphologic
changes found with apoptosis. (2) Apoptosis. This occurs

Table 4.10 Gatekeeper and caretaker tumour suppressor genes (TSG)

Gatekeeper TSG Caretaker TSG

This class of TSG plays a central checkpoint role in the cell TSG involved in the maintenance of genome integrity. 
cycle and so cellular proliferation. Examples are retinoblastoma, Failure produces genome hypermutability. Examples are the DNA
neurofibromatosis 1, familial adenomatous polyposis repair genes.

A specific tissue distribution for the tumour is found Unlike the gatekeeper TSG, inactivation of this class does not 
(see above examples) promote tumour development directly. Tumours arise because of

the genome instability leading to mutations in other genes 
(including gatekeepers and proto-oncogenes). Tissue specificity
not a feature of this class.

Inactivation of this class is rate limiting for tumour formation. This Mutations in caretaker TSGs would be less likely to be associated 
class follows Knudson’s two-hit hypothesis for tumour development with sporadic cancers because four hits would be involved—two
in both hereditary and sporadic forms of tumours. initiating hits on the caretaker TSG followed by the two hits with

the gatekeeper genes required for eventual tumour development.
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Fig. 4.13 Cell cycle.
The cell cycle has five distinct stages. G = gap; S = DNA
synthesis; M = mitosis. The • indicate the position of two key
checkpoints, although there are others. At these checkpoints
the cell evaluates progress and can arrest the cycle if repair is
needed. Checkpoints can also lead to activation of apoptosis if
cell damage cannot be repaired. Different cyclins are
produced at various stages of the cell cycle. Growth factors
and mitogenic signals induce cells to leave the quiescent (Go)
phase and progress through G1. Oncogenes promote growth
and are particularly involved with the G1 phase; tumour
suppressor genes inhibit the cell cycle, promote apoptosis and
focus on the S phase. Repair genes do their work during S and
G2. In a rapidly proliferating somatic cell, the entire cell cycle
can take up to 24 hours to complete. G1 is the longest phase
(about 12 hours); S phase, about 7 hours; G2, 4 hours; and
mitosis, 1 hour.
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in normal tissues and involves a type of cell suicide
requiring the interaction of genetic events and producing
a non-inflammatory demise of the cell. At the DNA level,
the inter-nucleosomal degradation occurring in DNA can
be seen in the form of small double-stranded fragments
that migrate in a ladder pattern (composed of multiples
of about 185bp). This route for cell death requires time
to take place after the initial insult.

Apoptosis is a highly regulated multistep process com-
parable to what is seen with the cell cycle. Indeed, a dis-
cussion of the cell cycle and apoptosis as separate events
is artificial since both share many of the key regulators.
Virtually all cells have an inbuilt apoptotic program trig-
gered by a variety of stimuli (growth factor withdrawal,
genotoxic insults, UV irradiation), thereby ensuring
maintenance of cellular integrity. There are two major
apoptotic pathways: (1) extrinsic and (2) intrinsic. Extrin-
sic stimuli include tumour necrosis factor ligands that
induce trimerisation of cell-surface death receptors. The
intrinsic pathway involves the mitochondria and signals
from pro-apoptotic genes such as BAX (BCL2-associated
X protein). BAX produces a protein that alters the 
mitochondrial membrane permeability. This releases
cytochrome c into the cytoplasm, which stimulates the
final step in apoptosis through the production of pro-
teolytic proteins called caspases. At the molecular level,
apoptosis involves a number of genes. In humans, two
that are well characterised are BCL2 and TP53.

BCL2 belongs to a multigene family, and it inhibits
some forms of apoptosis; i.e., it protects cells from death.
BCL2 and BAX genes share considerable homology
despite having opposite effects on apoptosis. The proteins
encoded by these genes form heterodimers, and the ratio
of Bcl-2 to Bax protein determines whether life or death
results; i.e., when the BCL2 effect is predominant, apop-
tosis is inhibited (“life”), whereas a predominance of BAX
leads to an acceleration of programmed cell death.
BCL2’s effect on apoptosis results from developmental
stimuli, cytokine withdrawal or cytotoxic stress condi-

tions. BCL2 is not involved with responses to death
receptor–induced apoptosis occurring via the tumour
necrosis factor receptor pathway. Lymphoid cells
exposed to an activated BCL2 gene following a chromo-
some 14 :18 translocation eventually develop into a
malignant lymphoma because spontaneous mutations
that occur in these cells are unable to be contained by
the cell dying, and so they accumulate.

In contrast to BCL2 is the effect of the TP53 gene,
which can induce a damaged cell to undergo apoptosis
and so remove a potential focus for tumour formation.
Cells damaged by chemotherapeutic agents will stimu-
late the production of TP53 and so undergo apoptosis.
This additional anti-tumour effect may explain why
cancers that have wild-type TP53 genes respond better
to treatment. On the other hand, a mutant TP53 gene
cannot function in this way, and damage to the cancer
cell produced by the chemotherapy will accumulate in
cells that have not been directly killed by the treatment.
These cells will then form a new clone of more malig-
nant, treatment-resistant tumour cells.

TP53
TP53 (also written p53 or P53) has been described as 
the most important cancer-related gene. This tumour
suppressor gene is located on chromosome 17p13.1, and
is implicated in both inherited and sporadic cancers.
Indeed, it is the most frequently altered tumour suppres-
sor gene in human non-haematopoietic malignancies,
with more than 50% of solid tumours showing a loss of
wild-type TP53. The gene has 11 exons and codes for an
mRNA of about 2.5kb, producing a protein of 393 amino
acids (Figure 4.14). The gene’s importance is suggested
by its evolutionary conservation; e.g., mouse and 
human proteins are about 80% homologous. The gene 
is expressed in all cells.

TP53 functions as a tumour suppressor gene since it
inhibits the transformation of cells in culture by onco-
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Fig. 4.14 Structure of the TP53 gene.
TP53 has four functional domains. From N to C terminals, these are Activation Domain, DNA Binding Domain, Tetramerisation
Domain and a Basic Domain that appears to be involved in DNA repair regulation. The Activation Domain can bind DNA and
is important for TP53’s role in regulating transcription of target genes. Most of the mutations in TP53 occur in the DNA binding
domain, identifying this as an important functional region. TP53 in its tetrameric form has an enhanced activity for interacting
with DNA and proteins, and this conformation relies on the third domain. The last domain has nine basic amino acids and
appears to be involved in TP53’s role in DNA repair. The numbers indicate the approximate amino acid in relation to the
functional domains.
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genes and the formation of tumours in animals. Trans-
genic mice that have both TP53 genes inactivated by
gene knockout studies are normal at birth, but by 6–9
months of age, 100% develop a range of cancers. In
humans, inheritance of a mutated TP53 gene can
produce the serious multi-organ cancer syndrome called
Li Fraumeni (see Box 4.3). A key feature of tumour sup-
pressor genes (i.e., loss through chromosomal or DNA
rearrangement) is seen with the TP53 locus on chromo-
some 17p.

Cancers in which there have been mutations affecting
the TP53 gene include colon, lung, brain, breast,
melanoma, ovary and chronic myeloid leukaemia in blast
crisis. Defects observed lead to loss of both alleles in
75–80% of cases, with one defect often a deletion and the
second a missense point mutation. The latter leads to pro-
duction of an abnormal protein. Another way to interfere
with TP53 is through the binding of exogenous viral anti-
gens or cellular oncogenes to the normal p53 protein.

TP53 plays a key role in inhibiting tumour develop-
ment through the mechanisms mentioned earlier: (1)
checkpoint control of the cell cycle, (2) induction of
apoptosis and (3) stimulation of the DNA repair mecha-
nism. There is also evidence that TP53 may have a neg-
ative effect on angiogenesis, an essential property for

solid tumours to progress. When DNA is damaged, TP53-
mediated pathways attempt to repair the injury through
arrest of the cell cycle and stimulation of the DNA repair
mechanisms. When repair is not successful, TP53 stimu-
lates the apoptotic pathway to remove the damaged cell.
The TP53 and pRb/E2F (see Table 4.11) pathways are also
interconnected since free E2F with its stimulatory effect
on the cell cycle (it becomes free when pRb is phos-
phorylated) induces TP53 transcription, which has an
inhibitory effect on the cell cycle.

In normal cells, the level of TP53 is low because of its
20-minute half-life. However, following exposure of the
cell to DNA-damaging agents (e.g., irradiation or certain
chemicals), hypoxia, the level of the p53 protein, dra-
matically increases. The 53kDa protein encoded by TP53
is a transcription factor that can regulate a number of
genes at the DNA level. p53 blocks progression of the
cell cycle in the G1 phase (see Figure 4.13). This allows
DNA repair to occur prior to entry into the S phase. The
cell cycle effect of p53 ensures that damaged DNA is not
allowed to replicate; hence, it has been called the
“guardian of the genome.”

Mutant TP53 forms demonstrate altered growth 
regulatory properties and can also inactivate normal
(wild-type) p53 protein. The latter is called a dominant

Table 4.11 Key proteins involved in the cell cycle and apoptosis

Proteina Cell cycle Apoptosis

p53 Stops the cell cycle following DNA damage. Does this Key regulator of apoptosis—does this through 
through various pathways including p16 (retinoblastoma) transcription and non-transcription–dependent processes.
and p21 (WAF1, CIP1). Result is stimulation of apoptosis.

pRb Rb strong inhibitor of the cell cycle by interacting with Cleaved by caspase leading to stoppage of cell cycle 
transcription factors such as E2F. When pRb is during apoptosis.
phosphorylated, transcription factors are released, and
they stimulate proliferation, particularly G1 to S.

Bcl-2 Increases the length of G1 and can promote exit into Go. Key role is in inhibiting apoptosis (prolonged 
Retards entry back into the cell cycle. uncontrolled exposure to bcl-2 leads to leukaemia).

Cyclins and CDK Growth factors stimulate cyclin D leading to it Apoptotic effect not well defined.
associating with Cdk4 and Cdk6 in early G1. This
allows Rb to become phosphorylated, and then the
cell can move past the G1 checkpoint into S phase.

CDK inhibitors Either block CDK/cyclin assembly or CDK activities Apoptotic effect not well defined.
leading to arrest of cells at different points in the cell
cycle (particularly G1 arrest) until conditions are 
suitable for the cell to progress through the cell
cycle.

myc Nuclear phosphoprotein that functions as a transcription Cell proliferative effect balanced by its role in stimulating
factor stimulating the cell cycle, particularly its early apoptosis. Involved pathways not well defined but
control (transition from Go to G1 to S). thought to be different to cell cycle effect.

ras Stimulates the cell cycle through phosphorylation of Working through another pathway, ras stimulates 
genes involved in cell cycle progression, and at the apoptosis.
same time inhibits apoptosis.

a Abbreviations: Rb—retinoblastoma protein; CDK—cyclin dependent kinase.
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negative effect since inactivation of one of the two
tumour suppressor loci can produce what appears to be
a dominant effect if the mutant protein inhibits or inter-
feres with the product from the remaining normal allele.

EPIGENETICS
The concept of epigenetics, or the influencing of gene
expression without altering the DNA sequence, was
introduced in Chapter 3. Here, the discussion of epige-
netics is broadened to include the development of
cancer. One way this might occur is through the hyper-
methylation of tumour suppressor genes, producing in
effect an “epimutation.” An interesting report by Suter et
al in 2004 describes two patients with multiple cancers
and inactive MLH1 DNA repair genes secondary to
hypermethylation rather than the traditional DNA muta-
tion. This suggests that epigenetic changes may be more
important in the pathogenesis of cancer than previously
considered.

Gene Silencing
Most of what has been described in molecular onco-
genesis relates to mutations in various genes. However,
another powerful way in which to inhibit genes (partic-
ularly tumour suppressor genes) is by epigenetic means.
DNA methylation (as well as histone methylation and
acetylation) are recognised mechanisms by which gene
function can be altered without changing the DNA
sequence. Whether methylation patterns represent
primary or secondary effects has yet to be determined,
but at least there is a clear association with methylation
and down-regulated gene expression, and demethylation
and active gene expression. In tumours, DNA methyla-
tion provides confusing data. Loss of methylation has
been observed in CpG dinucleotides (normally, most of
them are methylated) and increased methylation in CpG
islands associated with gene promoters (normally,
demethylation would be found here).

Knudson’s two-hit hypothesis requires in genetic
tumours that a germline mutation (first hit) is followed by
a second hit (somatic mutation). Another way this can
occur is for the second hit to inactive the gene through
methylation of the promoter. It is also possible that in
sporadic cancers, hypermethylation of the promoter
might down-regulate both alleles. Imprinting might also
be a mechanism by which the “second hit” occurs. If a
locus is imprinted, only one of the two alleles is func-
tional. In this circumstance, it would require a single
“hit” to inactivate the one functional allele.

Loss of DNA Methylation
Loss of methylation can potentially impact on tumour
development since normally repressed genes might be

induced to express or over-express in the case of a chro-
mosomal translocation that brings into proximity: (1) a
proto-oncogene or (2) distant promoters or other regula-
tory sequences able to induce expression of the demethy-
lated gene. Loss of methylation might also affect the
functional stability of chromosomes as the pericen-
tromeric region of the chromosome requires DNA methy-
lation for stability and replication of DNA.

Recently, loss of imprinting has been observed in some
cancers; e.g., both maternal and paternal IGF2 alleles are
expressed in Wilms’ tumours. In normal tissue, it is the
paternal IGF2 allele alone that is functional. IGF2 (insulin
growth factor 2) is a gene that has, as its name implies,
growth stimulatory effects. Hence, the normal output
from a single gene is increased when the maternal allele
also expresses. The effect of “relaxation” of imprinting is
not clear, but it may predispose to tumour formation
since a gene that is not normally expressed is now func-
tional. The story of imprinting and carcinogenesis is still
in its early days. As well as explaining how tumours
develop, the loss of imprinting opens the potential for a
future line of treatment since re-establishing the imprint,
if this were possible, would allow the additional gene
that is expressing to be turned off.

Imprinting
Reference was made earlier in this chapter to parent of
origin effects (imprinting) and the possible role these
effects might play in genetic disorders. It is now evident
that similar effects are seen in some cancers. For
example, the source of two unusual human tumours is
parental specific. Complete hydatidiform mole has the
normal number of 46 chromosomes, but all are paternal
in origin (for example, duplication of a haploid sperm).
Ovarian teratoma is the opposite in that all 46 chromo-
somes are maternally derived (failure of extrusion of the
second polar body). Some cancers that form part of the
inherited syndromes (e.g., osteosarcoma, Wilms’ tumour,
Beckwith-Wiedemann and hereditary paraganglioma)
demonstrate features consistent with imprinting. At the
clinical level, it is important to consider the possibility of
imprinting so that counselling given to families with
inherited or familial cancers is accurate. The potential for
imprinting to confuse the inheritance pattern may explain
why the genetic component of some tumours has
remained obscure.

Carotid body tumours (also called hereditary paragan-
glioma) are rare tumours arising in the chemoreceptor
structures in the head and neck. Linkage analysis has, for
some time, identified a locus for these tumours on chro-
mosome 11q23-qter. A number of family studies have
shown a parent of origin effect; i.e., the disorder is trans-
mitted only through males. Therefore, a mutation in the
paternally derived (functional) gene produces a deficit
leading to tumour formation. On the other hand, trans-
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mission of the mutant gene through the maternal line
does not lead to tumour formation because of maternal
imprinting; i.e., the gene is not active when it is trans-
mitted by the mother, and so a mutation in the inactive
gene will have no effect. However, offspring will still be
carriers and at 50% risk of having affected children if they
are males (Figure 4.15).

Recently, mutations in a gene SDHD that codes for the
small subunit (cybS) of cytochrome b in mitochondrial
complex II have been found in hereditary paraganglioma.
Interestingly, the gene shows biallelic expression in brain
and lymphocytes, but it has not been studied in the
carotid body or other paraganglioma cells. However, the
imprinted gene UBE3A also showed biallelic expression
in Angelman’s syndrome, but in the brain only the mater-
nal allele is expressed normally.

BREAST CANCER
The reader might wonder why breast cancer has been
included in Chapter 4, and familial adenomatous poly-
posis, another genetic cancer, in Chapter 3. This is to
reflect the relative complexities of the two disorders both

clinically and at the molecular level. The rare genetic 
disorder familial adenomatous polyposis has a clear
autosomal dominant inheritance pattern in all families
investigated. This is consistent with the 100% penetrance
observed with APC gene mutations despite the fact that
colon cancer in familial adenomatous polyposis has a
multistep pathogenesis. There still remain unanswered
questions about the APC gene, but from the clinical per-
spective, the counselling of patients and families with
APC mutations is relatively straightforward, as are the
therapeutic options; i.e., colectomy is required, with the
only question being what is the best time to do this.
Breast cancer provides a contrast. Even 10 years after
BRCA1 was found, its role in pathogenesis is still being
determined. Issues related to genetic counselling remain
complex.

Clinical Features
After non-melanoma skin cancer, breast cancer is the
most commonly diagnosed cancer in women, and the
commonest cause of cancer death in this group. It is
second only to lung cancer as a cause of death from
cancer. By 75 years of age, nearly 1 in 10 women in the
USA will develop this disease. Pathogenesis of breast
cancer is complex, involving physiological, environmen-
tal, lifestyle and genetic factors.

In contrast to the inherited cancer syndromes such 
as retinoblastoma or familial adenomatous polyposis
described previously, familial cancers refer to neoplasms
that cluster in families. However, because of inadequate
markers to detect the predisposed phenotype, it is diffi-
cult to ascertain who is at risk. Many types of familial
cancers have been reported, but the sites most commonly
involved are breast, ovary, melanoma, colon, blood and
brain. Clinical features that suggest a familial cancer
include (1) two or more close relatives affected, (2) mul-
tiple or bilateral cancers in the same person and (3) early
age of onset and clustering (e.g., occurrence of both
cancer of the breast and ovary). Some facts about breast
cancer, particularly of relevance to molecular medicine,
are given in Table 4.12.

BRCA1 and BRCA2 Genes
Historical developments in the breast cancer DNA story
include the following:

• During the late 1980s, loss of heterozygosity in 
breast cancer tissue was reported for a number of 
chromosomes.

• In 1990, breast cancer was localised to chromosome
17q21 by linkage analysis.

• During 1990–1992, the chromosome 17q location
was confirmed by demonstrating loss of heterozygos-
ity in both breast and ovarian cancer samples.
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Fig. 4.15 A pedigree showing imprinting in cancer.
Four generations of a family are illustrated. Two males (I-2, II-
4) presented with bilateral carotid body tumours when aged in
their 30s. The consultand (II-4) has asked advice concerning
risk to his daughter and two sisters. Although the tumour is
transmitted as an autosomal dominant trait, risk assessment is
more complex since the tumour demonstrates imprinting with
full expression only occurring when there is transmission
through the male germline. Therefore, the risk for the
consultand’s daughter is 50%, and she will develop the
tumour if she inherits the mutant allele from her father. The
same situation holds for the consultand’s two sisters (II-1 and
II-3). The a priori risk for III-1 and III-2 is 25%. However,
neither individual will develop a tumour if he/she inherits a
mutant gene from the mother, but he/she will still be a carrier.
The a priori risk for IV-1 is 12.5%, and tumour development
would be expected since there has been transmission from a
male.
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• In 1994, the BRCA1 gene was cloned, and the BRCA2
locus on chromosome 13q12-q13 was identified. The
potential for a third locus (BRCA3) was raised although
in 2004 this remained to be confirmed by the finding
of a gene(s).

• By 1995, it was shown that some sporadic ovarian
cancers had mutations in the BRCA1 gene, but no 
sporadic breast cancers had abnormalities affecting
this gene.

• In 1995, the BRCA2 gene was isolated.
• In 2002, microarrays demonstrated how breast cancer

patients could be stratified into high and low risk.
There was also some evidence that BRCA1 and BRCA2
mutation carriers might be distinguishable from the
microarray fingerprint.

The successful finding of the first breast cancer–specific
gene BRCA1 was announced in the October 1994 issue
of Nature Genetics as “The glittering prize.” It took
almost four years of intensive work, including input from
the biotechnology sector, before the locus identified as
BRCA1 revealed the underlying gene. By contrast, the
BRCA2 gene was found in a considerably shorter time
because the discovery process was able to make use of
genome sequence information; i.e., in silico positional
cloning became possible (see Chapter 3, Appendix and
Figure A.4 for more discussion about positional cloning).

A key step with in silico positional cloning is the anno-
tation of the raw DNA sequence data, i.e., using sophis-
ticated computer programs to study the raw data and then
attempt to predict the likely location of genes and other
important DNA landmarks such as regulatory control
regions (Figure 4.16).

Subsequently, intense efforts have been directed to
both BRCA1 and BRCA2 genes to understand the molec-
ular issues of relevance to breast cancer. These issues
include (1) the complex DNA changes that are likely to
be involved in cancer, (2) the significance of DNA muta-
tions in the pathogenesis of breast cancer, (3) the
resource-intensive efforts (clinical, counselling and 
education) necessary to utilise effectively the information
derived from these genes and (4) the additional ethical,
social and educational issues that have appeared, in a
relatively short time frame, in the management of a
woman with breast cancer, particularly if there is a pos-
itive family history. The first two points will be dealt with
in this chapter, and the remaining two issues are covered
in Chapter 10.

At the molecular level, the breast cancer story is still
unfolding. Both are large genes (BRCA1 24 exons, 1863
amino acid protein; BRCA2 27 exons, 3418 amino acid
protein). They function as tumour suppressor genes; i.e.,
breast/ovarian cancer is an autosomal dominant condi-
tion with inherited mutations in either gene. The second

Table 4.12 Molecular medicine facts about breast cancera

Feature Explanations

Genetic inheritance Of women, 5–10% have a mother or sister with breast cancer; 10–20% have a first- or second-degree relative
with breast cancer. The mode of inheritance is usually autosomal dominant, and the two usual genes involved are
BRCA1 and BRCA2. However, mutations in these genes account for only about 2–3% of all breast cancers.
Although these two genes are considered as high penetrant, women with mutations in BRCA1 or BRCA2 have a
lifetime risk of developing breast cancer that varies from 36–85%; i.e., penetrance is far from complete in many.

Genes BRCA1, BRCA2, Li Fraumeni syndrome (TP53 gene), Cowden’s syndrome (PTEN gene). Breast cancer may be
found more frequently in ataxia telangiectasia (ATM gene), but this is controversial.

BRCA3b locus There is at least one other high penetrance breast cancer gene, but to date the actual gene(s) remains elusive;
hence, BRCA3 presently refers to non-BRCA1 and non-BRCA2.

Low penetrance In contrast to BRCA1 and BRCA2 that are high penetrance genes (that is how they were found; i.e., these genes 
genes made a significant, albeit confusing, impact on the development of breast cancer), there is evidence that there are

additional low penetrance QTL-like genes: (1) They are more common in the population; (2) They are difficult to
find because there are multiple; (3) Each has a small additive effect on the phenotype. A number of reports based
on case-control (association) studies have suggested possible candidate genes, but these reports are speculative.

Features to suggest a (1) Autosomal dominant inheritance—this may not be very apparent especially in males with BRCA1 mutations 
genetic basis for who might not develop disease. (2) Bilateral breast cancer, or both breast and ovarian cancer. (3) Early onset 
breast cancer breast cancer. In addition, a family history of one or more males with breast cancer or Ashkenazi Jewish

background suggests underlying BRCA1 or BRCA2 mutations.

Other risk factors Age, previous breast disease, reproductive history, menstrual history, oestrogen therapy, radiation exposure, life-
styles, diet and alcohol intake.

a Information derived from and Wooster and Weber 2003. b The convention is for the symbols for human genes to be written in italicised capitals.
Genes for animals are italicised small case. Proteins encoded by genes can have p in front of them, and/or are written in small/uppercase but not
italicised. Hence, BRCA3 is not an actual gene but a location.
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(normal) gene is either inactivated by a dominant-
negative effect, or, as is found in breast and ovarian
cancer tissue, the second (normal) allele is often deleted,
leading to complete loss of function. There is some evi-
dence that the tumour suppressor effect occurs through
DNA repair. However, the story remains incomplete
because mutations in the two genes do not necessarily
lead to cancer. Microarray fingerprints in breast cancer
patients (see Genomics in Chapter 5) suggest that those
with BRCA1 and BRCA2 mutations might be distin-
guishable on the basis of their gene expression profile.
These early preliminary data open up another approach
to studying the role of these genes in breast cancer.

A confusing aspect of the breast/ovarian cancer story
centres on the relative risks as well as penetrance for
mutations in the two genes. The state of knowledge at
this time implicates BRCA1 in breast cancer as well as

breast and ovarian cancer families. BRCA2 is involved 
in breast cancer, but there are also associations with male
breast cancer, ovarian cancer, prostate cancer and pan-
creatic cancer. The penetrance for BRCA1 and BRCA2
mutations is estimated to be between 36–85% for breast
cancer and 16–60% for ovarian cancer. For the individ-
ual, these figures clearly show the mutation-positive
woman to have a risk above the background population,
but whether the risk is closer to 36% or 85% would be
critical when considering radical treatment options such
as bilateral mastectomy. However, this information is not
available in most circumstances, and so important deci-
sions become personal choices. Attempts are being made
to use computer-based algorithms to estimate risk, but
ultimately the value of this approach depends on accu-
rate epidemiologic data that need to be based on a 
thorough understanding of the molecular pathology (see
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Fig. 4.16 From DNA sequence to gene discovery—DNA annotation.
(1) Raw sequence data—in this form it makes little sense. (2) Bioinformatics analysis of the sequence identifies a possible splice
site (GT), a possible termination codon (TAG) and a run of AC repeats (AC)n. The GT and TAG findings are clues that this segment
of raw DNA sequence might contain the end portion (i.e., 3¢ segment) of a gene. (3) Further bioinformatics analysis using a
program such as BLAST (see Chapter 5) indicates that the region in question is about 80% homologous to a known gene—an
important finding because this provides further evidence that this segment of DNA might contain a gene, and later on the
sequence homology allows function to be implied through knowledge of the known gene’s function. (4) The entire gene is now
isolated (from knowing a little about the 3¢ segment of the gene). (5) The gene is sequenced in normal and affected individuals 
(� normal, � affected). The sequencing confirms the gene to be the cause of the disease because, in the centre of the gene in the
affected individuals, the CAG codon (normally, coding for glutamine; see Table 2.1) has a point mutation that converts it to TAG,
i.e., a premature stop codon. This will produce a truncated protein. (6) The final step in positional cloning is to investigate large
groups of patients to determine the frequency of this mutation and its role in pathogenesis through phenotype/genotype studies.
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Bioinformatics–Medical Informatics in Chapter 5 for
further information about risk estimation).

Not surprisingly, considerable effort has gone into
DNA mutation detection in BRCA1 and BRCA2. In mid-
2004, nearly 1000 mutations were listed in the Human
Gene Mutation Database in Cardiff (http://www.
hgmd.org/). The expected molecular heterogeneity is
found, with DNA changes involving point mutations
(missense, nonsense, frameshift), splicing defects, small
deletions or insertions and rearrangements. The great
majority of mutations produce a truncated protein.
Unless there are founder effects (discussed below), only
rarely does a mutation recur in unrelated individuals.
Thus, the potential for widespread screening in the
general population was fast disappearing, as the infor-
mation on the underlying mutations accumulated.
However, for individual families DNA testing for breast
cancer predisposition became a realistic option if the
mutation was known.

A founder effect was first observed in those of 
Ashkenazi Jewish origin for three mutations (BRCA1
185delAG, 5382insC, and BRCA2 6174delT) with 
carrier frequencies of around 0.9%, 0.3% and 1.3%,
respectively; i.e., these mutations account for about 
25% of the early-onset breast cancer in Ashkenazi 
Jewish women. Founder mutations have also been
described in the Netherlands, Iceland and Sweden
(www.cancer.gov/cancerinfo/pdq/genetics/breast-
and-ovarian).

An interesting observation to emerge from DNA 
mutation testing and genotype/phenotype correlations
involved BRCA2. It now seems likely that there is a spe-
cific region in this gene (ovarian cancer cluster region in
exon 11 between ~nt 3000–nt 6600) where mutations
increase the risk for developing ovarian cancer and
reduce the breast cancer risk.

Mutation DNA testing was undertaken in many labo-
ratories until 2002–2003 when problems arose in rela-
tion to the US company Myriad and its enforcement of
the patent it held on BRCA1 (the company also claims a
patent for BRCA2). This problem resulted in some con-
fusion whether Myriad would allow DNA testing outside
its own laboratory or would licence other laboratories
(see Chapter 10 for more discussion about this issue). 
On a more positive note, Myriad showed that with the
right technology and the high-throughput DNA sequenc-
ing capability of a large laboratory (contrasting to 
small DNA laboratories with limited facilities), it was
possible to sequence the BRCA1 and BRCA2 genes
directly rather than use the more tedious SSCP or dHPLC
scanning or even the PTT test (see the Appendix for
descriptions of these tests). This had the potential to
produce more effective mutation detection with a faster
turnaround time, but it was expensive, and so many
could not afford this test.

Sporadic and Other Forms of Breast Cancer

Early expectations following the discovery of the BRCA1
and BRCA2 genes were soon moderated when it became
apparent that (1) Penetrance was variable. (2) Multiple
mutations were making population screening impossible
in most communities. (3) Testing of the individual’s DNA
was time consuming and expensive. (4) Finally, the dis-
appointing finding was made that sporadic breast cancer
(the more important and common form of breast cancer)
was not associated with germline (i.e., blood) mutations.
Somatic mutations were not detected in breast cancer
tissue, and only few in ovarian tissue. Therefore, like
familial adenomatous polyposis, germline mutations in
rare genetic cancers did not explain the more common
tumour types. What remains to be excluded is that epi-
genetic changes might function in the sporadic forms and
through methylation of promoters, or some other mech-
anism, interfere with the expression of these genes. There
is some indirect evidence that this may be so; i.e., mRNA
for BRCA1 is present in lower levels in breast cancer 
tissue.

Other genes increasing the risk for breast cancer in
association with familial cancer syndromes include (1) Li
Fraumeni syndrome: TP53 mutations (see Box 4.3), (2)
Cowden’s syndrome: involves the gene PTEN, a protein
tyrosine phosphatase, and is associated with tumours 
in the breast, gut and thyroid and (3) Ataxia telangiecta-
sia: mutations in the ATM gene are associated with
haematologic malignancies and perhaps a higher risk for
breast cancer. In addition, there are DNA polymorphisms
in genes involved in metabolism of oestrogen or envi-
ronmental carcinogens, for example, the cytochrome
P450 enzymes (see Chapter 5). In the latter group, the
risks of breast cancer remain to be proven. Overall, 
when BRCA1, BRCA2 and the above genes or DNA 
polymorphisms are considered together, they still
account for only about 20% of cases associated with
familial risk.

An observation with potential clinical significance
relates to TP53 and ATM and the fact that individuals with
mutations in these genes are considered to have an
increased sensitivity to ionising radiation. This is relevant
since a reason for undertaking DNA mutation analysis 
is to enable closer surveillance of at-risk women.
Presently, the usual form of surveillance, apart from self-
examination of the breasts, involves mammography (i.e.,
repeated ionising radiation), but should this be recom-
mended in those with changes in TP53 and ATM? 
It would seem that each interesting development in
molecular medicine leads to new knowledge but at the
same time raises more questions. For the researcher, this
is a challenge. For the health professionals and involved
families, each new piece of the puzzle will eventually
lead to more effective prevention and therapeutic options.



4 COMPLEX GENETIC TRAITS

108

Somatic cell genetics now joins the single gene, poly-
genic, multifactorial and chromosomal disorders as a dis-
tinct group of genetic disorders although the DNA
changes are not inheritable. The role played by mutations
in the genetic material of somatic cells is well exempli-
fied by cancer, e.g., the familial adenomatous polyposis
example described in Chapter 3 in which a series of
mutations affecting somatic cells enable progression
from the localised tumour to a malignant, metastasising
cancer.

The potential for mutation at the somatic cell level has
recently been highlighted by a novel molecular defect
producing anticipation (increasing severity or earlier age
at onset of a genetic disease in successive generations;
see Figure 3.4). In the case of Huntington’s disease, the
fragile X syndrome and myotonic dystrophy (discussed in
Chapter 3), it has been shown that anticipation is asso-
ciated with a heritable and unstable DNA nucleotide
triplet able to increase in size from one generation to
another. The triplet repeat demonstrates both somatic
instability as well as instability following inheritance
through one of the parental germ cells. This novel mech-
anism for instability remains to be fully characterised.
Somatic cell changes associated with ageing, auto-
immune disease and congenital malformations are other
areas of research now starting.

HAEMATOPOIETIC MALIGNANCIES
Solid tumours are initiated by two or more mutations in
DNA followed by a multistep progression. In contrast,
leukaemias do not generally demonstrate the random
genome instability seen in the solid tumours, and they
are often associated with a single non-random recipro-
cal chromosomal translocation event. Usually, transloca-
tions lead to tumour formation through inactivation of a
tumour suppressor gene or activation of a proto-
oncogene. Haematopoietic malignancies present in the
first instance as an aggressive disorder or become more
malignant during the course of their natural history.
Access to abnormal cells in the peripheral blood or bone
marrow is possible. Therefore, tumours of the
haematopoietic cells have provided convenient models
with which to study DNA changes during various stages
of a malignancy.

Immunoglobulin Genes and 
T Cell Receptor Genes
Lymphocytes are unique cells since they are able to
undergo somatic rearrangements of their immunoglobu-
lin or T cell receptor genes. This is essential to generate
molecules of sufficient diversity to enable recognition of

the vast array of antigens to which an organism will be
exposed. Thus, gene families encoding the immunoglob-
ulin and T cell receptor genes are arranged in two 
configurations: (1) functionally inactive or germline state
and (2) functionally active or rearranged state, each of
which is unique and contributes to the polyclonal
response (Figure 4.17). Immunoglobulin diversity in the
B lymphocytes reflects rearrangements of the heavy chain
region on chromosome 14, followed by rearrangements
in the k light chain genes and, if necessary, the l light
chain genes. The repertoire is further diversified by the
addition of somatic mutations, including random inser-
tions of nucleotides at the V-D and D-J junctions. Similar
scrambling of genes occurs to form the T cell receptor 
repertoire.

The process of gene rearrangements is error prone.
Therefore, it is possible that the immunoglobulin or T cell
receptor genes can be accidentally spliced next to or into
other genes, including the proto-oncogenes. One way 
for this to occur is from a chromosomal translocation.
Following this, the cells containing the rearranged
immunoglobulin or T cell receptor genes can now be
driven by the associated proto-oncogene, and eventually
a malignant clone arises. Should a lymphoid cell form
one such clone, all sister cells will carry the hallmark of
its unique gene rearrangement. This is utilised when
investigating patients with haematopoietic malignancies
(discussed further below).

Chronic Myeloid Leukaemia
Chronic myeloid leukaemia, which affects young adults,
is a malignant clonal disorder involving a pluripotential
haematopoietic stem cell. It usually presents in chronic
phase, and within three to four years develops into an
accelerated and then acute phase called blastic transfor-
mation. More than 95% of cases have the Philadelphia
(Ph) chromosome, the result of a reciprocal translocation
involving chromosomes 9 and 22 (Table 4.13, Figures
4.10 and 4.18). The fusion gene product formed from the
translocation (BCR-ABL) contains ABL, a proto-oncogene
with tyrosine kinase activity. However, the fusion protein
demonstrates unregulated tyrosine kinase activity,
leading to a number of downstream effects including
increased cell proliferation, reduced apoptosis, adhesion
abnormalities and genomic instability. The translocation
is sufficient to produce the leukaemia. During develop-
ment of blastic transformation, additional DNA changes
develop. These changes can involve TP53 or RB1
(retinoblastoma).

Until recently, the only curative treatment for chronic
myeloid leukaemia was an allogeneic stem cell bone
marrow transplant. However, this procedure is not avail-

SOMATIC CELL GENETICS
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able for a large number of patients, and there is signifi-
cant mortality and morbidity associated with transplan-
tation. During the late 1990s, a new drug was designed
specifically to interfere with tyrosine kinase activity. The
drug (imatinib) is one of the first designer drugs based on
molecular knowledge of aetiology and has proven to be
very successful. Imatinib could become the treatment 
of choice before marrow transplantation. Studies are
presently under way to assess the long-term efficacy of
this drug, and whether it alone can cure this disease, or
it needs to be used in conjunction with other therapeu-

tic options for chronic myeloid leukaemia, a condition
that was once considered an incurable disease.

Acute Promyelocytic Leukaemia
Acute promyelocytic leukaemia is a rare variant of acute
myeloid leukaemia involving the promyelocyte cells. In
addition to the usual leukaemia-related problems,
patients with acute promyelocytic leukaemia are at risk
of severe bleeding due to clotting factors being deficient,
which exacerbates the effect of thrombocytopenia 
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Fig. 4.17 Immunoglobulin genes in the germline and how they rearrange.
During development of a stem cell into a B or T lymphocyte, there are rearrangements of the germline immunoglobulin genes
(which number in the hundreds). This rearrangement generates the diversity in immune proteins necessary for effective antigen
recognition. (1) The different immunoglobulin heavy chain genes are V—variable; D—diversity; J—joining; C—constant. (2)
The first recombination in the heavy chain locus involves a D to J step. (3) This step is then followed by V to D-J recombination.
(4) To detect these rearrangements, DNA primers for PCR are based on regions that are known to be conserved (Æ ¨). Similar
rearrangements occur with the immunoglobulin light chain genes (l, k) and the T cell receptor genes.

Table 4.13 Translocations and gene changes in the haematologic malignancies (from Gribben 2002)

Disorder Translocation detectable Gene change detectable by PCR
by cytogenetics

Chronic myeloid leukaemia (CML) t(9,22)(q34;q11)a Juxtaposes the BCR gene (chromosome 22) and the ABL
Occurs in about proto-oncogene from chromosome 9.
95% of CML, 25% adult ALL,b

occasional childhood ALL
and rarely in AML

Acute promyelocytic leukaemia (APML) t(15;17)(q21;q21) Juxtaposes RARa gene (chromosome 17) and the PML gene
(chromosome 15).

Follicular lymphoma (85%) and diffuse t(14;18)(q32;q21) BCL2 proto-oncogene on chromosome 18 becomes
lymphoma (30%) juxtaposed to IgH locus on chromosome 14.

B cell CLL, myeloma, mantle cell t(11;14)(q13;q32) BCL1 proto-oncogene on chromosome 11 is juxtaposed
lymphoma to IgH.

Burkitt’s lymphoma, B cell ALL t(8;14)(q24;q32) Juxtaposes exons 2 and 3 of proto-oncogene MYC and IgH.

a This terminology to describe a cytogenetic rearrangement means that there is a translocation (t) between chromosomes 9 and 22. The position on 9
is q34 (long arm band 34), and on 22, it is q11 (long arm band 11). b Abbreviations: CML—chronic myeloid leukaemia, ALL—acute lymphoblastic
leukaemia, AML—acute myeloid leukaemia, APML—acute promyelocytic leukaemia, IgH—immunoglobulin heavy chain, CLL—chronic lymphocytic
leukaemia.
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normally found in acute leukaemia. In terms of molecu-
lar medicine, acute promyelocytic leukaemia is a useful
model to illustrate how molecular understanding of
pathogenesis can be translated into the development of
more appropriate therapy regimens and new designer
drugs. Like chronic myeloid leukaemia, acute promyelo-
cytic leukaemia is associated with a particular transloca-
tion (see Table 4.13). In the great majority of cases, this
translocation disrupts two genes and leads to the forma-
tion of a fusion protein PML-RARa (PML—a putative 
transcription factor implicated in a number of cellular
processes, including apoptosis, growth regulation,
tumour suppression, RNA processing; RARa is the
retinoic acid receptor alpha gene). RARa can fuse with
a number of other genes apart from PML (<5% of cases),
but for the purpose of this discussion, we will focus only
on PML. A key activity of the RARa gene involves the
neutrophil differentiation pathway, so inactivation of this
gene’s function through the translocation-produced
fusion protein not surprisingly leads to maturation arrest
at the promyelocyte stage. The fusion protein is consid-
ered to have a number of actions, including a dominant
negative effect on the normal gene product. Unlike the
Ph chromosome that appears to be solely involved in the
development of chronic myeloid leukaemia, there is
some evidence from transgenic animal studies showing
incomplete penetrance and long latency periods that
other genetic factors may be important. Nevertheless, the
translocation is a key component in pathogenesis.

Knowledge of the molecular pathology has now been
applied in developing novel treatments for this
leukaemia. These treatments comprise inhibitors of the
PML-RARa fusion protein. One particularly effective

drug is ATRA (all trans-retinoic acid). ATRA works
through binding to PML-RARa, thereby inhibiting its
downstream effects, as well as inducing degradation of
this fusion protein.

Like the chronic myeloid leukaemia example, a new
therapeutic has been designed specifically for the mutant
gene products in this leukaemia. The remission rate for
acute promyelocytic leukaemia has now dramatically
improved, particularly when ATRA is used in combina-
tion with chemotherapy (complete remission of about
90%). However, ATRA is not without complications, and
so molecular or cytogenetic confirmation is essential to
be sure that the appropriate translocation has occurred
in this leukaemia. Another future challenge is the moni-
toring and post-treatment management to ensure a long-
term remission or cure. For this, molecular testing is
needed to detect minimal residual disease, with evidence
accumulating that the longer term outlook may be
improved if treatment is started in early relapse (detected
molecularly) instead of waiting for a full haematologic
relapse.

Minimal Residual Disease
Minimal residual disease refers to submicroscopic
disease, i.e., disease that remains occult within the
patient but eventually leads to relapse. A patient’s
response to treatment for acute leukaemia is influenced
by many factors (Box 4.4). At the time of diagnosis of
leukaemia, the tumour burden is high (up to 1012

leukaemic cells), and even at complete remission, the
traditional microscopic approaches have limited capa-
bility to detect residual disease, and even a complete
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Fig. 4.18 Molecular (DNA) changes involving proto-oncogenes from the translocation producing the Philadelphia 
chromosome.
(1) Depicted is the BCR (breakpoint cluster region) gene (�). It has 24 exons. In chronic myeloid leukaemia, the break in this
gene is around exon 13 or 14. (2) The ABL proto-oncogene (�) has the tyrosine kinase activity, and following the translocation, it
is interrupted 5¢ to exon 2. (3) The fusion gene for chronic myeloid leukaemia encodes for a 210kd protein (p210) and comprises
exons 1 to 13–14 of BCR (�) and exons 2–12 of ABL (�). (4) A smaller fusion protein (p190) is found with acute lymphoblastic
leukaemia occurring in adults with the Ph chromosome. This fusion gene involves exon 1 of BCR (�) and exons 2–12 of ABL (�).
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remission based on microscopy can be associated with
a residual 108 to 1010 leukaemic cells. In this circum-
stance, it is understandable that relapse can occur. There-
fore, to improve response to treatment (and even to select
the treatment of choice), minimal residual disease mon-
itoring has become an important component of modern
therapy for leukaemia. Minimal residual disease moni-
toring is not readily available with the solid malignancies
because with the leukaemias, the blood (or bone
marrow) provides a source of accessible tissue for 
monitoring.

Minimal residual disease detection was first attempted
with polyclonal or monoclonal antibodies. However,
some of the antigens detected by these antibodies were
also present on normal or precursor cells, and so better
methods were needed. Today, two useful approaches for

detecting minimal residual disease are (1) PCR and (2)
flow cytometry. Each method has its own strengths and
weaknesses in particular situations. PCR is valuable
because it is very sensitive (for example, it can detect 1
leukaemic cell in 103–108 normal cells). PCR primers can
be designed to detect fusion transcripts or immuno-
globulin/T cell gene rearrangements. More recently,
quantitation based on real-time Q-PCR (see the Appen-
dix) has proven to be a valuable new addition to the
monitoring of minimal residual disease.

A variation of the minimal residual disease theme
involves the monitoring of progress following bone
marrow transplantation from another donor (allogeneic
marrow). This type of treatment is used in a number of
leukaemias and bone marrow aplasias. Early identifica-
tion of engraftment (presence of donor cells) or relapse
(presence of host cells) is important to optimise post-
transplantation treatment. However, the small number of
cells usually present makes conventional diagnostic
approaches difficult. PCR is ideally suited to this situa-
tion provided primers can be designed to detect DNA
sequences that will distinguish host and donor cells. 
The extreme sensitivity of PCR means that only a few
cells are necessary for assay, and so the dilemma of
engraftment versus relapse can be resolved early, and
appropriate treatment started.

As discussed previously, the exciting novel therapies
for chronic myeloid leukaemia and acute promyelocytic
leukaemia have made a dramatic impact on the initial
remission rate. However, what to do next remains an
open question, and to answer this, minimal disease mon-
itoring will be important in ongoing clinical trials. Only
about 50% of acute leukaemias have clearly identifiable
chromosomal breakpoints, and so new targets for
minimal residual monitoring need to be identified, 
particularly for the acute myeloid leukaemias.

DIAGNOSTIC APPLICATIONS

Microscopy
The standard approach in anatomical pathology is micro-
scopic examination of a tissue section with one or more
stains. A diagnosis is made on the basis of cell morphol-
ogy and staining characteristics. A greater level of resolu-
tion is possible with electron microscopy. Another
development is immunophenotyping, which allows the
identification of specific antigens by staining with 
monoclonal or polyclonal antibodies. More recently, to
these investigative approaches can be added in situ
hybridisation using DNA probes to detect specific
sequences. An illustration of the value of in situ hybridis-
ation is provided by the human papillomaviruses. A
description of these viruses, their detection and associa-
tion with genital tract lesions is found in Chapter 8. Diag-
nosis and typing of such viruses have become simplified

Box 4.4 Factors influencing response to
treatment in leukaemia.
(1) Host: Age, physical state of well-being and genetic
background (pharmacogenetic response to drugs).
Apart from age, these factors are difficult to mea-
sure but can make important contributions to the
treatment outcome. (2) Leukaemia: The type of
leukaemia, the tumour burden (there can be 1012

leukaemic cells at the time of diagnosis) and the
development of drug resistance in these cells. (3)
Treatment: The drug dosage (influenced by the
genetic ability to metabolise drugs—see Pharmaco-
genetics in Chapter 5), as well as any drug-drug inter-
actions that may occur. (4) Minimal residual disease:
There is growing evidence in a number of haemato-
logic malignancies (including myeloma) of benefit
that comes from post-treatment monitoring for
minimal residual disease. In children with acute lym-
phoblastic leukaemia receiving identical treatment,
poor prognostic features include the following: male,
white blood count >50 ¥ 109/litre, aged less than 1
year or older than 10 years, the Ph chromosome and
slow initial response to treatment. Minimal residual
disease monitoring can identify good and bad prog-
nostic indicators that are independent of known clin-
ical and biological prognostic markers. For example,
detectable minimal residual disease at any stage fol-
lowing initial treatment is a poor prognostic indica-
tor in acute leukaemia. Similarly, patients undergoing
allogeneic bone marrow transplants for leukaemia
have a poorer long-term outlook if minimal residual
disease is detected post-transplant. In adults with
chronic myeloid leukaemia, a progressive ongoing
reduction in tumour mass (determined by PCR detec-
tion of the BCR-ABL fusion gene) can still be observed
even a year after achieving complete remission with
imatinib treatment. Patients with such a decline in
tumour burden do better, in terms of disease-free sur-
vival, than those who do not show this trend.
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and more accurate with tests such as DNA amplification
by the polymerase chain reaction (PCR). In the research
laboratory, the availability of in situ hybridisation has
allowed the tissue and cellular localisation of mRNA tran-
scripts from these oncogenic viruses to be determined.

Fine Needle Aspiration
A useful source of tissue for histopathological examina-
tion is obtainable through fine needle aspiration. This
procedure is more rapid and less traumatic than con-
ventional biopsy and carries less risk of tumour dissemi-
nation. The problem of whether sufficient material can
be obtained for histological assessment has now been
overcome to some extent by PCR. Another advantage of
PCR is that archival materials such as formalin-fixed,
paraffin wax–embedded tissue blocks are suitable for
DNA testing. Laser-capture microscopy is a new devel-
opment that allows individual cells in a sample to be
studied, thereby avoiding the contaminating effect of
nearby normal cells.

Solid Malignancies
As indicated in Chapter 2, there are different classes of
DNA tests (see Table 2.8). In terms of the solid malig-
nancies, the ones considered most often in the clinical
scenario are familial adenomatous polyposis, hereditary
nonpolyposis colon cancer and breast cancer. In addi-
tion, there are many examples of rare tumours for which
DNA testing options are available. Having described the
complexities involved in (1) finding the relevant germline
mutations in the above cancers and (2) understanding the
clinical implications of the various mutations, it is not
surprising that it is universally recommended that these
tests should be undertaken with considerable care and
thought.

Molecular testing in solid malignancies generally
involves predictive DNA testing because germline muta-
tions are involved. Therefore, this class of tests has clin-
ical, social, ethical and legal implications for the patient
(and family). In many centres, the ordering of these tests
is restricted to specialised clinics that can provide the
necessary experience as well as appropriate genetic
counselling. Guidelines have also been developed to
assist the health professionals in deciding on what are the
risk scenarios or risk family structures, and what should
be done, or when to refer these problem cases. In other
centres, these tests are available more on a user-pay
basis, and this approach can lead to problems if the 
necessary counselling and support are not provided. It
should also be noted that knowledge of these genes and
the significance of any mutation may change as experi-
ence builds. This means that the indications for testing
are not always straightforward, and long-term follow-up
may be required.

The implications for DNA testing for germline TP53
mutations are more complex than with other genes that
predispose to cancer (e.g., APC, HNPCC in colon cancer)
because TP53 does not produce tumours of a certain
type. The broad range of neoplasms found with TP53
makes clinical screening and follow-up difficult. Hence,
the balance between resources, costs and clinical effec-
tiveness needs to be considered with even greater care.
TP53 mutation analysis continues to be an essential
research tool and increasingly has a role to play in epi-
demiological studies. In terms of individual disorders, the
merits of each case should be considered.

Leukaemias and Lymphomas
A similar strategy to that described in anatomical 
pathology is usually followed in the leukaemias and 
lymphomas, i.e., morphologic appearance, staining char-
acteristics and immunophenotyping. Knowledge of cyto-
genetic changes, particularly translocations, provides
additional information about diagnosis and prognosis.
DNA changes can also be sought (see Table 4.13). In con-
trast to the DNA tests for solid malignancies described
earlier, the haematological tests fall within their own
class since they have implications only for the patient
who already has established disease, and there are no
direct (genetic) consequences for family members (see
Table 2.8).

Compared to conventional cytogenetic tests, the sen-
sitivity of the molecular approaches (particularly PCR) is
high; e.g., 1 cell in 100000 with the Philadelphia chro-
mosome can be identified. This was discussed earlier
under Minimal Residual Disease. PCR is particularly suit-
able for the identification of translocation breakpoints
since many of them have specific, invariant sequences
associated with them, and so the appropriate amplifica-
tion primers are easier to design. The sensitivity of PCR
in this situation is high; e.g., a leukaemic cell mixed with
105 to 106 normal cells is distinguishable.

In the lymphoproliferative disorders (lymphocytic
leukaemias or lymphomas), an additional molecular
approach is available through examination of im-
munoglobulin and T cell receptor genes. The finding of
gene rearrangements usually means a clonal population
is associated with a haematologic or immunologic dis-
order. However, the finding of a clonal population does
not necessarily mean it is malignant. The latter conclu-
sion will be made on the basis of gene, haematologic and
clinical criteria. A disadvantage of the PCR technique in
this situation is the false negative result. This result does
not reflect a deficiency in the technology, but the failure
of the PCR primers to detect the underlying gene
rearrangements.

The designing of DNA primers for PCR involving
immunoglobulin or T cell receptor genes is particularly
difficult for a number of reasons: (1) the complexity of
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the germline structure, (2) the occurrence of DNA
rearrangements, (3) additional somatic mutations once
rearrangements have occurred, (4) the possibility of
incomplete or aberrant gene rearrangements and (5)
clonal evolution in some leukaemias. To avoid some of
these problems, primers to conserved sequences within

VH and JH are selected. Amplification will not be obtained
from germline sequences since they are too far apart (see
Figure 4.17). Most monoclonal populations found in the
lymphoproliferative disorders are eventually detectable,
but the yield is not as high as PCR-based detection of
known translocations.

FUTURE

MULTIFACTORIAL DISEASES
As indicated earlier, the important public health issues
that are now being faced by many communities involve
the multifactorial disorders. Resources and effort in epi-
demiology, molecular medicine and bioinformatics will
be needed to ensure that molecular medicine–based
approaches enable strategies to be developed that 
will lead to more effective prevention and treatment.
Obesity will be used as an example of a contemporary
challenge involving this complex group of conditions.

Obesity
The World Health Organisation has proclaimed obesity
to be a global epidemic. In the USA, 61% of adults are
considered to be overweight (body mass index 25–29.9),
and 26% are obese (body mass index ≥30). Obesity is no
longer a disease of Western society but afflicts many
communities. Increased morbidity and mortality reflect
the associated disorders that go with obesity, including
diabetes, hypertension, coronary artery disease and
arthritis. Apart from surgical approaches to obesity, no
definitive forms of treatment will lead to consistent and
significant weight loss. Indeed, the common approaches
of diet and increased exercise have, in general, relatively
small effects, and in most cases they are only temporary
measures.

The aetiological basis for obesity is similar to what has
been described for many of the multifactorial disorders.
This involves a core genetic component to which are
added various environmental and lifestyle influences. For
obesity, twin studies would suggest that the genetic com-
ponent is substantial (50–90%) since concordance rates
for body mass index between DZ and MZ twins are 32%
and 74%, respectively. Human genome maps for obesity
have implicated many genes and numerous loci. The
2003 update (Snyder et al 2004) lists 43 mendelian 
syndromes relevant to human obesity, with 24 of these
syndromes having relevant genes or suitable candidates
identified. However, the mendelian syndromes associ-
ated with obesity are rare, and so in terms of complex
genetic inheritance, the 208 human QTLs in this map are
particularly relevant. These QTLs are important because
they are likely to be involved in the common, sporadic

forms of obesity. Overall, the 2003 human obesity gene
map lists more than 430 genes, markers and chromoso-
mal regions thought to be associated with the obesity
phenotype.

Why has the human evolved with many genes that are
proving to be detrimental to health in our society? One
explanation is that over a long evolutionary period, the
environment has generally been inhospitable in terms of
food availability. Therefore, natural selection would
provide a greater survival advantage for humans who
were able to eat ravenously during times of food being
available and/or able to store ingested calories more
effectively to protect against times when food was scarce.
However, in modern society the environment has
changed, allowing much easier and prolonged access to
high caloric food, and humans are less active physically.
This environment is less compatible with the gene pool
that has evolved, and the consequence is obesity.

A hypothesis for obesity, known as the lipostatic
model, involves the central nervous system as the key
regulator of food intake (appetite) and energy expendi-
ture (thermogenesis). Afferent signals in this pathway
come from insulin and leptin, with the plasma levels in
these hormones reflecting the body fat content. Acting
via the central nervous system, insulin and leptin exert a
catabolic effect; i.e., they lead to a reduction in food
intake by suppressing appetite, and they promote ther-
mogenesis by increasing energy expenditure. Overall,
this has a negative effect on weight gain (Figure 4.19).
The insulin and leptin pathway acts via hypothalamic
melanocortin signalling, and the catabolic output results
from release by the hypothalamus of thyrotropin releas-
ing hormone (TRH), corticotropin releasing hormone
(CRH) and oxytocin. Evidence that the melanocortin
pathway is important comes from the rare Mendelian
disorders associated with mutations in single genes that
lead to gross obesity phenotypes (Table 4.14).

In practical terms, how will molecular medicine 
contribute to the control of the obesity epidemic? The
demonstration that complex pathways and mechanisms
are likely to be involved will make it necessary to revisit
the contemporary view that obesity is a product of
overeating and lack of exercise. While these factors are
crucial contributors, they alone may not provide the
answer to the control of obesity. From the therapeutic
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viewpoint, little of importance has emerged in the form
of drugs that have a significant impact on weight gain or
loss. Surgical intervention is used, but there is consider-
able evidence that this simply leads to deposition of fat
at other sites, because the impaired central control
leading to overeating and reduced thermogenesis has not

been corrected. The molecular analysis of obesity will
provide a new opportunity to understand the molecular
pathogenesis and, from this, design drugs that specifi-
cally target genes such as those in the leptin-
melanocortin signalling pathway that have been
described.

Adipose
tissue

Food
intake

Thermogenesis+

Catabolic signals

insulin

leptin

Fig. 4.19 Schematic representation of central (brain) control of body weight (the lipostatic model of body weight regulation;
Cummings and Schwartz 2003).
Depicted is a simplified version of catabolic pathways involved in body weight regulation. Two key afferent signals are insulin 
and leptin. In the blood, the level of these hormones reflects the body fat content, and both act by decreasing appetite and
increasing thermogenesis. Although leptin appears to be the more important of the two, it was disappointing to find in obesity 
that leptin was increased (as expected), but this did not produce an anti-obesity effect; i.e., obesity is a state of leptin resistance.
In the hypothalamus, leptin works through the melanocortin signalling pathway. Key genes in this pathway include POMC
(proopiomelanocortin). The protein from this gene is cleaved by PC1 (prohormone convertase 1) into a melanocortin (aMSH),
which works via melanocortin-4 receptors (MC4r). The final (catabolic) output from the hypothalamus comes from the release of
thyrotropin-releasing hormone (TRH), corticotropin-releasing hormone (CRH) and oxytocin. The catabolic pathway described is
also matched by an anabolic one; i.e., this pathway increases food intake and reduces thermogenesis. Leptin also acts on this
pathway and inhibits it.

Table 4.14 Human obesity syndromes caused by single gene mutations involving the leptin-melanocortin signalling pathway

Gene Mutations Features

LEP 6 mutations described Leptin gene. LEP and the next three all give rise to extreme hyperphagia and severe childhood 
(rare) onset obesity. Autosomal recessive mode of transmission.

LEPR 3 mutations described Leptin gene receptor.

POMC 2 mutations described Proopiomelanocortin (POMC) is associated with catabolic activity and is located in the 
hypothalamic arcuate nucleus.

PC1 1 mutation described POMC is cleaved by prohormone convertase 1 (PC1) into aMSH, which exerts its effect via 
melanocortin-4-receptors (MC4R).

MC4r >70 mutations described See PC1. Mc4r is located within the hypothalamic paraventricular nucleus (also called the 
satiety centre) because lesions here produce obesity and hyperphagia. Autosomal dominant
mode of inheritance. Phenotype is typical of more common forms of obesity.

SIM1 1 mutation described Produces a phenotype like Mc4r deficiency. SIM1 is important for formation of the paraventricular
nucleus.
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NOVEL MECHANISMS FOR DISEASE

Epigenetics
Our understanding of how normal genes function and
how genetic disorders arise has been very much influ-
enced by the single gene Mendelian disorders; i.e., gross
quantitative differences in terms of genes working or not
working are used to explain phenotypic changes. In con-
trast, human development involves a complex interplay
of genes that express at specific times. Apart from actual
changes in DNA sequence, other mechanisms for con-
trolling gene expression involve epigenetic DNA effects
such as methylation and the differential expression of
maternal and paternal alleles (imprinting). A number of
fundamental questions about imprinting remain to be
answered. For example, how and when does imprinting
occur? The mouse model, including transgenic mice, has
provided some information through the identification of
imprinted genes and chromosomal loci that can now be
studied. Methylation has also been implicated as an
important factor modifying the phenotype in the imprint-
ing process. Answers on imprinting are still being sought,
and it is expected that new knowledge will provide
greater insight into the complex regulation of human
genes. Epigenetics and its effect on human development
are discussed further in Chapter 7.

Epigenetic control of cancer cells (as well as loss of
this control) adds an additional level of complexity in the
multistep hypothesis used to explain carcinogenesis. For
knowledge in this area to proceed further will require
more basic knowledge of epigenetic control of gene
expression, as well as better bioinformatics tools to allow
sophisticated analysis that takes into account complex
combinatorial models that include epigenetic regulation.
Gene silencing, through epigenetic changes, provides an
interesting contrast to gene silencing secondary to a DNA
mutation, since the former mechanism is potentially
reversible. Hence, further understanding of epigenetic
changes in cancer may provide alternative targets for
therapy.

ONCOGENESIS

Genes to Watch
The next few years will be accompanied by a better
understanding of the various molecular events involved
in the cancer pathway. An interesting recent observation
has suggested that TP53 may play a role in preventing
teratogenic effects during development. This focuses on
the importance of understanding the normal physiologi-
cal functions of tumour-associated genes, as well as the
changes that occur following mutations in their DNA.
Many more cancer genes need to be isolated, and even
more work is needed to understand their significance. For

example, a number of genes have been implicated in
prostate cancer, and an even greater number of suscep-
tibility loci have been identified in this common disease
of males. However, the significance of these changes for
diagnostic, prognostic and therapeutic purposes is still far
from being understood.

A recent observation linking BRCA2 to sporadic breast
cancer involves a novel protein product of the gene
EMSY. EMSY maps to chromosome 11q13.5, a locus that
is amplified in 13% of sporadic breast and 17% of 
sporadic ovarian cancers. The connection with BRCA2
occurs via exon 3, which binds the EMSY protein. Over-
expression of EMSY leads to inactivation of BRCA2,
which would be analogous to a mutation in the latter.
This interesting finding needs further study.

The ends of chromosomes (telomeres) comprise
TTAGGG repeats bound to proteins. This protects the
chromosome from degradation. As cells divide, the
telomeres shorten because of loss of TTAGGG repeats.
When telomere shortening reaches a critical length, the
cell dies. To avoid this, the cell has a telomerase enzyme
that adds TTAGGG onto pre-existent telomeres. In
cancers, telomeres are usually short, and so these abnor-
mal cells would die in the normal course of events,
except that cancers can up-regulate telomerase activity.
There are other intriguing ways in which telomerase
might promote tumourigenesis, including giving a sur-
vival advantage to these cells independent of telomere
length. As knowledge is gained about telomeres, it is
likely that this will have implications for cancer, includ-
ing novel targets for therapy (for example, inhibiting
telomerase), as well as ageing, since telomere shortening
is also observed in the normal ageing process.

Metastasis
Most cancer patients die as a result of metastatic effects,
rather than the primary tumour. Hence, it is disappoint-
ing that relatively little is known about the molecular
basis for metastasis, particularly as there is some evi-
dence that metastases occur earlier in tumour develop-
ment than previously was thought, but for some reason
the metastatic cells have a poorer growth potential than
normal cells. Indeed, the presence of tumour cells at
distant sites to the primary does not necessarily mean that
they will develop into metastatic foci. The relative ineffi-
ciency for metastasis was initially considered to reflect
the early phase in metastasis when tumour cells invaded
blood vessels and travelled to distant sites. Now, it is pro-
posed that the rate-limiting step occurs in the growth of
the tumour once it reaches the secondary site.

Metastasis suppressor genes are potential genetic
mechanisms that explain how the growth of metastatic
cells is regulated at distant sites. Unlike the convention
tumour suppressor genes, the metastasis suppressor
genes are more likely to be turned off by epigenetic 
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modifications than mutations, and although these genes
can suppress the in vivo growth of metastases, they do
not affect primary tumour growth. There are only about
seven metastatic suppressor genes described, and there
is a long way to go before the biology of metastasis is
clearly understood. From this knowledge will come
better ways in which to understand the natural history of
each cancer and new drugs to target specifically the
metastatic cells.

The Forgotten Tumour
Although the number one killer from cancer, lung cancer
does not have the same high public profile compared to
breast cancer (as a cancer of women) and prostate cancer
(as a cancer of men). Nevertheless, its association with
cigarette smoking should make molecular analysis easier
because the environmental contributor to carcinogenesis
is well defined, unlike most other solid cancers. Despite
this, it is disappointing that relatively little is known about
causation in this tumour. The usual loss of heterozygos-
ity at different loci (suggesting somatic loss or inactiva-
tion of tumour suppressor genes) and a long list of
proto-oncogenes shown to be mutated in lung cancer
provide no major clues to what specifically is happening
at the molecular level.

Research in lung cancer is more difficult because there
are no examples of genetically acquired disease like the
rare genetic cancers found with bowel and breast, and
so there are fewer clues where to look. Nevertheless, the
challenge to defeat lung cancer is there, and it will be
interesting to see where the breakthroughs will emerge.
It might be said—why bother, when there is an environ-
mental carcinogen involved? Admittedly, the public
health preventative measures must remain a priority in
this tumour. But, there are also questions that need to be
addressed, such as why can cancer develop years after
one stops smoking? What is the contribution from and
how does passive smoking inhalation lead to lung
cancer? Why can some people smoke heavily and never
develop lung cancer? As shown in the chronic myeloid
leukaemia and acute promyelocytic leukaemia exam-
ples, knowledge of molecular pathogenesis can also lead
to novel drug therapies.

Chromosomal Translocations
The predictable association between a number of
haematopoietic malignancies and chromosomal translo-
cations has been an important development in under-
standing cancer. The availability of PCR has enabled
minimal residual disease to be sought by looking for
these translocations. However, PCR has also shown that
normal individuals with no haematological findings of
leukaemia or lymphoma can have the same chromoso-
mal translocations. It remains possible that these indi-

viduals will develop a lymphoproliferative disorder some
time in the future, but for the present, this finding chal-
lenges the premise that translocations are sufficient for
the development of a tumour. Another explanation is that
PCR is not detecting these changes in functional cells but
in fragments of extracellular DNA that are not biologi-
cally active.

A similar finding has recently been observed in chil-
dren with SCID (severe combined immunodeficiency)
treated by gene therapy and subsequently complicated
by the development of T cell leukaemia (see Chapter 6).
In two children, an insertional event leading to activation
of the proto-oncogene LMO2 is thought to have caused
the leukaemia, although it is likely that there are other
contributing factors in aetiology (see Table 6.11). In the
follow-up of other treated children, one has been shown
to have what is likely to be LMO2 inactivation, but to
date this child has not developed leukaemia. More infor-
mation is needed about these chromosomal and gene
rearrangements, and why most produce a leukaemia or
lymphoma, but in rare cases this does not appear to have
happened.
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5
GENOMICS, PROTEOMICS AND
BIOINFORMATICS

genomic and proteomic endeavours are now well under
way, with new technologic advances ensuring faster 
and cheaper analytic potential. A limitation to progress
remains bioinformatics, an area of science that will
provide exciting developments for the future. An exten-
sion of genomics is pharmacogenetics and pharmacoge-
nomics. This area of molecular medicine will ensure that
the right drug can be found for the right patient, and new
drugs will be developed on the basis of DNA knowledge.
Decision-making will also be enhanced at the consult-
ing room or bedside as nanotechnology allows genomic
and proteomic analytic tools to be miniaturised.
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INTRODUCTION

Prior to the Human Genome Project, the focus of 
molecular medicine was genetics. With the completion
of the Human Genome Project, genetics has evolved into
genomics (see Figure 1.3). The new term implies a more
global approach to capturing the wealth of knowledge
about human and other DNA sequences now stored in
databases. The goal is to analyse the complete genome
(genomics) in terms of gene function, or define the
protein repertoire associated with the genome (pro-
teomics). For this, more sophisticated computer programs
need to be developed (bioinformatics) that will allow
DNA or protein-based information to be converted into
knowledge of gene or protein function. The various

GENOMICS

The genomics era has been made possible through two
major developments: (1) an exponential increase in
knowledge and information about human and other
genomes as a consequence of the Human Genome
Project and (2) technology developments allowing high-

throughput analysis of DNA. An example of the latter is
the microarray, a new development that moves genetics
from focusing on one or few genes or gene sequences,
to genomics with its emphasis on the analysis of hun-
dreds to hundreds of thousands of genes simultaneously.
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There are different types of gene microarrays (Table
5.2). The most useful to date has been the expression
DNA microarray that enables the transcriptome (all the
RNA species in a given cell) to be studied and compared
with the transcriptome in another cell. In this type of
analysis, it is possible to measure any number of mRNA
species from 100s–100000s. For example, what is the
difference at the genomic level between a cell line that
is growing normally and the same cell line that has
become cancerous? A way in which to make this com-
parison is to hybridise the mRNAs from the two different
cell lines, i.e., normal (control) versus cancer cell lines
against a glass slide or silicone chip onto which has been
spotted genes of relevance to carcinogenesis (Figure 5.1).
These expression arrays allow the identification of genes
that help to explain the biology of tumours, or detect
tumour-specific targets for better diagnostics or new drug
development. Commercially produced microarrays are
now available covering a wide range of interesting genes
(TP53, CYP450) or genetic pathways (apoptosis) or
organisms (E. coli gene array).

DNA can be spotted onto a microarray in different
ways: (1) High-density microarrays—the oligonucleotide
microarray described above, and allowing >106/cm2

density of gene dots, but offset by the time (>12hr)
required for processing. (2) Spotted microarrays—here
the microarray density is less (>104/cm2), but they are
cheaper to produce. In development are: (3) Bead
arrays—beads containing DNA comprise the hybridisa-
tion surface. (4) Electrically addressable arrays—hybridi-
sation of DNA to the array leads to a tiny electric current
being generated immediately. The advantage of these is
instant recognition, but this is offset by a very low density
of spots (perhaps in the hundreds of genes; Figure 5.2).
See also Chapter 9 for a description of these different
microarrays in the scenario of bioterrorism.

An example of how microarrays will impact on future
clinical decision-making is illustrated by work from van

MICROARRAYS

Microarrays are orderly, high-density arrangements of
nucleic acid spots (~102 to 106). Each spot represents a
DNA probe that is attached to an immobile surface.
Probes include cDNA or oligonucleotides. The latter are
smaller, and so allow a larger number of spots per
microarray; for example, computer-aided deposition of
spots can produce a cDNA density of up to 10000 cDNA
per cm2 and 1000000 oligonucleotides per cm2. This is
offset by the greater potential for non-specific hybridisa-
tion with the oligonucleotides because of their smaller
size. Materials onto which the spots (DNA probes) can
be attached include glass, silicon, nylon and nitrocellu-
lose membranes. DNA that is hybridised to the micro-
array can be labelled with radioactivity or fluorescein,
with the latter now the choice because multiple colours
can be detected with a laser (see the Appendix for tech-
nical details about microarrays).

Microarrays allow a snapshot to be taken of gene activ-
ity in the cell. This information can be compared between
control (normal cells) and cells that are abnormal. High-
throughput screening of gene expression possible with
microarrays can reveal molecular signatures of what is
occurring at the cellular level. This knowledge can be
exploited in the clinic for diagnostic purposes, or in the
research environment to understand disease initiation
and progression. The development of microarrays has
required improvements in bioinformatics. This develop-
ment has been necessary for designing probes for the
hybridisation conditions required and to analyse the
complex data sets generated with microarrays. Analysis
includes the comparison of the various hybridisation
signals to set standards, thereby providing the ability to
identify different colours—i.e., what genes are being
expressed—as well as assessing the intensity of the 
different colours—i.e., the level of up or down regulation
for each gene (Table 5.1).

Table 5.1 Colour coding in 2-colour hybridisation microarrays

Colour of hybridisation Significance
dot

Green This colour is produced when DNA is labelled with a dye called Cy3, which is usually used with the normal
(control) tissues. If the microarray dot is coloured green, it means that the expressed gene in that microdot
represents normal (control) tissue exclusively. The intensity of the green gives some indication of the level of
expression of that particular gene.

Red This colour is produced when DNA is labelled with a dye called Cy5. DNA labelled with Cy5 usually comes
from the abnormal (experimental or unknown) tissues. If the microarray dot is coloured red, it means that the
expressed gene in that microdot has been contributed from abnormal (unknown or experimental) tissue
exclusively. The intensity of the red gives some indication of the level of expression of that particular gene.

Yellow This colour means the relevant gene in both normal (control) and abnormal (unknown or experimental) tissues
is expressing (red + green = yellow); i.e., the gene may be constitutively expressed in that tissue.

Black This colour means neither gene is expressed.
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de Vijver and colleagues (2002) involving a study of 295
women with breast cancer. The work was initiated
because breast cancer patients with the same disease
staging have different treatment outcomes and survival.
Current prognostic indicators rely on lymph node status
as well as histological grade of the tumour. Treatment
options vary including adjuvant chemotherapy and 
anti-oestrogen agents such as tamoxifen. In many cir-
cumstances it is difficult for patients to choose from the

various treatment options offered, particularly when it is
known that a large number of women will respond well
without additional treatment that has side effects of 
its own.

In developing a microarray for breast cancer, the
researchers first took mRNA from 98 primary breast
tumours coming from women under 55 years who were
lymph node negative. Of these, 34 patients subsequently
developed metastases within five years; 44 remained

NormalNormal
mRNAmRNA

TumourTumour
mRNAmRNA

RT-PCR

cDNA-Cy3 [green] cDNA-Cy5 [red]

mix equal portions

hydridise to microarray

Scan with laser

Analyse with
bioinformatics tools

A

B

C

green red yellow black

1 2 3

normal
gene

cancer
gene

both
genes
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Fig. 5.1 Comparing gene expression in normal versus cancer tissue with a DNA microarray.
The diagram illustrates how a microarray can indicate which genes are important in a particular cancer tissue. (Left) Total mRNA
from both normal and cancer tissue is made into cDNA. The normal tissue cDNA is labelled with a green dye (Cy3) and the
cancer tissue cDNA with a red colour (Cy5). The cDNAs are mixed in equal proportions and hybridised to the microarray that has
spotted onto it DNA probes (either in the form of cDNAs or oligonucleotides) for genes with relevance to cancer. Following
hybridisation, the excess cDNAs are washed off, and the microarray plate is scanned with a laser to detect various colour changes
(red, green, yellow and black). Using appropriate software and the results from control DNA samples, it is possible to identify the
intensity of each red and green colour to estimate the level of the gene being expressed. (Right) The output from a microarray is
based on four colour changes—green (normal tissue expressing), red (cancer tissue expressing), yellow (both normal and cancer
tissues expressing) and black (neither tissue expressing). In this particular example, it is evident that, in the tumour, the genes that
are predominantly expressing in that tissue are 2B and 3A, while genes 1A, 1B and 2C are not expressing in tumour because the
green colour indicates that it is the normal tissue which is contributing to the hybridisation. Both normal and tumour tissue genes
are contributing to the dots for 1C and 3B; i.e., these genes are constitutively expressed in both tissues. Finally, gene microdots
represented by 2A and 3C are not expressed at all in either tissue. This microarray shows that cancer-specific genes can be
identified by the DNA probes in 2B and 3A. See an actual microarray profile in Figure 5.2.
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(1) Diagnostic testing and disease classification,
(2) Treatment selection through sophisticated pharmaco-

genetic analysis of the individual, as well as the
underlying pathologic tissue,

(3) More accurate prognostic indictors based on algo-
rithms derived from the individual’s genetic makeup,
as well as the tissue’s genetic profile.

An example to illustrate 1–3 above is the use of a gene
microarray to study children with acute lymphoblastic
leukaemia (ALL). Holleman et al (2004) were able to
identify gene profiles in the leukaemic cells that were
associated with resistance to the four antileukaemic
agents used in treatment. The children with these profiles
had a poor prognosis. The investigators also concluded
that a relatively small number of genes were associated
with drug resistance. Whether the genetic profile identi-
fied by microarray was superior to the conventional prog-
nostic indicators remains to be seen. However, the
identification of genes involved in drug resistance pro-
vides targets for developing new antileukaemic agents
that would be particularly valuable in the poor response
subgroup of patients identified.

DNA Banks
There are a number of reasons given why DNA might be
stored in a bank. They include (1) The rapid advances in
gene discovery can quickly change what is a genetic
defect of unknown aetiology today, to a disease with a
known DNA marker in the future. (2) The necessity in
linkage analysis to have key family members available for
testing, particularly if these individuals might die. (3)
Altruistic participation in research. Some commercial

Table 5.2 Types of gene microarrays

Function of microarray Applications

Expression microarray, i.e., The most successful microarrays to date have been those based on comparing expression profiles in
compares the expression various tumours.
profile between two different
cells

Open expression arrays, e.g., In contrast to the expression array described above, SAGE is an open system because it allows expression
SAGE—Serial Analysis of of all mRNA species, not just those that are spotted onto the chip (see the Appendix for details about
Gene Expression SAGE).

Detecting single base These microarrays are not routinely used because of their cost. However, the technology is rapidly 
changes, e.g., mutations or improving, e.g., the 10K (10000) SNP chip released by the Affymetrix company has now become a
SNPs 100K SNP chip, with expectation that it will be a 250–500K chip in the next few years. Access to so 

many SNPs will drive down costs. The potential to measure this large number of SNPs (or DNA 
mutations) in the one chip is enormous.

Comparative genomic DNA probes on the microarray are actually genomic DNA derived from known chromosomal loci. 
hybridisation (CGH) or Hybridisation against normal and tumour tissue will allow the identification of genomic regions that are
microarrays used to look amplified (genomic gain due to gene amplification) or lost (deleted) in tumours. From this, it becomes
for genomic gains or losses possible to identify regions involved in the development of cancer through a gain or loss of gene 

function.

disease free after five years; 18 were shown to have
BRCA1 germline mutations; 2 had BRCA2 germline
mutations. The mRNAs were hybridised against 25000
human genes. It was shown that about 5000 of these
genes demonstrated consistent changes between the
tumour tissues, and on this basis, it was possible to strat-
ify women into high- and low-risk groups. Subsequently,
it was shown that only 70 of the 5000 genes were nec-
essary for determining risk status. These 70 genes were
spotted onto another microarray, and a larger cohort of
women studied. In that study, 295 consecutive patients
with primary breast cancer were analysed with the 70
gene array. These patients were followed for a median
time of 6.7 years. Based on the RNA expression profile,
the group was able to be divided into high risk (180
patients) and low risk (115 patients) for metastasis. The
RNA profile was shown to be a more powerful predictor
of outcome than the standard histologic grade, surgical
stage and node status.

The potential for a more objective predictor to guide
the selection of treatment would be invaluable for man-
aging breast cancer. This study was a landmark because
it illustrated the applicability of microarrays in clinical
medicine. More studies are now needed to confirm and
expand the preliminary findings. The cost of microarrays
would also need to come down to allow access for more
women. Another change that will be needed is a move
from the traditional formalin-preserved tissue to fresh
tissues (or banks of frozen tissues) since non-preserved
tissues are required to prepare the mRNAs.

Despite the challenges described, microarrays are 
progressing through the research phase of molecular
medicine. In clinical medicine, they will be particularly
valuable in areas such as
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banks (including DNA banks being established or pro-
posed by pharmaceutical companies) have proposed that
individuals (depositors) can add their DNA to the
company’s bank. The samples are used for research, and
indirectly there is the potential benefit to the depositor
who might then have access to new drugs. This would be
particularly useful in circumstances where new drugs are

unaffordable. In a clinical trial setting, the depositors’
DNA markers will be known; this information will be
valuable to the company (this issue is discussed further
under Pharmacogenomics). (4) Dubious reasons for a
DNA bank include the potential for human cloning at
some future date.

Individuals or families in which there is a genetic com-
ponent to disease (particularly rare or esoteric diseases)
should be informed that future technological develop-
ments might allow further definitive study of the disorder,
even though nothing can be offered at present. In these
circumstances, it is important that health professionals are
aware of the potential of recombinant DNA technology so
that counselling given to individuals or families is accu-
rate and permits them access to future developments. The
result is DNA (in the form of a tissue or DNA itself or
immortalised cell lines) stored in a DNA bank so that it is
accessible, if required, at some future date.

A number of professional societies have proposed
guidelines for DNA banks. They cover actual physical
facilities; the relationship between depositors, their fam-
ilies and health professionals; confidentiality of informa-
tion; safety precautions and quality assurance measures.
The word “depositor” rather than “donor” is used
because the individual giving the sample maintains own-
ership and is not acting as a donor in the broadest sense.
Depositors need to have clear statements on the length
of banking, the potential problems and their rights in
respect of the banked DNA.

DNA can be stored in the form of whole blood or 
as DNA for years at -20°C or -70°C. Lymphocytes 
transformed with Epstein-Barr virus (EBV, see Chapter 8)
produce an immortalised cell line that can be cryopre-
served over many years in liquid nitrogen. Aliquots can
be thawed and propagated as required. The advantage of
immortalising lymphocytes is the availability of an unlim-
ited amount of DNA which is suitable for a technique
such as RT-PCR that can be used to identify mRNA tran-
scripts in peripheral blood (see Chapter 2 and the
Appendix). On the other hand, a disadvantage of immor-
talised cell lines is the technical demands required to
prepare and maintain them. Material that is suitable for
DNA banking includes blood, hair follicles, liver/spleen
and other tissues from a deceased individual, abortus
specimens, buccal cells from mouth washes and dried
blood spots (Guthrie spots) that are collected as part of
neonatal screening programs (see Chapter 7).

A DNA bank is not simply a diagnostic laboratory that
keeps a number of DNA specimens in the refrigerator 
for future purposes. It is a planned activity with very 
strict operating guidelines. There are legal requirements,
defined above, that the depositors and curators of the
bank will need to understand. What can be done with
the DNA, particularly in terms of research, requires
careful thought and the appropriate consent processes.
Other banks—for example, bone marrow, brain, various

Fig. 5.2 A gene microarray. (reproduced with the permission
of Dr C Roberts and Dr S Friend, Rosetta Inpharmatics LLC,
Seattle, USA).
Top: This is a 1-inch ¥ 3-inch glass slide onto which has been
imprinted 25000 genes in the form of oligonucleotides. The
oligonucleotides are 60mers (i.e., 60 bases in size), and 
they are imprinted in situ onto the glass slide using a
conventional inkjet printer head. The longer oligonucleotides
used for hybridisation (as discussed previously, a 20mer
oligonucleotide is generally sufficient to detect a specific
region of the genome) provides this particular microarray with
a technical advantage because, when constructing the array,
any mistakes or errors in the inkjet printing will not be as
critical as would be the case with a 20mer array. On the
periphery of the slide and diagonally are grid lines. They are
used for alignment when a scanner reads the array. The
scanner would be faced with the picture shown, i.e., 25000
spots with various colours and intensities, including green,
red, yellow (both red and green have hybridised), black
(neither red nor green has hybridised). Bottom: This is a small
section of the microarray magnified to show the individual
spots and the colours generated. At this stage, the scanner
needs to identify the various colours as well as their
intensities, and these data need to be stored. Bioinformatics-
based tools are needed for this aspect of the microarray, as
well as the next step, which is not as technically demanding
as the actual microarray but equally challenging because the
vast amount of data needs to be interpreted in terms of their
potential biologic significance. (see colour insert)
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other tissues—can overlap the DNA bank because tissue
from these banks is also useful as a source of DNA. Secu-
rity to ensure that all samples are adequately protected
means sophisticated measures are needed. In some
commercial banks, various computer-based approaches
are developed to code samples, which means the donors
can never be identified (i.e., the samples are de-
identified). Alternatively, samples are potentially identifi-
able, but security is enhanced by having a third 
independent party keep a check on privacy and confi-
dentiality, or holding the key that links a sample with a
particular individual. In Chapter 10 there is discussion on
national DNA databases (banks) that have been set up in
the UK and Iceland.

ANIMAL MODELS
Unlike humans, animals can be manipulated experi-
mentally and bred under specific conditions. Therefore,
animal models for human diseases have been exten-
sively developed. These models can arise spontaneously,
but a more effective approach is to produce experimen-
tally the animal model required, thereby mimicking the
human condition better and allowing the natural history
of a disorder to be followed progressively over a number
of generations. As discussed previously in Chapter 4,
some of the more complex multifactorial diseases in
humans may best be resolved by research using a genetic
breeding approach coupled with DNA analysis.

Traditional Models
Over the years, inbred strains, particularly the laboratory
mouse, have been the mainstays for studies involving a
wide range of human disorders. Inbred mice are pro-
duced by repeated sister-brother matings over about 20
generations. The result is a syngeneic mouse that will be
identical (e.g., homozygous) at every genetic locus, and
to other mice of the same strain. Another type of inbred
mouse is the congenic one. Although derived from one
strain, selective breeding allows this animal to have
genetic material from a second strain at a single locus.
Naturally derived animal models provide considerable
information, but they have limitations; e.g., the mutation
may not be representative of that found in the human 
disorder. More importantly, for many diseases, a suitable
animal model does not exist.

Recombinant DNA (rDNA) approaches provide a
means to create new animal models or manipulate 
existing ones to test the function of genes. The rDNA
approaches can broadly be divided into two strategies:
(1) reverse or genotype-driven animal models and (2)
forward or phenotype-driven models. The reverse 
strategy is essentially the transgenic animal; i.e., manip-
ulating a specific gene in a mouse will provide more
information about the disease itself. In contrast, the

forward strategy focuses on the disease (phenotype), and
from this, knowledge of the underlying genomic changes
can be gained. An example of the forward approach is
the ENU mouse, described in more detail below.

Transgenic Mice
Transgenic mice have become an invaluable resource to
further our understanding of human disease. They are
produced by microinjection of DNA into the pronucleus
of a fertilised oocyte, which is then inserted into a
pseudopregnant foster mother. Transgenics are useful 
for studying a wide range of disorders. Although the
injected transgene is randomly inserted into the genome,
it can still function, and its expression will produce a new
phenotype. The next level of sophistication for the trans-
genic mouse is the animal created by gene knockout. This
involves homologous recombination between an intro-
duced gene and the corresponding gene in the animal;
i.e., integration into the genome is no longer random. In
this way, the normal gene is replaced by one with a
known mutation or vice versa. Gene function can be
inhibited or the effect of a specific mutation observed
(see Figure 6.10 and Chapter 6 for further discussion of
homologous recombination).

Embryonic stem cells have been critical for developing
knockout transgenics. Since these types of stem cells are
totipotential, they can be genetically manipulated and
then reintroduced into the blastocyte of a developing
mouse to produce a chimaera. Foreign DNA that has
become integrated into the germline of the chimaera will
enable the gene to be transmitted to progeny. Appropriate
matings will produce homozygotes containing the trans-
gene (Figure 5.3). Embryonic stem cells allow a gene to
be targeted to its appropriate locus and replace its normal
wild-type counterpart by homologous recombination,
thereby producing a null allele. Using this approach, a
better understanding of genetic inheritance or disease
pathogenesis becomes possible (Box 5.1). The utility of
knockout studies to define the function of unknown genes
is illustrated by the mouse hox-1.5 gene, which was inac-
tivated by homologous recombination. Homozygous
mutants for this defect developed a phenotype similar to
the human DiGeorge syndrome, i.e., absent parathyroid
and thyroid glands with defects of the heart, major blood
vessels and cervical cartilage. Until the mouse data
became available, all that could be said about the
complex phenotype associated with this syndrome was
that it was produced by a deletion in chromosome 22q11.
From the animal work, it became possible to identify can-
didate genes for further study in the human.

Despite their value, the two types of transgenics
described represent an all or nothing effect, and with
widespread expression of the transgene in many tissues,
it is difficult to investigate subtle gene effects or distin-
guish primary from secondary effects. The uncontrolled
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element that was inducible when exposed to heavy
metals. When the latter were placed in the drinking
water, the transgene would be activated. However, this
would not allow subtle or physiologic regulation of the
transgene, and heavy metals are potentially toxic. A
better approach was needed. The next development in
the transgenic mouse allowed targeting to tissues as well
as more effective regulation of the transgene’s expression.
This is called a conditional knockout, which means the
inserted gene can be switched on or off “conditional” to
a specific stimulus. One approach to make a conditional
transgenic utilises what is called the Cre-lox system
(Figure 5.4).
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Fig. 5.3 Embryonic stem cells (ES cells) used for in vivo
expression of recombinant DNA.
This method produces transgenic mice, which can be used to
test the function of genes in vivo. (1) ES cells are transfected
with foreign DNA. Many ES cells will take up the DNA, but
this will involve different sites in the mouse genome because
of random integration. In a very rare case, the integration will
involve the correct part of the genome by a process of
homologous recombination. (2) Colonies of ES cells are
grown. (3) DNA is isolated from pools of colonies. (4) The
colony that has DNA integrated into the correct position in
the genome by homologous recombination can be identified
by PCR. (5) ES cells that have the homologous recombined
DNA are injected into mouse blastocysts. (6) Using different
coloured mice as sources of ES cells (e.g., white mouse) and
blastocysts (e.g., black mouse) will enable chimaeric mice to
be distinguished. (7) If the transgene has also integrated into
the germline, it will be possible to obtain a homozygote
animal by appropriate matings (see Chapter 6 for further
discussion of ES cells).

Box 5.1 Transgenic animal models of genetic
disease.
Abnormal folding and aggregation of proteins in the
central nervous system are considered to be key
factors in the development of neurodegenerative dis-
orders such a Alzheimer’s disease (Chapter 4), Hun-
tington’s disease (Chapter 3) and Parkinson’s disease
(degeneration of dopaminergic neurons in the sub-
stantia nigra by this process leads to Parkinson’s
disease). In a rare familial form of Parkinson’s disease,
mutations have been detected in a synuclein (a
synaptic protein), suggesting that this could be the
protein that is misfolded and accumulates. To study
this, the human a synuclein gene was inserted into
the fruit fly (D. melanogaster) and the mouse. In the
fruit fly, this produced a selective death of dopamin-
ergic neurons, indicating that a synuclein exerted its
toxic effect on specific sets of neurons. Transgenic
mice created by inserting a human a synuclein 
gene demonstrated a number of the characteristics of
Parkinson’s disease, including motor deficits and
inclusion formation. The mice also showed that
amyloid b peptide 1–42 (a substance implicated in
Alzheimer’s disease) and oxidative stress exacerbated
the toxic effects of the a synuclein protein. A second
strain of transgenic mice was created to express
human b synuclein (a homologue of a synuclein) to
test the hypothesis that the b synuclein could reduce
the protein accumulation and misfolding. When the
two strains were crossed (to form double transgenics),
it was shown that the severity of the Parkinson’s
disease was reduced. The mechanism by which b
synuclein works remains to be determined, but the
transgenic mouse model will be essential for answer-
ing this question. Thus, the transgenic model con-
firmed the importance of a synuclein in pathogenesis
of Parkinson’s disease and identified a novel way in
which accumulation of this protein might be treated.
There is also the potential that common pathways will
be discovered for both Alzheimer’s and Parkinson’s
diseases, thereby identifying targets for new drugs or
cellular therapies (Hashimoto et al 2003).

expression of the transgene during embryonic develop-
ment could also be lethal if it is not normally expressing
at this time. Earlier attempts at controlling gene expres-
sion in transgenics were fairly primitive and involved the
use of inducers, for example, a heavy metal. This was
possible because the inserted gene had a promoter
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ENU Mice
The availability of the mouse genomic sequence has made
the ENU mouse a particularly valuable resource. ENU (N-
ethyl-N-nitrosourea) is a potent germline mutagen gener-
ating single nucleotide mutations in DNA. Using this
chemical, it is possible to create random mutations in the
mouse’s DNA and then observe the various phenotypes
that result. Phenotypes that resemble human diseases are
then investigated at the mouse genome level to identify the
underlying gene. From this knowledge, the human homo-
logue can be isolated. Compared to the transgenics
described earlier, this model is phenotype driven; i.e., the
phenotype is first identified, and then this allows the geno-
type (gene) to be determined. ENU is very efficient at pro-
ducing mutations. The difficult step with this mouse model
is detecting the various phenotypic changes, particularly
subtle ones. Variations of the ENU mouse are now being
developed, and some of them have a lesser requirement
for the more difficult phenotypic end point and rely more
on genome screens looking for mice with mutations in
genes of particular interest. The ENU mouse has high-

lighted the potential for forward genetics; i.e., mutagene-
sis of the genome produces different phenotypes. From
these, it becomes possible to detect the underlying genes,
i.e., no prior knowledge of genes is needed.

Zebrafish
Although zebrafish have been used since the early 1970s
as a tool to understand development and genetics, a 
relatively new addition to the genomics laboratory is the
fish tank. This tank is used to house the zebrafish (Danio
rerio), a model organism now attracting much attention
because of its small size, short life cycle and ease of
culture. Since its genome is only half that of the human
or mouse, it is easier to work with in terms of gene iden-
tification, and a complete sequence of the zebrafish
genome will soon be available. It is a particularly good
model when studying development because embryos are
transparent and they develop outside the mother’s body
(Table 5.3). Sequencing of the zebrafish genome started
in 2001 and is expected to be completed by 2005 using
the two different approaches described earlier for the
Human Genome Project (see Chapter 1): i.e., (1) a whole
genome shotgun approach and (2) the more traditional
cloning to generate overlapping clones that are then
sequenced. Comments from the Sanger Institute in Cam-
bridge imply that the former approach (used by Celera in
sequencing the human, bacteria and mouse genomes) is
faster, but the quality of the result is inferior to the tradi-
tional but slower strategy (see Zebra Fish Information
Network on www.zfin.org).

In the zebrafish, antisense approaches to gene manip-
ulation (see Chapter 6) have been used successfully to
knock out genes and then observe the effects on the 
phenotype. Recently, the utility of the zebrafish for drug
evaluation has been highlighted since it is possible to
expose directly the embryos (by placing the drug in the
fish tank) and so observe potential toxic effects of drugs.
In the review of zebrafish by Langheinrich (2003), an
interesting section details the effects of drugs of addic-
tion (cocaine, nicotine and ethanol) on zebrafish. Expo-
sure to cocaine in the zebrafish leads to a decrease in
visual sensitivity and a conditioned behavioural change
consistent with the model that cocaine addiction works
through midbrain dopamine. In a second experiment,
zebrafish were exposed to ENU. Mutants produced by
ENU included three with insensitivity to cocaine, altered
dark adaptation and memory capacity. Putting this
together, genes involved in dopaminergic signalling in
the retina and brain were able to be implicated in the
cocaine addictive effect.

PHARMACOGENETICS
There are no consistent definitions for the terms “phar-
macogenetics” and “pharmacogenomics.” One defini-
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Fig. 5.4 Cre-lox system to generate a conditional transgenic
mouse.
Cre (causes recombination) recombinase enables recom-
binations to be made where there are loxP (locus of
recombination) sites. (1) The floxed transgenic (flanked by lox)
is produced by the usual embryonic stem cell homologous
recombination approach, but in this case the gene of interest
is constructed so that it is flanked by loxP sites. Mice with this
transgene are bred to homozygosity, but have no phenotypic
changes because the Cre recombinase is needed. (2) To
introduce the Cre recombinase requires breeding to a Cre
transgenic. This transgenic has Cre under the control of a
promoter that can be tissue or time specific. (3) Offspring of
the Cre/Floxed mating on exposure to a stimulant that turns
on the promoter, will develop tissue specific (or time specific)
recombination to inhibit gene function.
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tion for pharmacogenetics describes the effect that the
genotype has on drug response, i.e., inherited differences
in drug effects. In contrast, pharmacogenomics involves
the application of genomic information to drug design,
discovery and clinical development. Another attempt 
at distinguishing the two is based on technology; i.e., 
in pharmacogenomics, genome-wide strategies (e.g.,
microarrays) are used to identify the inherited basis for
differences between individuals in their response to
drugs. A third, and likely correct view, is that pharma-
cogenetics and pharmacogenomics are the same. In this
chapter, an attempt will be made to distinguish pharma-
cogenetics and pharmacogenomics because they both
continue to appear in the literature. In keeping with the
distinction between genetics and genomics first intro-
duced at the beginning of this chapter, pharmacogenet-
ics will be used to explain the in vivo differential effects
of drugs in patients due to inherited gene variants. 
Pharmacogenomics will be used to explain the differen-
tial effects of compounds in vivo or in vitro on the expres-
sion of all genes (see Table 5.4, which attempts to
compare a number of definitions). In the longer term,
pharmacogenetics will ultimately be replaced by the
broader concepts possible in pharmacogenomics.

A 1998 study by Lazarou and colleagues reported that
the overall incidence of serious adverse drug reactions in
hospital practice was 6.7%, while the incidence of fatal
adverse drug reactions was 0.32%. The extrapolation
from this was that more than 100000 deaths occur annu-
ally in the USA because of adverse drug reactions, and
they are potentially avoidable deaths. While acknowl-

edging that the study design was open to criticism, the
authors concluded that adverse drug reactions in hospi-
tals were a critical clinical issue that needed resolution.

Variables determining differences in drug metabolism
include age, sex, weight, body fat, function of various
organs (liver, kidney, heart and lung), smoking, alcohol
intake, nutrition, environmental factors and concomitant
disease. Drug–drug interactions are another important
cause of adverse drug events. The final variable is genetic,
and this can work at various levels of the drug’s life, i.e.,
metabolism, transport, target and disease pathways. A
genetic contribution to drug metabolism has been known
for some time when it became evident that drug levels
in the blood or urine were variable, and this variability
was inherited. However, it was not until the molecular
era that the genetic contribution could be clearly attrib-
uted to various drug metabolising genes and the basis for
these gene effects identified.

Cytochrome P450 Enzymes

Inherited variations in our ability to metabolise drugs are
common (Table 5.5). An important group involved in
drug metabolism is the cytochrome P450 enzymes
(CYPs). They are the major phase I drug metabolising
enzymes (phase I involves oxidation, reduction and
hydrolysis). CYPs that share at least 40% DNA sequence
homology are grouped within families denoted by an
Arabic number. A letter after this denotes a subfamily,
and members within subfamilies are numbered sequen-
tially, for example, CYP3A4. Although humans have

Table 5.3 Some comparisons of model organisms (see Zebra Fish Information Network on www.zfin.com)

Trait Zebrafish Other model organisms

Vertebrate Yes, so useful to study developmental processes, Drosophila (fruit fly), yeast and C. elegans (worm) are less 
as well as behavioural traits by forward genetics, useful because they are invertebrates but still valuable at the
i.e., genome mutagenesis from which phenotypes cellular or biochemical level. Behavioural traits in the mouse
are used to identify genes. are difficult because of breeding limitations.

Mammal No. Mouse is a mammal and therefore closer to the human.

Breeding Ideally placed here. Embryos are transparent, Mice take 21 days to develop, and access in utero is limited.
develop outside the mother, so can be followed 
easily. Large numbers of eggs are laid by females, 
and within 24 hours can be visualised as tiny fish.

Physical manipulation Very easy because external to mother. Can expose More difficult.
of embryo to chemicals simply by releasing them into the

tank water (absorbed by skin and the gills of 
embryos).

Genetic manipulation Although possible to manipulate genes by Knockout mice well established. Experimental and basic
approaches such as antisense, cannot produce knowledge of Drosophila and mice superior because these
a knockout by homologous recombination. models have been around a lot longer.

Whole genome Started in 2001; expected to be completed by Starting in 1996, many model organisms have had genome
sequenced 2005. sequenced, including many bacteria, viruses, yeast, C.

elegans, Arabidopsis thaliana, rat and mouse.
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more than 55 P450 genes, only about half a dozen are
involved in the metabolism of the great majority of pre-
scribed and over-the-counter drugs. The P450 2 family
comprises at least five subfamilies, designated A through
E. Enhanced activity of the CYP2D6 gene has been asso-
ciated with a number of cancers (bladder, liver, pharynx,
stomach and cigarette-induced lung cancer). The expla-
nation is that increased metabolism of various environ-
mental toxins by CYP2D6 leads to the accumulation of
toxic intermediates that are carcinogenic.

CYP2D6 also illustrates the broad effects that a gene
can have on drug metabolism, ranging from an inability
to metabolise it to ultra-fast metabolism of the drug. A
large number of drugs (close to 20% of those commonly
prescribed) are metabolised by CYP2D6. About 5–10%
of Caucasians have a deficiency in their metabolising
potential, and so drug effects are exaggerated. This defi-
ciency is inherited as an autosomal recessive trait, so
those with a homozygous mutation (one mutant allele
from each parent) are at most risk. Once the gene 
was cloned, it was possible to show that mutations
impairing the gene’s function were heterogeneous,
including single base changes and deletions. About 75
mutations have now been described (see http://
www.imm.ki.se/cypalleles—a DNA mutation database
for P450). This heterogeneity in the number of mutations
would make it difficult to undertake routine DNA screen-
ing for CYP2D6 (compare with 6-mercaptopurine, which
follows) with conventional technology, although DNA
chips would be ideal to screen for variants in this gene.
Another interesting mutation with CYP2D6 is the pres-

ence of multiple gene copies with up to 12 being
described; i.e., patients with this abnormality would be
super-metabolisers, and so drug doses would need to be
increased to achieve a comparable therapeutic effect.
This variant seems to be particularly common in East
Africans.

CYP2C9 is the important gene involved in warfarin
metabolism. Two genetic variants are associated with
impaired metabolism of warfarin, and so increased
plasma concentrations of this drug would be expected.
Thus, patients with these genetic variants would require
less warfarin to remain anticoagulated and would be at
greater risk of bleeding complications if normal doses
were used. The poor metabolising genetic variants are
found in about 10% of Caucasians but, in contrast, only
in 2% of black Africans.

CYP2C19 is involved in metabolism of the proton-
pump inhibitor omeprazole, which is used in combina-
tion with ampicillin for treatment of H. pylori. It could be
predicted that poor metabolisers (associated with genetic
variants in two of the gene’s exons) are more likely to
achieve eradication of H. pylori infection because for the
same drug dose higher plasma levels of omeprazole
could be achieved. This was found in one study looking
at the effect of these genetic variants in Japanese. 
Again, racial differences are observed with the CYP2C19
slow metabolising variants in Europeans showing that
~4% have the slow metaboliser genotype, whereas in
Japanese the variants have a much higher frequency
(~20%). Therefore, Japanese would be expected to
respond better to treatment. As is evident from the

Table 5.4 Some comparisons between pharmacogenetics and pharmacogenomics

Pharmacogenetics Pharmacogenomics Reference

Used in the clinical setting to identify the drugs and Used in the pharmaceutical research setting to find the Lindpainter 2003
drug doses most likely to be optimal for the patient, best drug candidate from a given series of compounds 
i.e., more targeted, more effective medicines for under investigation, i.e., finding new medicinals quicker 
patients and more efficiently

Study of differences among a number of individuals Study of differences among a number of compounds with
with regard to clinical response to a particular regard to the gene expression response in a single
drug, i.e., one drug, many genomes genome/transcriptosome; i.e., many drugs, one genome

Involves the study of patient populations Entails the use of an increasing number of databases to Paul and Roses 2003
identify genes for screenable targets that are not yet 
known to be genetically related to disease

The differential responses of patients to drug Seeks to identify disease-relevant drug targets at the 
compounds based on genetic polymorphisms, molecular level and to target drugs to clinical populations
e.g., SNPs with specified haplotypes

One drug for many patients Many drugs for many patients

From phenotype-to-genotype From genotype-to-phenotype Weinshilboum 2003

The role of inheritance in the individual variation The influence of DNA sequence variation on the effect of
in drug response, i.e., the right drug and dose a drug
for each patient
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descriptions of risk populations given above, as well as
the data in Table 5.5, the common molecular mechanism
that would explain clinical variability with drugs is a
genetic polymorphism influencing drug metabolism or
drug effect, with the inter-individual and inter-racial
effects simply reflecting the distribution of the polymor-
phism, and not a specific trait found in any particular
population.

Statins
A study by Chasman and colleagues (2004) focuses once
again on the genetic determinants that might influence
responses to important pharmacologic agents. In this
clinical trial, 1536 individuals taking pravastatin for cho-
lesterol lowering were investigated to identify if genetic
markers could explain inter-individual variation in drug
response. Statins work by inhibiting 3 hydroxy 3 methyl-
glutaryl coenzyme A (HMG-CoA) reductase. This leads to
a lowering of total cholesterol, particularly the LDL 
cholesterol, and so statins are potentially very effective

in reducing cardiovascular risk. The study design
involved the use of 148 SNPs from 10 candidate genes
known to be associated with cholesterol lowering.
Patients’ responses to a standard dose of pravastatin over
a 24-week period were compared to their genetic (SNP)
profiles. It was shown that two SNPs in the HMG-CoA
gene (the gene targeted by statins) were strongly associ-
ated with a 22% lower reduction in cholesterol and a
19% smaller effect in LDL lowering; i.e., patients with
these two SNPs demonstrated a significantly impaired
response to pravastatin compared to others taking the
same drug. As the authors rightly noted, the study now
needs to be repeated to confirm its conclusions. How the
SNPs exert their effects is unknown since they are 
both within the gene’s introns. Nevertheless, it will not
be long before pharmaceutical companies make use of
genetic information to provide further guidance on drug
doses, as well as define those patients who are less 
likely to respond (the pravastatin example) or those at
more risk of side effects (the 6-mercaptopurine example
to follow).

Table 5.5 Pharmacogenetics of some drugs (from Weinshilboum 2003)

Drug metabolising Frequency in population Examples of drugs Drug effects in association
enzyme of poor metabolism (or chemicals) with poor metabolism

phenotype metabolised polymorphism

Cytochrome P450 2D6 (CYP2D6) 9% United Kingdom Nortriptyline, Enhanced
1% Arabs Codeine Decreased
30% Hong Kong
Chinese

Cytochrome P450 2C9 (CYP2C9) 10% Europeans Warfarin Enhanced
Phenytoin Enhanced

Cytochrome P450 2C19 (CYP2C19) 2.7% White Omeprazole Enhanced
Americans
3.3% Sweden
15% China
18% Japan

Dihydropyrimidine dehydrogenase 1% population Fluorouracil Enhanced

Butyrylcholinesterase (pseudocholinesterase) ~1 in 3500 Succinycholine Enhanced
Europeans

N acetyltransferase 2 52% White Americans Isoniazid Enhanced
17% Japanese Hydralazine

Procainamide

Thiopurine S-methyltransferase ~1 in 300 Caucasians Mercaptopurine Enhanced
~1 in 2500 Asians Azathioprine

Catechol O-methyltransferase ~1 in 4 Caucasians Levodopa Enhanced

Paraoxonase 1 (Gln192 variant) 75% Northern Paraoxona No effectc

Europeans Diazoxona Enhancedc

3% Some Asians Sarinb Enhancedc

Simvastatin No effect

a Insecticide. b Nerve toxin. c The Gln192 PON-1 variant is associated with a higher catalytic efficiency for hydrolysis. This leads to more rapid
clearance of an agent like sarin and the insecticide diazoxon, but has little effect on the insecticide paraoxon, suggesting that the latter compound
may be metabolised in vivo by another system distinct from PON-1.
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6-mercaptopurine

Although the importance of genes in drug metabolism is
now well established, the application of pharmacoge-
netics into clinical practice has been slow. This is well
exemplified by 6-mercaptopurine, a purine antagonist
drug that was introduced more than 30 years ago to treat
malignancies such as leukaemia, although it is now also
used as an immunosuppressive agent for serious inflam-
matory diseases. For over two decades, it has been
known that in some patients severe toxic effects, involv-
ing the bone marrow predominantly, can occur despite
standard doses being used. Metabolism of 6-mercapto-
purine occurs through thiopurine S-methyltransferase,
and the gene for this is called TPMT. Caucasian popula-
tions can be divided into three groups based on their
level of activity of TPMT in red blood cells. The molec-
ular basis for the three groupings is now understood
through gene analysis. Mutations within the TPMT gene
can produce changes in two amino acids—Ala154Thr
and Tyr240Cys. These mutations can be inherited
together or separately. Those who are heterozygous for
the mutations are at increased risk of side effects from
this drug, whereas homozygous-affected for both the
above (approximately 1 in 300 Caucasians are in this cat-
egory) are at significant risk of toxicity if normal doses
are used, since there is complete loss of catalytic activ-
ity. Although other variants of TPMT influence metabo-
lism, the two missense changes described above are
found in about 75% of affected patients, making it easier
to set up a DNA testing protocol.

In mid-2003, the USA’s Federal Drug Administration
(FDA) formed a committee to consider whether it should
specifically recommend that DNA testing for TPMT
mutations become mandatory before the drug is used.
Perhaps surprisingly, the committee recommended
against this, although it wanted more information to be
included on the drug’s container label about the genetic
risks with TPMT variants. The lack of enthusiasm for what
would be the first compulsory pharmacogenetic DNA
test was based on several issues, including (1) the costs
of the DNA test, (2) the difficulty that some physicians
might have in interpreting the test results, (3) a possible
delay in starting treatment, (4) the potential that this
might reduce drug doses and so suboptimal treatment,
which could have serious consequences in a potentially
fatal disorder such as leukaemia and (5) a final justifica-
tion given by those not wanting a mandatory DNA test
was the ease with which the drug toxic effects could be
monitored by serial blood counts.

Of the various reasons, the potential to cause more
harm if the drug dose is reduced would seem to be the
most persuasive argument, but the others are less so. The
costs of the DNA test would seem insignificant compared
to the costs of the drug itself or hospitalisation if 
complications such as neutropenia or thrombocytopenia

prolonged hospital stay. It would also seem reasonable
to do the test after treatment was started so that at least
those predisposed could be monitored more regularly.
Health professionals must understand what a DNA test is
and its implications, and TPMT would be a straightfor-
ward example to gain this knowledge.

For the present, some health professionals continue to
be reluctant to add pharmacogenetics to their patient
workup. However, this is unlikely to be justifiable in the
longer term, and no doubt once the FDA or equivalent
regulatory bodies mandate pharmacogenetic testing for
drugs with potentially severe side effects, others will
follow. The first step in this direction was taken in Novem-
ber 2003 when the FDA released a draft document titled:
Guidance for Industry: Pharmacogenomic Data Submis-
sions (www.fda.gov/cder/guidance/). When the consulta-
tion process if completed, this will provide guidance on
how pharmacogenomics data: (1) can be used by spon-
sors to inform regulatory decisions; (2) will be utilised by
the FDA for decision making. Pharmaceutical companies
are steadily building up their databases that compare
DNA markers and drug responses in the many clinical
trials undertaken. In future, the companies will be indi-
cating which tests require pharmacogenetic assessment
(1) to streamline their drug development process (dis-
cussed further under Pharmacogenomics) and (2) as a
form of medico-legal protection.

PHARMACOGENOMICS
Information about the potential for adverse drug reac-
tions is obtained at two stages in a drug’s development.
The first is the pre-marketing randomised clinical trials
mandated by regulatory authorities. The second is the
post-marketing experiences, i.e., the results of using the
drug on patients for therapeutic purposes. Pre-marketing
is stringently controlled and expensive because it
involves random trials. However, it cannot answer all
questions about toxicity or provide all permutations and
combinations of genes, drug-drug interactions, environ-
ment and ethnicity that will influence the overall drug
effect. Post-marketing monitoring does not involve formal
randomised studies but generally relies on observations.
These observations will not easily detect rare or unusual
effects. Ultimately, costly and long-term cohort studies
are needed to fully evaluate the efficacy and side effects
associated with drugs. Not surprisingly, it can be
expected that new drugs will continue to produce unex-
pected side effects unless other strategies, in particular
pharmacogenomics, can be added to the regulatory and
marketing steps.

One opportunity for pharmaceutical companies to
streamline their pre-marketing randomised clinical trials
is to stratify patient populations based on genetic markers
that are likely to influence metabolism of the drug. In this
way, patients most at risk of adverse events, or equally
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important, patient populations less likely to respond to
the drug, will be excluded. This stratification will increase
the chance of the drug making it to the marketplace
because it will reduce the number of side effects and
enhance the potential for efficacy to be demonstrated.
There is also the potential for genomic information
obtained during the earlier phase I/II studies to be used
when designing the more expensive and larger phase III
trials, particularly in relation to inclusion and exclusion
criteria (Figure 5.5). Trials that are stratified in this way
should be less expensive and faster to conduct. Savings
in the regulatory process might be expected to be passed
on in the form of cheaper drugs. A potential downside to
this approach is patient “outliers” who will not have
access to new drugs because they will be specifically
excluded by the pharmacogenomics strategy used to
market the drugs. This poses an ethical dilemma that will
need to be addressed.

Preclinically, many lead compounds are produced
with therapeutic potential. Genomic analysis would
provide a further filter to identify those compounds most
likely to work and least likely to produce side effects. This
knowledge would be based on in vitro and in vivo
(animal) data as the genomic profile would be used to
identify likely pathways involved in drug effects, as well
as the drug’s metabolism. In silico evaluation (i.e., drug
modelling with bioinformatics) would be another tool for

the preclinical workup. Another strategy might be to
select a compound whose action and metabolism rely on
genes with little genetic variability, and so the compound
is more likely to demonstrate greater consistency
between patients (and different populations), thereby
giving that drug an expanded target population. The com-
plexities associated with drugs, their effects and metab-
olism and the way genomic information can be used in
this context are illustrated by reference to the human
enzyme paraoxonase-1 (PON-1).

Paraoxonase-1
Paraoxonase-1 or PON-1 (the gene is called
HUMPONA) is a high-density lipoprotein-associated
serum enzyme. It demonstrates three distinct activities:
(1) Protecting low-density lipoproteins from oxidative
modifications. Thus, individuals with low PON-1 enzyme
activity have higher cardiovascular risks related to 
progression of atherosclerosis. (2) Metabolism of some
drugs including the diuretic spironolactone and the 
cholesterol-lowering agents such as simvastatin. (3)
Metabolism of organophosphorus compounds including
insecticides that act by inhibiting acetylcholinesterase
activity and toxic nerve agents such as sarin that 
are also organophosphorus compounds with anti-
acetylcholinesterase activity.

High risk

Low risk 

DNA
Microarray

Responder

Non-Responder

gene profile
AXY

gene profile
BZA

Fig. 5.5 Pharmacogenomic analysis of an experimental drug for the treatment of hypertension in pre-eclampsia.
A DNA microarray can be developed based on the pharmacology and toxicology experimental data for a new antihypertensive
drug. The microarray would contain many genes of relevance to pathways required for the drug to act and be metabolised. A
phase I/II clinical trial (which essentially means the trial is being undertaken to assess toxicity and dosage rather than efficacy) is
then conducted, and the patients’ genetic responses are documented with the microarray. At the end of the trial, patients can be
divided into two main groups: (1) good responders, or low risk of side effects and (2) poor responders, or high risk of side effects.
The data from microarray profiles would then be examined to distinguish the two groups; for example, Group 1 has the AXY
profile based on various SNPs, and Group 2 has the BZA profile. From the genetic information, the large and expensive phase III
study would specifically select patients with the AXY gene profile. The pharmaceutical company might also go back and look
more carefully at why patients with the BZA genetic profile did not respond or had more side effects. The genetic information
might then allow the company to redesign the drug (to increase the target population) or use the genetic information to warn
some individuals against using the drug or advising a modified treatment regimen because of an underlying genetic susceptibility.



5 GENOMICS, PROTEOMICS AND BIOINFORMATICS

132

Early biochemical analysis of serum PON-1 levels
showed stratification into three groups in humans—high,
intermediate and low. At the genomic level, a number of
different variants for this enzyme have been defined. One
codon variation (Gln192Arg) influences catalytic effi-
ciency in relation to hydrolysis of different substrates; for
example, the Gln192 allele allows the insecticide dia-
zoxon to be hydrolysed more rapidly, but this differential
effect is not seen with the insecticide paraoxon. The
Gln192 allele also allows a neurotoxic agent such as
sarin to be metabolised more effectively. In addition to
the catalytic genetic variation, 5¢ promoter polymor-

phisms influence the gene’s expression. Finally, there are
environmental, life style and developmental influences
on the overall activity of this gene (Figure 5.6). Hence,
PON-1 genetic markers are less valuable in predicting
response than biochemical measurement of the enzyme
level. Nevertheless, knowledge of the molecular controls
has allowed a better understanding of the importance of
the environment and other factors with PON-1. An
understanding of the PON-1 pathway has also proven
useful in poisoning with sarin, a nerve toxin used in
bioterror (see Box 9.3).

PON - 1

Genetic

Environment
(life-style)

Stage of Development Organophosphate compounds

Drug metabolism

Lipid metabolism

Fig. 5.6 Variables affecting paraoxonase-1 (PON-1) activity.
Both genetic and environmental factors influence metabolism of this drug. Genetic effects can result from a change at the catalytic
site because of a Gln192Arg variant. There are also 5¢ promoter changes that influence the expression of the gene. Environmental
and lifestyle effects include Reduced PON-1: pregnancy, renal disease, diabetes, cirrhosis, smoking, alcohol but daily moderate
intake of alcohol increases PON-1. Elevated PON-1: some dietary fats, simvastatin, phenobarbital. During development, the level
of PON-1 increases from birth to about 15–25 months of age, when it reaches its maximum level. This may explain why young
children are more susceptible to environmental toxins such as insecticides compared to adults.

PROTEOMICS

Proteomics is the analysis of the total proteins (proteome)
expressed by a cell, tissue or organism. Although this
does not fall within the definition of molecular medicine
(see Chapter 1), the Human Genome Project has trans-
formed the rigid discipline mentality in clinical medi-
cine, research and industry into one that increasingly
must consider the “big picture.” We are now in the func-
tional genomics era; i.e., there is a move away from struc-
tural analysis such as the location of genes based on
DNA sequence data to a study of gene function. For this,
bioinformatics will need to be more broadly based and
not just focus on DNA sequence data. Therefore, genome
analysis has to be complemented by understanding the
proteome and the transcriptome. The latter refers to the
analysis of mRNA species produced in the cell, tissue or
organism. The integrated approach to studying biological

systems and the effect of stresses or stimuli is called
systems biology.

Prior to the Human Genome Project demonstrating
that the human genome has far fewer genes than origi-
nally anticipated (from 100000 or more to about 30000),
it was often said that the most direct way to understand
our complex proteome (millions of proteins versus tens
of thousands of genes) was to characterise genes and,
from this, understand the proteins. Methods to identify
new genes in the genome and then sequence them have
improved sufficiently to make this an achievable target.
However, the gene to protein approach now needs
rethinking because the smaller number of genes implies
there must be something else occurring at the level of the
genome to account for the complex proteome (see Table
1.6). Whether this can be entirely explained by alterna-
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tive splicing that was described in Chapter 2 would seem
unlikely. RNA species discussed in Chapter 2 or some
other as yet to be discovered mechanism means that the
genomic approach is more complex than originally antic-
ipated. Epigenetic changes as well as post-translational
modifications such as glycosylation further complicate a
direct link between DNA sequence and protein function.
Hence, effort is increasingly being directed back to 
the study of proteins, so molecular medicine must now
include proteomics. Recent new technologies for protein
analysis, particularly mass spectrometry, have revitalised
the potential for protein analysis.

MASS SPECTROMETRY
Although the term “proteomics” was coined in 1994, a
limitation to its development has been the difficulty in
sequencing a protein. This limitation became even more
apparent as DNA sequencing methods improved 
dramatically as the Human Genome Project progressed.
Although the sequencing of ESTs (expressed sequence
tags) gave rapid information about transcripts present in
various cells and tissues, it was incomplete, particularly
for low-abundance mRNA species. In the late 1980s,
methods were developed to allow the ionisation of 
proteins and peptides, thereby opening up the potential
for techniques such as mass spectrometry to be used 
for protein sequencing and characterisation. For mass
spectrometry, the mass-to-charge ratio (m/z) of a mole-
cule is measured. To do this, the substance must be
ionised, and it is then transferred to a high vacuum
system where it is exposed to a laser beam. The laser
blasts off the ionised protein, and it flies down a vacuum
tube towards an oppositely charged electrode. From its
transit time, the mass can be calculated very accurately.
MALDI-TOF (MALDI—matrix assisted laser desorption
ionisation; TOF—time of flight) mass spectrometers 
now enable the mass of peptides or proteins to be deter-
mined rapidly and accurately. The result is a spectrum
based on the various m/z ratios generated, with the
height of each peak in that spectrum reflecting the abun-
dance of that particle. Bioinformatics is then needed to
take these mass data and, through algorithms, convert
them into likely protein sequences and identity. Once
high-throughput methods became available to charac-
terise proteins accurately, it was necessary to develop
databases (just like the ones used to store DNA data).
Despite these developments, the proteomic databases
remain inferior to the genome databases, because they
are limited by substrate access since proteins need to be
isolated from relevant tissues (compared to the univer-
sality of genomic DNA, which is identical in all tissues).
In this respect, laser-capture microscopy has been an
important development since it allows the obtaining of a
pure cell population from a tissue section containing
many different cells.

DRUG DEVELOPMENT
The prohibitive costs in developing new drugs and the
relatively low success rate in taking the drug to the 
marketplace have required the pharmaceutical industry
to rethink its strategies. Proteomics has now become an
integral step in new drug discovery and development.
Ultimately, it is the protein in health or during disease to
which drugs need to the targeted. High-throughput pro-
teomics allows a wide range of proteins to be identified
during disease, and they become potential targets for
new drugs. As well, the proteomic analysis can identify
biomarkers in accessible biological fluids that can be
used during all steps in drug development to monitor effi-
cacy and toxicity. Although a gene (and so its protein)
may be structurally normal, it can still be dysfunctional
through modifications such as glycosylation or phos-
phorylation in the protein. This, as well as protein-protein
interactions, can also be sought during the proteomic
workup. The next step in drug development requires
some form of validation in vivo, and this means a
genomics approach, perhaps through a transgenic animal
in which the candidate protein and its perturbations can
be modelled. Once the protein is confirmed as a good
candidate, it is necessary to return to sophisticated pro-
teomic and bioinformatics tools to identify the protein’s
three-dimensional structure and, from this, predict likely
targets for the drug.

Systems Biology Approach
Although impressive new drugs have been developed to
target specific problems—for example, the statins to treat
high cholesterol mentioned earlier—the challenge now
is how to develop drugs for more complex diseases 
in which there is multiorgan pathology, for example, 
diabetes, heart disease, even ageing. The traditional
approach would be to use either genomics or proteomics
or transcriptomics-based strategies in the complex dis-
eases. A more powerful option now available is to utilise
bioinformatics to integrate all the information that these
different modalities can provide. Once a drug is devel-
oped, it also becomes possible to use the same systems
biology approach to model the product within an 
integrated genomics, proteomics and transcriptomics
framework to predict efficacy, likely toxicities or other
unexpected effects.

CLINICAL PROTEOMICS
An example of how proteomics might be applied in clin-
ical medicine is given by ovarian cancer. Because this
cancer develops insidiously with few signs or symptoms,
most patients are diagnosed at an advanced stage. One
approach to improve outcomes in ovarian cancer is the
development of protein-based biomarkers that allow
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early identification of this tumour. The biomarkers must
be accessible (e.g., blood, urine or saliva), and they must
demonstrate an appropriate level of specificity and sen-
sitivity. In the case of the ovarian cancer example given,
a mass spectrometer profile involving five separate m/z
values provided 100% sensitivity and specificity in 52
normal and 92 stage I–III ovarian cancer patients, includ-
ing 15 out of 15 who were stage I (Petricoin and Liotta
2003).

Like the landmark DNA microarray study of breast
cancer described earlier, a similar proteomic-based
analysis of lung cancer has demonstrated the potential
for this approach. In this study MALDI-TOF was used to
produce a protein spectrum from a 1 mm diameter
section taken from a frozen tissue biopsy. Not surpris-
ingly, a lot of “noise” was obtained; for example, more
than 1600 protein peaks were observed. However, with
bioinformatics it became possible to look for differential
expression between tumour samples and reduce the
number of peaks to workable data. From this, a profile
based on 15 distinct peaks was used to distinguish
patients with poor prognosis non-small cell lung cancer
from those with good prognosis (Yanagisawa et al 2003).
As the values of the various protein profiles are con-
firmed, they could be used as adjuncts to diagnosis,
determining prognosis and assisting with treatment regi-

mens. Ultimately, determining the identity of the various
protein peaks will provide invaluable insights into under-
standing pathogenesis of the tumour.

A word of caution would be appropriate at this point.
The ovarian cancer proteomics study described above
was first published in 2002. By 2004, doubts were being
raised about the results. In a news feature in Nature titled
“Running before we can walk,” some questions have
been raised about the reproducibility of the proteomic
data. In particular, there is a suggestion that the differ-
ence in the m/z values between the normal and ovarian
cancer groups was generally less than 500. With mass
spectrometry, values below 2000 for m/z are regarded
with suspicion because they could be artefacts. At this
stage, it remains to be resolved whether the data are
genuine or artefacts of the technology. However, it is
important to note that cutting-edge science, which is
often the case with molecular medicine, must go through
the usual peer review and rigorous clinical trial assess-
ment steps before it can be safely taken from the labora-
tory to the bedside. Sometimes, there is pressure for this
process to be shortened through lobbying by consumers,
politicians or health professionals. This is particularly rel-
evant to a high-profile area such as molecular medicine
and must be avoided at all costs.

BIOINFORMATICS

HISTORICAL
Bioinformatics is the application of computational tools
and analysis used to capture, store and interpret biolog-
ical data. In modern biological research, bioinformatics
is essential for managing and analysing data. The com-
puter is also having on impact on medical practice
through the availability of sophisticated Internet data-
bases accessible to patients, the community and health
professionals. There is the potential for computers to
assist in decision-making. This form of bioinformatics is
sometimes called medical informatics, but for conven-
ience, the generic term “bioinformatics” will be used to
cover both clinical and research applications. The impor-
tance of bioinformatics has closely paralleled the growth
in molecular medicine. Two key catalysts for the devel-
opments in bioinformatics were the Internet’s arrival (Box
5.2) and the Human Genome Project (Chapter 1).

The profile for bioinformatics changed dramatically in
the 1980s when DNA sequencing data began to accu-
mulate. These data had to be stored, and the traditional
paper methods were inadequate for the volume of infor-
mation generated. So the sequences were deposited elec-
tronically in various databases such as GenBank, EMBL.
Information about proteins was placed in databases such

as PIR (Protein Information Resource). As well as storage,
programs were required to analyse the data. Initially, the
major interest was in DNA sequences usually obtained
as part of a gene discovery search. Computational analy-
sis was required to determine if the sequence had any
homology with other genes. In other words, did this
sequence represent a gene, and if so, what was its likely
function? For this, DNA sequence was interrogated with
a program such as FASTA (abbreviation for Fast—all) to
see if it had similarity (the molecular term for this is
“homology”) to known DNA sequences in the databases.
Finding 100% homology was bad news because it was
likely that the gene had already been discovered since
its sequence was in the database. Finding 0% homology
was equally depressing because the gene had not been
discovered, but it would be problematic for the
researcher to take the finding further without having
some clue to a likely function for this gene. The best result
was to find some homology. This meant the gene was still
novel. Since it had some sequence similarity to another
gene that had already been characterised, knowledge of
the latter’s function could be put to use in understanding
how the newly discovered gene might work.

In the past decade, the Human Genome Project has
increased exponentially the output of DNA-based data
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not only in relation to the human genome, but also many
model organisms (see Chapter 1, Table 8.2). Today, 
nearly 200 whole genomes have been sequenced.
Together, they provide data sets that are over 10 times
more complex than the human genome. The pressure is
now on bioinformatics to produce better software to
interrogate this information for two main purposes: (1)
Very large segments of DNA sequences must be anno-
tated; i.e., the primary DNA sequence is analysed closely
using sophisticated computer programs so that mistakes
can be edited, and regions in the sequence likely to
contain genes, or other potentially interesting changes,
identified (see Figure 4.16). (2) Comparisons or homol-
ogy searches with the various data sets for model organ-
isms need to be undertaken. This approach is particularly
valuable in the design of new vaccines based on unique
DNA sequences and so proteins that are specific for
various pathogens.

More sophisticated software had to be developed to
cope with the increasing complexity in data analysis. The
old workhorse FASTA has given way to a program called
BLAST (Basic Local Alignment Search Tool), which pro-

vides more rapid and better information about DNA
sequences and gene characterisation. As discussed in
Chapter 1, Celera’s strategy for sequencing whole
genomes from human to model organisms was based on
breaking up the genome into random fragments and then
sequencing each of them individually. The puzzle was
reassembled by relying on computer analysis to identify
the many overlapping fragments, and in this way the
sequence for the whole genome could eventually be
reconstructed. The computer power required for this
process was formidable.

Today, the level of complexity continues to rise with
the requirement for bioinformatics in DNA microarrays.
This technology allows gene expression data to be gen-
erated from many thousands of genes. The information
must be stored and analysed. It must also be cross-
compared so that data from a number of experiments can
be standardised, and data generated across laboratories
should also be comparable. The initial requirement for
bioinformatics to provide understanding of simple 
one-dimensional objects such as a DNA sequence has
significantly changed with microarrays since the infor-

Box 5.2 Origin of the Internet (Al-Shahi et al 2002).
The Internet is a revolution in communication, compati-
ble with the impact made by radio, telephone and tele-
vision. The Internet comprises a worldwide network of
cables and computers that facilitate the transmission of
information. It was first developed by the US military in
the 1960s to enable rapid information transfer. In 1969
ARPANET, which comprised four host computers con-
nected together, was launched, and in 1972 there was
the first public demonstration of the technology, includ-
ing the first electronic message. The original ARPANET
grew into the Internet, which now hosts many services
of relevance to molecular medicine, including the
WWW (World Wide Web), email and FTP (File Transfer
Protocols), which allow documents and software to be
rapidly transferred over the Internet. Although the terms
“Internet” and “WWW” are used interchangeably, it is
relevant to stress that the WWW is only one of the many
services available through the Internet.

Apart from the military gains from having a secure
means of communication, the motivation for the original
ARPANET was the sharing of expensive computers. A
secondary goal was electronic mail although this subse-
quently became a key issue both in science and society.
The WWW was launched in 1989 for the sharing of infor-
mation in physics research. It became public in 1991,
and in 1993 a browser was developed that made the
WWW a lot more user friendly; hence, its use rapidly
expanded (see Chapter 1 for more information on the
WWW). To identify the individual Internet servers,
unique IP (Internet Protocol) addresses were developed
based on the format 111.222.333.444, which gives about

4.2 billion locations (these are now starting to run out!).
Browsers allowed the Internet to be used without requir-
ing sophisticated computer programming knowledge 
and also introduced the options for graphics. The 
development of search engines such as Google
(www.google.com) allowed rapid access to a vast
amount of information about any topic. Internet capac-
ity is described as bandwidth, and many service
providers now allow the use of broadband to speed up
the transmission of information.

As indicated in the text, the Internet is intimately tied
up with future developments in molecular medicine. In
terms of medical practice, three main concerns about the
Internet are (1) security, (2) corruption by viruses and (3)
accuracy of information. Security is less of an issue to the
individual than it might be to corporations. However, in
terms of patient data, the Internet must be adequately
protected, and this becomes a major challenge for health
facilities, e.g., electronic records, results of patients’
investigations. Corruption by viruses is increasingly a
problem because of the potential effects on individual
computers as well as the downtime experienced by 
networks. The third concern reflects the vast amount of
information on the Internet, the quality of which is vari-
able. The easy access to this information by health pro-
fessionals, patients and the community means that harm
is possible if the wrong information is obtained. For a fas-
cinating tour of the Internet, details on how it started and
evolved, go to www.isoc.org/internet/history/brief.shtml,
which is the URL for the Internet Society.
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mation now required is related to networks and the 
relationship between various genes. An interesting exper-
iment is presently under way to meet the hardware (com-
puter power) challenge for bioinformatics. This involves
the development of a grid of supercomputers that
connect major research institutions. One such initiative
funded by the European Union is called the DataGrid
Project. Its aim is to build the next generation of com-
puting infrastructure by linking computer and database
resources across widely distributed scientific communi-
ties. With this type of computer power, homology
searches that today take days to a few weeks to complete
will be undertaken within seconds to hours.

For proteomics, bioinformatics programs need to
search and analyse various protein databases, and ulti-
mately this information will make some prediction about
a protein’s structure. Complex proteomics data generated
from technologies such as X-ray crystallography, nuclear
magnetic resonance and electron microscopy are often
required to create three-dimensional models of mole-
cules. Fifty years ago, the collective intellects of Francis
Crick and James Watson took many months to come up
with the double helical model for DNA. Now, modern
bioinformatics analysis would have been able to produce
a three-dimensional model of DNA based on the X-ray
crystallographic pictures of Rosalind Franklin and
Maurice Wilkins within a fraction of this time.

IN SILICO POSITIONAL CLONING
Positional cloning for gene discovery has been described
extensively (Chapters 1, 3, 4, Appendix). The modern 
version of positional cloning is called in silico positional
cloning to highlight that gene discovery increasingly
relies on computer-based strategies and information
found in databases rather than the traditional “wet labo-
ratory” approach. Indeed, the latter may gradually 
disappear, and all new genes will be found and charac-
terised in silico. Discovering genes for multifactorial
genetic disorders is more difficult than the single gene
disorders because the gene effects in the former are 
more subtle, they may be additive and the modes of
transmission are difficult to identify because of the rela-
tively small effects. Confounding environmental interac-
tions are also found. Therefore, different strategies are
needed, and a direct analysis of DNA sequences in 
databases called in silico positional cloning is now being
pursued.

In silico positional cloning describes the analysis of
candidate genes obtained directly from the databases.
Another shortcut involves the identification of functional
SNPs in candidate genes. Most SNPs are in non-gene
regions of the genome, and so they provide no direct
information about function. However, some SNPs are
found within a gene’s coding sequence (they are some-
times called cSNPs or coding SNPs) or the gene’s regu-

latory regions. This class of SNPs could have functional
implications because of their locations, and so they are
potentially more valuable compared to SNPs that are
found in regions that do not contain gene sequences.
cSNPs provide a shortcut to identifying a gene that might
be important because it is relatively easy to conduct an
association study by testing one particular cSNP with
some prior knowledge that different alleles of that cSNP
are likely to show functional variability in terms of gene
expression (Figure 5.7).

MEDICAL INFORMATICS
In a rapidly moving field such as genomics, information
needs to be regularly updated. The Internet is the best
route for accessing databases and journals that provide
the health practitioner (and often patients and families)
with relevant information. In terms of genetic disorders,
one of the most useful databases is OMIM—Online
Mendelian Inheritance in Man. This regularly reviewed
database is an extensive resource, with more than 15000
entries. For each clinical condition described, it provides
links with relevant publications as well as the related
DNA or protein data and comes in a historically format-
ted summary. Other useful databases are listed in Tables
5.6 and 5.7.

Computer software is increasingly being used by
health professionals to enhance their practice. Patient
information recorded electronically provides the start for
electronic medical records or computer-generated pre-
scriptions that are useful to highlight potential adverse
drug combinations. Commercial programs such as 
Cyrillic (see the software company FamilyGenetix on
http://www.familygenetix.com/) allow pedigrees to be
drawn. More interesting for future practice in genomics
will be the availability of computer-generated algorithms
for decision-making. A simple example of this is given in
the study of Emery et al (2000), in which 18 simulated
cases involving familial breast and ovarian cancers were
reviewed by general practitioners in the United Kingdom
using three alternative approaches: (1) a computer-based
decision support package designed for general practice
(i.e., primary care physicians), (2) a commercial pedigree
drawing program and (3) the traditional pen and pencil
to draw a pedigree and determine risks. Not surprisingly,
(1) was shown to be superior based on criteria such as
correct referrals, correct drawing of pedigrees and the
time taken to complete each case. The company men-
tioned above is presently validating the program GRAIDS
(Genetic Risk Assessment by Internet with Decision
Support) in the general practice environment to enhance
risk assessment, decision-making and communication for
genetic cancers. The National Cancer Institute has also
developed a useful Internet-based program that allows
the doctor or counsellor to input clinical information of
relevance to breast cancer risk such as family history and 
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Fig. 5.7 Gene discovery pipeline.
Strategies: The gene discovery pathway can follow traditional linkage analysis in the single gene mendelian disorders, or in the
case of more complex diseases, an association study is needed. Alternatively, a direct in silico search of the genomic databases
can be made by computer for both single gene and complex genetic disorders. Narrowing the region of interest: Once a genomic
region of interest is defined, it needs to be narrowed in size by fine mapping to reduce the number of genes in that region. The
narrowing step can form part of the positional cloning or can utilise the identification of likely candidate genes. Outcomes: In the
linkage study, predicting function in the recently discovered gene might require a transgenic animal to be made, or could be
determined from the type of underlying mutations found in disease. The outcome from an association study generally involves a
probability that a gene is involved, and additional work is required to translate this into function. The in silico gene discovery
pathway is potentially more flexible since candidate genes form the basis of the study, and the identification of cSNPs in these
genes allows function to be considered at an early stage in the pathway.

Table 5.6 Some useful bioinformatics web sites

Name URL (Uniform Resource Locator)a Comments

National Center for Biotechnology www.ncbi.nlm.nih.gov Contains a repository for many bioinformatics
Information (NCBI) tools and databases

BioInform www.bioinform.com Provides bioinformatics news but requires
subscription for access

International Society for www.iscb.org/ Provides useful links in bioinformatics and is a
Computational Biology site more likely to be of interest to the reader with

a strong commitment to bioinformatics

GeneCards http://bioinformatics.weizmann.ac.il/cards/ Provides a vast amount of data (38338 entries)
on genes

Cytochrome P450 nomenclature www.imm.ki.se/cypalleles Interesting to click on this and observe the
committee home page considerable heterogeneity (although not

unexpected) with DNA changes in the various
P450 genes

Human Gene Mutation Database http://archive.uwcm.ac.uk/uwcm/mg/hgmd0.html Contains an international database of genetic
mutations causing a wide range of diseases

Zebrafish information network www.zfin.org Provides a lot of information directed 
predominantly to high school students and their
use of the zebrafish for school-related activities

Clinical proteomics program data http://clinicalproteomics.steem.com Discusses clinically relevant issues in proteomics;
bank gives examples and further links

Proteomics and Cancer http://www.cancer.gov/newscenter/pressreleases/ Discusses clinically relevant issues in proteomics;
proteomicsQandA/ gives examples and further links

a URLs without the http:// will have this added automatically when the address is written.
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previous breast pathology. This information is then
returned to the health professional in the form of a rela-
tive risk. The program also has succinct information
about various options available for the at-risk patient (see
Table 5.7).

The Internet will be essential for educating patients,
families and the community at large. A potentially 
receptive target to direct concepts of molecular medicine
and the implications for future health are schoolchildren,
many of whom have been brought up with computers
and the Internet from their earliest days in school. The
genomics era will continue to be a strong driving force
for further development and sophistication of bioinfor-
matics. Apart from the obvious research value of 
bioinformatics, an opportunity now exists to develop
Internet resources for education and clinical decision-
making.

e-Counselling and e-Consultations

Professional counselling services provided in conjunc-
tion with genetics clinics are increasingly faced with
greater demands and more complex scenarios. This trend
will continue as new genes and genetic risks are defined.
In this environment, the traditional one-to-one, face-to-
face counselling needs reassessment, with the potential
that computer-based education might provide better
ways in which to deliver counselling, which can be repet-
itive and not necessarily requiring the same detail for
each patient. Following up and ensuring that the patient
has understood what are difficult concepts of risk and
even a basic understanding of disease and inheritance
are further challenges in this environment. While it is
acknowledged that each individual patient (or couple)
has particular problems or questions that need to be

Table 5.7 Clinically relevant resources available online

Name URL (Uniform Resource Locator) Comments

Online Mendelian Inheritance www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM A must for any clinician dealing with genetic 
in Man (OMIM) diseases. Reputable and regularly updated. Links

to DNA and protein information and databases.

The National Cancer Institute www.cancer.gov/cancer_information/ Summarises evidence-based medicine with 
(USA) information service information on genetic basis for various cancers, 

including breast, ovarian, colorectal. 
Comprehensive site with lots of useful facts.

Breast cancer risk assessment http://bcra.nci.nih.gov/brc/ Provides an Internet-based interactive tool for 
tool measuring a woman’s risk of invasive breast

cancer.

OMNI (UK Internet resource www.omni.ac.uk/ Identifies more than 8000 resource items.
in health and medicine)

Canadian Diabetes www.diabetes.ca Provides wide-ranging information for patients
Association web site and health professionals dealing with diabetes.

GeneClinics www.geneclinics.org Discusses information relevant to diagnosis,
management and counselling for specific genetic
disorders.

National Centre for www.ncbi.nlm.nih.gov/About/primer Provides a science primer with useful 
Biotechnology Information summaries of many topics in genomics.
(NCBI)

Your disease risk www.yourdiseaserisk.harvard.edu/ Interactive site allowing an individual’s risks to
be assessed for cancer, diabetes, heart disease,
osteoporosis and stroke.

Genomics and Population www.cdc.gov/genomics/activities/ogdp/2003 Impressive site from the USA’s CDC dealing with
health a range of clinically relevant public health

issues in genomics.

Gene Therapy Clinical Trial www.wiley.co.uk/genmed/clinical/ Lists about 636 gene therapy studies undertaken
Site worldwide.

GeneTests www.genetests.org Provides educational material and a directory to
many DNA testing laboratories, particularly in
the USA.
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addressed, and ultimately this may be possible only with
a personal approach, there is no reason why computer-
based educational resources cannot be developed to
assist in counselling, i.e., the concept of e-counselling.
These resources could be made available to those requir-
ing counselling, and this is then followed by the more
formal counselling session. This approach provides the
patient (or couple) with the opportunity to consider the
various issues before the formal consultation, and so
questions and concerns can be more specific. The coun-
sellor also has the opportunity to gauge the level of
knowledge or comprehension based on the previous e-
counselling and so structures the counselling sessions
and any follow-up visits accordingly.

An interesting concept to consider as the Internet
reaches more homes is the e-consultation, i.e., the online

doctor-patient consultation. Apart from the privacy and
confidentiality issues related to Internet traffic, this
approach has potential advantages for the patient—and
even the doctor when it comes to simple problems.
However, there will always remain the medico-legal
issues since it becomes even more difficult to establish
the patient’s ability to comprehend the information pro-
vided, and the doctor may not have the whole picture
from a brief email message. However, as access to the
Internet increases, it is likely that this medium will be
used as part of the consultative process. “Guidelines for
the Clinical Use of Electronic Mail with Patients” is the
interesting title for a document in the Journal of the Amer-
ican Medical Informatics Association. This article pro-
vides guidelines for email exchanges between health
professionals and patients.

FUTURE

. . . OMICS
The evolution into the . . . omics (genomics, proteomics,
transcriptomics) refers to the nontargeted identification of
all genes, proteins or mRNA transcripts in a particular
biological specimen or organism. To the . . . omics could
also be added epigenomics (from epigenetics), phe-
nomics (from the phenotype) and metabolomics. The big
picture view possible with the . . . omics sets the stage for
future research in molecular medicine and distinguishes
the above from previous activities. For example, meta-
bolic studies are not new, but now with modern tech-
nologies such as nuclear magnetic resonance (NMR) and
mass spectrometry (MS), it becomes possible to obtain a
global metabolic profile in any cell, tissue or organism
(metabolomics). Previously, the study of metabolites was
focused to a limited number of products. There are 
three limitations to the promised great leap forward 
in . . . omics. Two, involving high costs and technical
issues, are resolvable, as is occurring in genomics. The
third is bioinformatics, an important area for directing
future resources as well as building more human 
capacity.

In parallel with increasing automation will come more
effective and efficient genomics strategies. In particular,
the present focus on a mutation in a DNA sample (genet-
ics era) will be replaced by DNA chips that allow many
hundreds or thousands of DNA mutations to be assessed
simultaneously (genomics era). Technologic develop-
ments will facilitate DNA analysis, but at the same time,
the amount of information available will provide a chal-
lenge in terms of protecting privacy confidentiality and
developing better education strategies. The issues of high
costs and complexity found with the microarrays will not

take long to resolve. An important driver for this is the
long lag time and the high costs involved in developing
new drugs. For example, it is estimated that it can take
up to 10 years and about a billion dollars to get a new
drug into the marketplace, and along the way there are
many failures. Pharmaceutical companies are also con-
cerned that the drug discovery pipeline is slowing, with
fewer drugs now emerging. Therefore, the industry is
placing a lot of interest in microarrays as a means by
which costs can be reduced as described earlier in phar-
macogenetics (see also Figure 5.5), and more targets for
drug development are identified. This will ensure that
developments in microarrays are fast tracked, leading to
important practical spin-offs at the clinical interface.

An interesting paper by Zambrowicz and Sands (2003)
looks at the 100 best-selling drugs and identifies the role
played by mouse knockouts in the drugs’ development
and regulatory processes. The authors comment on the
pharmaceutical industry and the pressure to identify the
next 100 winners as quickly, cheaply and effectively as
is practical. In this, the potential to alter the phenotype
(for example, the ENU mouse) or the genotype (the
knockout) will play a major role.

Health care systems are struggling with the rising costs
of drugs. In some countries, second- and third-generation
drugs are unaffordable. As well as paying for drugs, the
health care system needs to devise ways in which the
safety of drugs can be monitored and adverse effects 
minimised. Therefore, there is considerable interest in the
potential for pharmacogenomics, with the promise that
this technology will reduce adverse events, identify new
drug targets and reduce the costs required in the regula-
tory processes by allowing smaller but genetically more
selective cohorts to be used in clinical trials.
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NANOTECHNOLOGY

As well as the promising developments that will come
with bioinformatics, an equally exciting field that 
will impact on molecular medicine is nanoscience.
Nanoscience is defined as the study of the fundamental
principles of molecules and structures with at least one
dimension approximately between 1 and 100 nanome-
tres (1 nanometre [nm] is 1 ¥ 10-9 of a metre). To put this
size into perspective, a human hair measures about 
50000nm, and the smallest particle visible to the human
eye is 10000nm.

The nano dimension is not simply a reflection of small-
ness, but an entirely new concept that sits somewhere
between human-made devices and molecules found in
living things. As such, the usual restrictions and rules
such as conductivity, hardness, melting point and so on,
need to be redefined. Like bioinformatics, which crosses
a number of disciplines (biology, engineering, computer
science and information technology), nanoscience
involves many disciplines—chemists, physicists, engi-
neers (materials, electrical and chemical).

One application of nanotechnology in molecular 
medicine will be the availability of DNA biosensors. In
Chapters 2 and 3, the potential to construct a small
oligonucleotide and hybridise this to its unique corre-
sponding DNA sequence in the genome was shown to
be the basis for amplification by PCR. Once a DNA
sequence is amplified, its presence can be recognised in
various ways, for example, by electrophoresis and so size
determination, or by DNA hybridisation. For the latter,
primers are labelled with fluorescein, and the presence
of hybridisation is detected with a laser beam. An alter-
native approach that will be possible through biosensors
will involve the use of gold or silver nanodots that can
be attached to the DNA. The hybridisation of oligonu-
cleotide-labelled nanodots will be instantly recognisable
with calorimetric detectors without the requirement for
DNA amplification by PCR. This miniaturisation of the
detection process will allow DNA testing to be moved
out of the traditional “wet” laboratory to the consulting
office or the bedside.

Drug delivery and bioavailability remain key determi-
nants of a drug’s effectiveness. In terms of gene therapy,
the inability to deliver sufficient amounts of DNA into the
nucleus is a key issue that remains unresolved. Nano-
technology will open up new strategies to target drugs to
places where they are needed and get them there 
efficiently, for example, by encapsulating them within
nanoscale cavities inside polymers. Lipid encapsulation
has been used to deliver DNA (i.e., genes) into cells, but
like the viral vectors, the amount transfected in this way
is very small. An intriguing possibility with nanotechnol-
ogy is the use of magnetic nanoparticles that can be
bound to the drug (or gene) to be delivered, and then

magnetic fields outside the body used to guide the drug
(or gene) to the location required.
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Fig. 2.11 FISH. 
Top: The metaphase FISH of a deleted chromosome 22 shows 
a chromosome spread. Chromosome 22 is identified using 
two DNA probes (coloured red and green). One of the two 
chromosomes 22 is abnormal; i.e., there is only the red probe 
because the area of chromosome 22 detected by the green 
probe has been deleted. Middle: This photo shows an 
interphase FISH, which has several advantages over metaphase 
FISH. It can score a larger number of cells, thus increasing 
the chance of detecting a chromosomal rearrangement, 
particularly in low level mosaic states. Interphase FISH is 
more rapid, which is desirable in prenatal diagnosis. This 
particular picture illustrates trisomy 2] (Down's syndrome) 
because it has an additional signal with the red (chromosome 
21 ) DNA probe. Bottom: This composite photo shows a 
metaphase and interphase FISH for the BCRABL fusion 
gene found in chronic myeloid leukaemia+ The red and green 
DNA probes for theABL and BCR genes wil l  show up as a 
yellow signal when both are present in the translocated 
rearrangement (read more about chronic myeloid leukaemia 
and the BCt~-ABL rearrangement in Chapter 4). FISH provided 
by Dr Michael Buckley, Molecular & Cytogenetics Unit, South 
Eastern Area Laboratory Services, Sydne)~ 

Fig, 5,2 A gene microarray, (reproduced with the permission 
of Dr C Roberts and Dr S Friend, Rosett~ Inpharmatics LLC, 
Seatde, USA). 
Top: This is a 1 -inch x 3-inch glass slide onto which has been 
imprinted 25 000 genes in the form of oligonucleotides. The 
oligonucleotides are 60 mers (i.e., 60 bases in size), and they 
are imprinted in situ onto the glass slide using a conventional 
inkjet printer head. The longer oligonucleotides used for 
hybridisation (as discussed previously, a 20 mer oligonucleotide 
is generally sufficient to detect a specific region of the 
genome) provides this particular microarray with a technical 
advantage because, when constructing the array, any mistakes 
or errors in the inkjet printing will not be as critical as would 
be the case with a 20mer array. On the periphery of the slide 
and diagonally are grid lines. They are used for alignment 
when a scanner reads the array. The scanner would be faced 
with the picture shown, i.e., 25 000 spots with various colours 
and intensities, including green, red, yellow (both red and 
green have hybridised), black (neither red nor green has 
hybridised). Bottom: This is a small section of the microarray 
magnified to show the individual spots and the colours 
generated. At this stage, the scanner needs to identify the 
various colours as well as their intensities, and these data 
need to be stored. Bioinformatics-based tools are needed for 
this aspect of the microarray, as well as the next step, which is 
not as technically demanding as the actual microarray but 
equally challenging because the vast amount of data needs to 
be interpreted in terms of potential biologic significance. 
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product known as cryoprecipitate. In the 1970s, anti-
haemophiliac factors with higher concentrations and
improved stability led to more effective treatment pro-
grams utilising home therapy. In this way patients were
able to treat themselves the instant a bleeding episode
was noted. However, complications occurring with 
the plasma-derived antihaemophiliac factors remained 
significant (Table 6.2). The initial problems associated
with hepatitis B infection from blood products were
thought to have been resolved once blood banks intro-
duced donor screening programs, and viral-inactivating
steps were incorporated into commercial production.
Nevertheless, the subsequent recognition of other 
viruses (e.g., HIV, hepatitis C and parvovirus) again 
highlighted the problems of human-based biological
products. The increasing number of haemophiliacs
infected with HIV illustrated further limitations of plasma 
products, even those that had undergone viral-
inactivation steps. These processes included various com-
binations of heating and/or organic solvent exposure.
These processes increased the production costs but gave
no guarantee that all viruses (both known and unknown)
would be neutralised. For example, parvovirus can 
withstand temperatures to 120°C, and viruses without 
lipid envelopes are not sterilised by organic solvents or
detergents.
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RECOMBINANT DNA–DERIVED DRUGS

FACTOR VIII
A review of the treatment options in haemophilia A
demonstrates the potential for molecular technology in
drug design and production of recombinant therapeutics.
The haemophilia model also demonstrates the use of PCR
technology to ensure greater safety in the supply of blood
products (see Chapters 3 and 8 for clinical details about
haemophilia and molecular infection control measures).

The factor VIII gene provides many challenges in pro-
ducing a drug by recombinant DNA (rDNA) means. It is
large (26 exons) with a genomic structure extending over
186kb. The protein comprises 2332 amino acids and is
synthesised as a single chain that is processed as it moves
from the rough endoplasmic reticulum to the Golgi appa-
ratus. As this occurs, the mid-portion (B subunit) of the
molecule is excised since it is not required for haemo-
static function (see Figure 3.16). The heterodimers formed
are held together by calcium. Post-translational process-
ing is needed.

Plasma-derived Products
A historical summary of developments in the treatment
of haemophilia is given in Table 6.1. Landmarks include
the isolation in 1964 of a specific factor VIII–enriched
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Table 6.1 Milestones in the treatment of haemophilia A

Year Discovery

1840 Bleeding episode treated with normal fresh blood.

1920s Plasma rather than whole blood shown to be effective.

1930s–1950s Fractionation of plasma Æ various components with antihaemophiliac activity. 1937: Factor VIII implicated as the cause
of haemophilia A.

1964 Cryoprecipitate isolated. Produced by allowing frozen plasma to thaw. When it is thawed, a cold insoluble precipitate
(cryoprecipitate) remains. This precipitate contains a high concentration of factor VIII.

1970s High-potency freeze-dried factor VIII concentrates available, allowing prophylactic home therapy that is both feasible and
effective.

1980s The low point in haemophilia treatment occurs in the early 1980s with the finding that HIV and HBV in the blood supply
infect many haemophiliacs. This leads to the following:

Biotechnology companies Genentech (San Francisco) and Genetics Institute (Boston) clone and express the factor VIII
gene (1984) with the aim to produce a recombinant DNA product.
More effective viral-inactivation steps incorporated in the manufacture of factor VIII products.
Monoclonal antibody-purified factor VIII becomes available.

Alternative haemostatic pathways used to bypass the effect of inhibitors.

1988 Clinical trials of rh factor VIII start; encouraging results emerge.

1990s Early 1990s: First generation rhFVIII and rhFIX products licensed for clinical use.
rhFVII used to bypass factor VIII inhibitors.
Novel means of expressing rhFIX tried, e.g., transgenic expression in sheep milk.
1999—First B domain–depleted rhFVIII released.
1999—Gene therapy clinical trials in haemophilia A and B start in USA.

2001 Transient but significant increases in FVIII or FIX levels reported after gene therapy.

2003 Second generation rhFVIII well established. Unlike first generation recombinant products, these do not use bovine
albumin or other human proteins as stabilisers although there is exposure to albumin during some steps in manufacture.
However, no reports of infections occurring with recombinant products. Third generation rhFVIII (these have no exposure
to exogenous animal or human albumin or plasma proteins during any stage in manufacture) developed. Viral inactivation
steps also added to manufacturing process. Trials under way. The first (ADVATE) was approved by the FDA in 2003.

2004 Third generation rhFVIII shown to be as effective as earlier recombinant products with less risk of infections both known
and unknown being transmitted.

Liver disease as a cause of morbidity and mortality 
in haemophilia is well documented. An association
between hepatitis B virus, hepatitis C virus and liver
disease is established. Immunosuppression involving
both B and T cell lymphocyte function and independent
of infection with HIV was also found in haemophiliacs.
A mechanism proposed for immunosuppression impli-
cated the many contaminating plasma proteins present
in the factor VIII or factor IX products.

Finally, a critical consideration with any human-
derived product is its availability, which will always
depend on a regular supply of donors. This supply can
never be guaranteed. Most developed countries have
moved away from plasma-derived products, although 
for financial reasons, they may still be used by the older
haemophiliacs already infected with HIV or hepatitis.
There is little option but to use plasma-derived factors 

if recombinant products are not available or are too
expensive.

Monoclonal antibodies to factor VIII were included 
in production protocols during the 1980s. The resulting
product had a higher potency and greater purity. The
reduction in contaminating proteins was considered to
be an added bonus if this effect was significant in the
immunosuppression observed in haemophiliacs.

rDNA-derived Products
In 1987, the first patient was treated with a recombinant
DNA–derived human factor VIII. The steps involved in
preparing this product are summarised in Figure 6.1. The
use of mammalian cell lines such as CHO (Chinese
hamster ovary) enabled complex post-translational steps
(e.g., glycosylation) to be undertaken. Recombinant
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factor VIII produced this way was shown to have fewer
protein contaminants although some were invariably
present. The activity of the recombinant product was
equivalent to monoclonal antibody-purified factor VIII,
and the potential to develop inhibitors is comparable to
other products (Table 6.3).

Expression studies of the recombinant DNA–derived
factor VIII product have shown that optimal stability
requires association with the von Willebrand factor. There-
fore, one commercial product was obtained by co-trans-
fecting cDNAs for both factor VIII and the von Willebrand
factor. It was also expected that removal of the B-domain
(not required for haemostasis) would facilitate expression
of recombinant factor VIII for commercial production. The
first multicentred human trials of recombinant human
factor VIII were started in 1988, and results soon showed
promising laboratory and clinical responses. These studies
also confirmed that recombinant and plasma-derived
factor VIIIs were biologically identical.

The value and efficacy of recombinant DNA–derived
factor VIII are now well established, and since intro-
duced, there have been no reports of infections resulting
from its use. The first generation recombinant products
were soon replaced by second generation factors, and
now there are third generation products that contain no
human or non-human protein products during manufac-
ture. The availability of a regular and controllable supply
possible with recombinant products will allow better
planning and more effective treatment of bleeding prob-
lems. Balancing this are the high costs for recombinant
therapeutics, and so they are not affordable to many.
However, the costs will eventually fall, and then plasma-
derived substances for the treatment of coagulation dis-
orders will no longer be needed.

Inhibitors in Haemophilia
Apart from treatment issues in haemophilia, another
application of molecular medicine is to provide a better
understanding of the development of inhibitors (anti-
bodies) to factors VIII or IX and expand the treatment
options for this complication. The finding of inhibitors 
in haemophilia is a serious development occurring in
approximately 10–20% of patients with haemophilia A,
or 3–5% of patients with haemophilia B. Inhibitors occur
as a consequence of exposure to new antigens (neoanti-
gens) to which immunological tolerance has not devel-
oped. These individuals are placed at a much greater risk
of dying from an uncontrollable bleeding episode since
conventional factor replacement becomes ineffective.
Genotype/phenotype correlations show that inhibitor 
formation is more likely to occur in those with factor 
VIII mutations that produce a truncated protein, or 

Table 6.2 Problems associated with use of plasma-derived haemophilia treatment products

Problem Details

Infection Lipid enveloped viruses: Hepatitis B, hepatitis C, HIV, West Nile virus. 60–70% of haemophiliacs with severe
disease in the 1980s infected with HIV. Higher infection rate for HCV.
Non-lipid enveloped viruses: Hepatitis A, Parvovirus B19
Others: Slow virus infections; a range of organisms including non-viruses that are suspected but not proven to be
pathogenic; unknown organisms or ones yet to emerge.

Liver disease Progressive and potentially fatal liver disease in 10–20% of those with chronic HBV or HCV developing cirrhosis.
Risk for hepatocellular carcinoma 30 times higher than general population.

Immunosuppression Contaminating proteins in factor concentrates (including pure ones) implicated as the cause for
immunosuppression. Both T and B cell function impaired.

Inhibitors Exposure to neoantigens produces a risk of antibodies developing against coagulation factors (10–20% of
haemophilia A, 3–5% of haemophilia B) with some correlation to the underlying molecular defect. This
complication associated with all types of factor VIII concentrates.

Cost Antihaemophilic factor expensive, particularly when costs of purification and viral inactivation are added.

Availability Plasma-derived products always limited. Less of an issue now that there are the recombinant products, but the
availability of the latter is limited by cost.

Table 6.3 Relative purities of various factor VIII preparations

Source Activity (units/mg protein)

Plasma 0.01

Cryoprecipitate 0.3

Concentrates 1970s 0.5

Concentrates 1980s 1.5

Immunopurified 2000

Recombinant 2000
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significantly disrupt production of factor VIII protein as
would occur with the flip tip inversion (see Table 3.15
for a summary of mutations in haemophilia A). In con-
trast, missense mutations are less disruptive of the
protein’s structure and so less likely to be associated with
inhibitor formation.

Activated plasma-derived coagulation factors (mixtures
of activated factors X and VII and tissue factor) were pro-
duced to overcome the block on factor VIII activation
resulting from the development of antibodies. However,
they were expensive, had all the potential complica-
tions associated with factor VIII and, in addition, were
reported to increase the risk for thrombosis. Activated
factor VII on its own appeared to be a useful way to
bypass the factor VIII block, but isolation of this substance
from plasma was commercially impractical. This problem
was resolved with the development of a recombinant
DNA–derived product. Recombinant human factor VII
has now been successfully used in a number of patients
with factor VIII antibodies, including one report involv-
ing a haemophiliac with antibodies to both human and
porcine factor VIII who was also a Jehovah’s Witness. This
individual developed a life-threatening cerebral haemor-
rhage but refused treatment with human blood products.
However, recombinant DNA–derived substances were
acceptable, and recombinant factor VII eventually
stopped his bleeding.

GROWTH HORMONE AND
GONADOTROPINS
Human growth hormone, a protein of 191 amino acids,
is essential for growth. Because this hormone is species-
specific, its only biological source is human. Following
the successful treatment of a pituitary dwarf in 1958 with
human growth hormone, programs were established to
isolate this substance from pituitaries obtained from
human cadavers. However, the programs were ceased in
the mid-1980s when a number of recipients died from
Creutzfeldt-Jakob disease, a fatal slow virus infection of
the central nervous system (see Chapter 8).

Growth hormone has now been replaced with a
recombinant product following the cloning and expres-
sion of the gene in 1979. Because the mature protein
does not require sophisticated post-translational modifi-
cations, it can be prepared using a relatively simple 
bacterial expression system. However, two potential dis-
advantages are associated with this expression system: (1)
the necessity for extensive purification to remove impu-
rities of bacterial origin, particularly endotoxins, and (2)
the presence of an additional methionine amino acid at
the start of the protein. The latter occurs because the
eukaryotic start codon (ATG) is translated in the prokary-
otic system into a methionine. Clinical trials during 
the mid-1980s demonstrated the efficacy of the recom-
binant growth hormone, and it has remained in contin-

CHO cell line

Transfection

Selection
Amplification

FVIII

Fermentation
Purification

FVIII & DHFR & neo

plasmids

Fig. 6.1 Steps involved in the production of rh factor VIII.
The recombinant plasmid has genes (in the form of cDNAs)
for factor VIII (�) and dihydrofolic acid reductase (DHFR = �)
as well as their respective promoters (not drawn to scale). The
factor VIII gene requires a mammalian cell line such as CHO
(Chinese hamster ovary) to enable post-translational changes
to occur. Another plasmid containing a gene for resistance to
the antibiotic neomycin (neor) is also co-transfected (•) into
CHO cells. The result is CHO cells containing factor VIII,
DHFR and neor genes that remain as extrachromosomal DNA
or, for more stable expression, are integrated into the CHO
genome. Specific selection for CHO cells containing the neor

gene is possible by culturing in a medium containing G418, a
neomycin analogue that is lethal to cells unless they carry a
gene for neomycin resistance. Amplification for the factor 
VIII containing CHO cells is then obtained by culturing the
CHO cells in medium with increasing concentrations of
methotrexate. This will select CHO cells that have the DHFR
gene (and so also the factor VIII) since DHFR-deficient CHO
cells will not grow in the presence of methotrexate. The factor
VIII-expressing CHO cells are finally fermented in large,
commercial volumes. Protein isolated from these cells is
purified by immunoaffinity chromatography with monoclonal
antibodies to factor VIII. The end product is checked for
contaminants (mouse, CHO proteins, DNA) and its functional
activity assessed. Recombinant human factor VIII is then
available for clinical use.
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uous use since. No significant side effects have become
apparent. The additional methionine does not, as origi-
nally feared, lead to a major increase in antigenicity of
the product.

Similar developments occurred with the gonado-
tropins, a glycoprotein hormone family used in infertility
treatment and comprising FSH (follicle stimulating
hormone), LH (luteinising hormone) and HCG (human
chorionic gonadotropin). These gonadotropins were first
prepared from animal products in the 1930s. Subse-
quently, human pituitary glands were used, but this
source was discontinued for the reason given earlier with
growth hormone. Urinary-derived gonadotropins then
remained the only available products, and despite a 
good record for safety, there were concerns about the
human source (Table 6.4). The problem was solved when
the genes for the above hormones were isolated and
expressed in CHO cells because, like haemophilia, post-
translational glycosylation was required for activity. 
rhGonadotropins are now available. They demonstrate
99% purity, leading to higher specific activity and lower
immunogenicity. Risks of infections or being exposed to
other foreign proteins in urine are now eliminated. The
relative costs of urinary derived and recombinant product
remain controversial depending on how the cost analy-
sis is undertaken. However, there is little doubt that the
recombinant hormones will become the first choice for
infertility treatment.

HAEMATOPOIETIC GROWTH FACTORS
Bone marrow haematopoietic (blood forming) cells are
derived from the proliferation and differentiation of pro-
genitor cells that form specific lineages following their
interaction with cytokines. The pluripotential stem cell is
the ultimate source of the lymphoid and myeloid pre-
cursor cells. The latter differentiates into the platelet, 
erythroid, neutrophil and macrophage lineages. As the
progenitors mature into committed stem cells, they
become responsive to a more limited range of cytokines
although a number are often required for optimal 
effect. The major cytokine groups are the colony stimu-

lating factors (CSFs) and the interleukins (ILs). These sub-
stances are involved in the regulation, growth and dif-
ferentiation of a variety of cellular components.
Haematopoietic growth factors include the CSFs, the ILs
and erythropoietin.

The CSFs stimulate the formation and activity of white
blood cells including granulocytes and macrophages.
The prefix indicates the target cell, i.e., G-CSF (granulo-
cyte); M-CSF (macrophage or monocyte). GM-CSF is less
lineage-restricted since it can affect both granulocytes
and macrophages. GM-CSF also stimulates the precursor
cells in the erythroid (red blood cell) and megakaryocyte
(platelet) lineages. Many cell types including fibroblasts
and endothelial cells produce one or more of the CSFs.
Base-line production is low but rises rapidly following
exogenous stimuli such as bacterial endotoxins. In turn,
the CSFs provide the proliferative signals for cellular 
differentiation.

Knowledge that haematopoietic growth factors existed
has been around since the 1960s. However, the minute
amounts isolated and the complex interactions and target
cells associated with these factors limited major progress
(Figure 6.2). In the 1970s, traditional biochemical
methods enabled small quantities of M-CSF and GM-CSF
to be produced, followed by G-CSF in the early 1980s.
However, nothing further could be done because of the
amounts available. The in vivo significance of these prod-
ucts remained unclear until the relevant genes were
cloned. The first to be cloned by AMGEN, a US biotech-
nology company, was G-CSF in 1986. The others soon
followed. Expression of the cloned genes enabled the
products to be tested using in vivo animal studies, then
primate and finally human trials. The FDA approved spe-
cific clinical uses of G-CSF and GM-CSF in 1991.

Examples given earlier in haemophilia, growth
hormone and gonadotropins have clearly illustrated the
value of recombinant DNA–derived therapeutics. The
haematopoietic growth factors continue this theme,
although they also demonstrate how the various permu-
tations and combinations possible through rDNA tech-
nology can complicate the evaluation and rational use of
these products. Recombinant haematopoietic growth
factors have been commercially produced using a variety
of vector systems, e.g., E. coli, yeast and mammalian cell
lines such as CHO. The expressed proteins in each case
have structural limitations; e.g., the bacterial expression
system produces a recombinant protein that is not gly-
cosylated; and the yeast system, a partially glycosylated
growth factor. The fully glycosylated substance can be
made only with the more sophisticated mammalian
expression systems. An altered antigenic structure for a
recombinant DNA–derived product can have two con-
sequences: (1) Antibodies might be induced, particularly
if there is long-term use of the product and (2) Immuno-
genicity can be impaired if the recombinant DNA
product is to be used as a vaccine.

Table 6.4 Problems inherent in urinary-produced gonadotropins

Logistics of collecting large urine volumes.

Pooling required produces significant batch-to-batch variability in
terms of potency.

Increasing worldwide demand difficult to meet.

Contamination invariable including urine proteins, infectious
agents and excreted drugs.

Difficult to avoid luteinising hormone (LH) in the preparations, so
hormonal purity difficult to achieve.
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rhG-CSF and rhGM-CSF

G-CSF is a non-glycosylated protein and so can be pro-
duced in the more basic bacterial expression system. In
contrast, GM-CSF is glycosylated and requires either a
yeast expression system or CHO cells if this post-
translational modification is to be included in the
product. GM-CSF has also been produced as a non-
glycosylated form through the bacterial system. There are
two major indications for using G-CSF or GM-CSF. First

is the treatment of febrile episodes related to neutrope-
nia (secondary to disease, drug therapy or bone marrow
transplantation). The second is in the mobilisation of stem
cells from peripheral blood, for example, to stimulate
recovery after bone marrow transplantation. Variations
on the latter include the leukopheresis step involved
before marrow transplantation when a greater yield of
stem cells becomes possible by treating the donor with
the CSFs. In vitro uses of CSF will be discussed under
gene therapy.

1
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MSC

Lymphoid Myeloid

SCF
IL3,6

IL3 GM-CSF, IL3, 6, 12

Thymocyte Pre-B cell CFU-GM CFU-Meg BFU-E
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Fig. 6.2 Pathways for the differentiation of haematopoietic cells and the associated cytokines and growth factors.
Four compartments are defined: (1) multipotential stem cell (capable of self-renewal), (2) multipotential progenitor cells, 
(3) lineage-committed progenitor cells and (4) mature cells. The ultimate source of all haematopoietic cells is the multipotential
stem cell (MSC). The two multipotential progenitor cells produce lymphoid cells or the other blood cells. Further along the
pathway are more differentiated progenitor cells including the lymphoid precursors and CFU-GM (CFU—colony forming unit;
GM—the four types of cells from CFU-GM are granulocyte [PMN], basophils, eosinophils and monocytes [macrophages]). The
CFU-Meg (colony forming cells megakaryocyte) will produce platelets under the influence of thrombopoietin (TPO). The BFU-E
(burst forming unit erythroid) will produce red blood cells under the influence of erythropoietin (EPO). Differentiation into the
various pathways occurs in response to cytokines. SCF—stem cell factor; IL—interleukin; CSF—colony stimulating factor.
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Although G-CSF is the preferred drug, there remain
many unanswered questions about the relative values of
G-CSF and GM-CSF because different products are 
commercially available. For example, is the glycosylated
or non-glycosylated form of GM-CSF superior? One
reason for preferring G-CSF is the apparent fewer side
effects with this product. But this also needs to be con-
firmed. Both products are very expensive, and so their
use has been limited to specific indications described
above. Many clinical trials have been reported, but over
a decade after they were first approved by the FDA, the
relative values of G-CSF and GM-CSF (indications, effi-
cacy, toxicity and costs) remain to be fully determined.

ERYTHROPOIETIN
Anaemia is an important complication of renal failure
and accompanies a number of chronic conditions includ-
ing malignancy, AIDS, aplastic anaemia and rheumatoid
arthritis. The anaemia of chronic disease has a significant
effect on morbidity. Components of this anaemia include
(1) decreased production of the hormone erythropoietin
(usually abbreviated to EPO), (2) iron deficiency (in the
presence of normal iron stores) and (3) chronic infection
or illness, which can impair bone marrow function. 
Erythropoietin is the primary regulator of red blood cell
production. The majority of the hormone is produced in
the kidney. Its level is regulated by the tissue oxygen
tension present in the kidney. Erythropoietin feeds back
to the bone marrow where it acts on the committed ery-
throid progenitors and precursors. In the presence of
hypoxia, the level of erythropoietin increases and the red
blood cell mass expands. Once hypoxia is corrected, ery-
thropoietin production in the kidney is suppressed.

Erythropoietin was discovered at the beginning of the
last century. It had been suspected for some time that
reduced production of this hormone played a major role
in the anaemia of chronic renal failure. However, it was
not possible to take this any further in the investigative
or therapeutic sense since the amount of erythropoietin
that could be isolated from kidneys or the urine was
insignificant. Thus, the potential for erythropoietin was
limited until the gene was cloned in 1985. Recombinant
human erythropoietin is now produced by expression of
its cDNA in a mammalian cell line system similar to that
described for haemophilia. The necessity for a sophisti-
cated expression system reflects the requirement for 
glycosylation.

Clinical Applications
Recombinant human (rh) erythropoietin given to
anaemic patients being dialysed for end-stage renal
failure is capable of raising the haemoglobin level, and
so reduces or removes the necessity for blood transfu-
sions. Thus, the potential complications associated with

blood transfusions (infection, immunosensitisation to
HLA antigens, iron and circulatory overload) can be
avoided. The improvement in the quality of life for this
chronically ill population has been used to justify the
costs of rherythropoietin. Other indications for the
recombinant product include the specific normocytic
normochromic anaemia found in cancer, severe infection
or chronic inflammatory disorders such as rheumatoid
arthritis. Although this form of anaemia had been identi-
fied for many years, it was difficult to determine what role 
erythropoietin played since an accurate plasma assay
was not available. However, once the gene was cloned,
it became possible to measure plasma erythropoietin
very accurately.

In cancer, there is evidence that the level of erythro-
poietin is reduced and so contributes to the co-existent
anaemia. A number of trials have now shown that the
anaemia can be corrected in ~60% of cancer patients
who are treated with recombinant erythropoietin. The
availability of rhEPO also means that blood transfusions
can be avoided. Although a lot of data have been gener-
ated about the value of rhEPO treatment for anaemia
secondary to a broad range of clinical conditions, there
remains some controversy about its value, particularly in
relation to the quality of life and justification of the costs
involved for this product.

Side effects reported with recombinant human 
erythropoietin include local reactions to the injection as
well as more serious complications such as hypertension,
seizures and venous thromboses. Some of these effects
may reflect an inappropriate increase in the red blood
cell mass secondary to the EPO effect. rhEPO is given
three times per week, and it is known that a greater sialic
acid content on the carbohydrate component of EPO
leads to a longer serum half-life. Therefore, a new syn-
thetic product (Darbepoetin alfa) was produced. It is like
EPO but has two extra N-linked carbohydrate addition
sites. This makes the drug 10 times as powerful, and it
can be given once weekly. Although this product was
approved by the FDA for treating anaemia of chronic
renal failure, it is also used to treat the anaemia associ-
ated with cancer chemotherapy.

VACCINES
Successes with rDNA-derived therapeutic drugs sum-
marised above have not been matched in vaccines. With
the exception of the hepatitis B virus vaccine, the results
with rDNA vaccines have been disappointing. This is
despite the considerable financial commitment driven in
part by the urgency to find vaccines for infectious dis-
eases such as AIDS, TB and malaria. Commonly used
conventional vaccines such as poliomyelitis, measles and
rubella are, with few exceptions, composed of live (infec-
tious) and attenuated (non-pathogenic but immuno-
genic) organisms. As such, they have proven to be highly
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effective, relatively cheap and so affordable by most
communities. Other conventional vaccines are made 
up of inactivated (killed) microorganisms (e.g., Salk
poliomyelitis vaccine). Another variable with vaccines
lies in their antigenic composition; i.e., one or more anti-
genic components (i.e., subunit vaccines) may be avail-
able as with influenza and recombinant hepatitis B 
vaccines.

Despite the efficacy of the conventional vaccines, it
should be noted that some would not have reached clin-
ical use with the stringent licensing regulations now in
force. For example, the oral poliomyelitis (Sabin) vaccine
can revert on rare occasions to the wild-type (neurotoxic)
strain and so produce poliomyelitis. Subacute sclerosing
panencephalitis is a very rare neurological complication
following infection with the measles virus including
some vaccine-derived strains. It can be fatal or lead to
permanent neurological sequelae including mental retar-
dation. It is unlikely that the two vaccines mentioned
would have been marketed with these potential risks in
today’s litigation-conscious society. Modern production
techniques require more stringent quality control steps
during manufacture as well as better assessment of tox-
icity. In terms of standardisation and quality control,
recombinant DNA–based vaccines have a lot to offer.

Hepatitis B Vaccines
Hepatitis B virus (HBV) is a DNA virus. It contains surface
and core components that are distinct (Table 6.5).
Approximately two billion people are infected with HBV,
and of these about 350 million become chronic carriers.
Approximately one million chronic carriers die annually
from complications such as cirrhosis and hepatocellular
carcinoma (statistics from Keating and Noble 2003).
Endemicity rates vary greatly (Table 6.6).

In 1982, a hepatitis B vaccine became available using
plasma from known chronic hepatitis B carriers. In this
circumstance, stringent purification and inactivation 
procedures became mandatory. Thus, the vaccine was
expensive, and the amount that could be produced was

limited by the availability of infected plasmas. The
vaccine was not well received by the public in view of
the theoretical risk that other viruses (e.g., HIV) might be
transmitted despite the inactivation processes under-
taken. Because of these problems and the importance of
hepatitis B virus as a cause of liver disease (see Chapter
8), a recombinant DNA–derived vaccine was released in
1987.

The HBV story illustrates the usefulness of recombinant
DNA technology in vaccination programs leading to a
declining incidence over the past decade. In some 
countries, it has been possible to show a reduction in
hepatocellular carcinoma rates. Nevertheless, HBV
remains a global problem even in countries with low
endemicity. Routine vaccination programs for newborns,
infants, children and high-risk groups (e.g., health
workers, prisoners) have been implemented to reduce the
spread of this virus. More still needs to be done, includ-
ing better vaccination rates for other high-risk groups
such as intravenous drug users and young homosexual
males.

A number of HBV vaccines are now available. They
include plasma-derived as well as various subunit
recombinant products. The latter vary in their surface
antigen component, with several having only the S 
component, whereas others also have pre S2 proteins.
Because glycosylation is required, the recombinant 
vaccines have been produced in genetically engineered

Table 6.5 Components of the hepatitis B virus (from Keating and Noble 2003)

Component Antigens Serum markers and their significance

Surface (envelope) Small or major S protein (hepatitis B surface antigen)— The presence of antibodies to HBsAg (anti HBs) and
components the most important component disappearance of HBsAg indicates immunity.

Middle protein (comprises S and pre S2 components) Chronic carriers have persisting HBsAg and no anti HBs.
Larger protein (comprises S, pre S2 and pre S1

components)

Inner core Hepatitis B core antigen (HBcAg) Anti HBc are the first antibodies to appear and indicate
recovery or chronic infection.

Hepatitis B e Hepatocytes infected with HBV secrete HBeAg indicates high level of infectivity.
antigen HBeAg derived from the core gene

Table 6.6 Endemicity of HBV (from Keating and Noble 2003).

Endemicitya Geographic Predominant mode of
regions transmission

High (8–20% East and South Vertical (i.e., childbirth)
chronic carriers) East Asia, sub- or horizontal (child to

Saharan Africa child)

Low (<2% Northern Europe, Parental and sexual 
chronic carriers) North America modes of transmission

a Areas of high to intermediate endemicity include South and Central
Asia, Middle East, North Africa, Southern and Eastern Europe.
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yeast expression systems. In 1991, the FDA approved a
combined HBV and hepatitis A virus vaccine.

The recombinant vaccines have now been used exten-
sively and confirmed to be as effective as the plasma-
derived product, although there appears to be variability
in immunogenicity depending, to some extent, on the
subunits incorporated into the vaccines. For many vac-
cines it has been possible to show more than 10 years 
of immunity although the aim on a global basis would
be for lifelong protection. It has also been possible to
identify categories of individuals who demonstrate
poorer vaccination responses based on their anti HBs
responses. They include the elderly, males, those who are
obese, smokers and those with chronic diseases. For
these people, revaccinations or the use of higher antigen-
based vaccines is indicated.

The recombinant hepatitis B vaccine has many advan-
tages, which include (1) An unlimited supply is available.

(2) Production can be standardised more effectively. (3)
Greater flexibility is possible with the type of structure
that is produced. (4) The vaccine will become cheaper
and safer with time. The cost is not a small consideration
since the communities that have the highest carrier rate
for hepatitis B are often those that can least afford expen-
sive vaccines. In these communities plasma-derived vac-
cines may be the only option. With increasing
competition the hepatitis B vaccine’s cost has come
down. As more becomes known about HBV infection, it
will be possible to alter the recombinant vaccine to
enhance its immunogenicity.

Although the only successful human recombinant
DNA–derived vaccine is that for the hepatitis B virus,
more successes with recombinant DNA vaccines have
been obtained in veterinary practice as well as the meat
and livestock industry.

CELLULAR THERAPIES

This section includes a broad range of therapies with 
the common theme being biological-based treatments
involving the manipulation or preparation of cells. This
is in contrast to the conventional pharmaceuticals. The
relevant examples in terms of molecular medicine are the
gene therapies. Stem cells and xenotransplants are also
discussed because in some circumstances the DNA for
these cells will be manipulated, making them examples
of both cellular and gene therapies.

SOMATIC CELL GENE THERAPY
Gene therapy can be defined as the transfer of genetic
material (DNA or RNA) into the cells of an organism to
treat disease or for marking studies. Because of the latter
option, a better description would be gene transfer rather
than gene therapy since a therapeutic intent is not 
necessary. However, for convenience the term “gene
therapy” will be used to cover all applications. When first
proposed as a therapeutic option, gene therapy was con-
sidered only in the context of genetic disorders. Today,
gene therapy has broader treatment applications, partic-
ularly for cancer and infectious diseases. Disorders for
which gene therapy has been tried or considered include.

Genetic Diseases
• Immunodeficiencies, e.g., adenosine deaminase defi-

ciency
• Cystic fibrosis
• Familial hypercholesterolaemia
• Storage disorders, e.g., Gaucher’s disease
• Coagulopathies, e.g., haemophilias A, B

• Haemoglobinopathies, e.g., b thalassaemia, sickle cell
disease

Acquired Diseases
• Cancer, e.g., melanoma, brain and renal tumours
• AIDS
• Vascular disease
• Neurological disorders, e.g., Parkinson’s disease,

Alzheimer’s disease

A number of criteria have been proposed to identify the
types of genetic disorders for which gene therapy would
be indicated. They include (1) a life-threatening condi-
tion for which there is no effective treatment, (2) the
cause of the defect is a single gene and the involved gene
has been cloned, (3) regulation of the gene need not be
precise and (4) technical problems associated with deliv-
ery and expression of the gene have been resolved (see
below). Similar considerations would hold for acquired
disorders such as cancer, although in these circum-
stances a cure might not be the prime goal, and so the
same stringent criteria would not necessarily apply.

Because of the potential risks with manipulating the
human genome, the regulation and monitoring of gene
therapy protocols by various government and institu-
tional biosafety committees have been intense. It was not
until September 1989 that the USA National Institutes of
Health (NIH) approved the first marker study involving
transfer of DNA into patients with melanoma, a malig-
nant skin cancer. In September 1990, the first therapeu-
tic transfer of a genetically engineered cell was
undertaken in a four-year-old child with the potentially
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fatal genetic disorder, adenosine deaminase deficiency.
By late 2004, 669 gene therapy protocols had been
reviewed by the NIH’s Recombinant DNA Advisory Com-
mittee (RAC). They covered both marking and therapeu-
tic trials (Table 6.7).

Gene therapy in the human refers to somatic cell gene
therapy, which means the target is not a germ cell, so
that transmission to future generations cannot occur.
Germline gene therapy (an example of which would be
the transgenic animals described in Chapter 5) has been
prohibited for various reasons, which are discussed in
Chapter 10.

Strategies for Gene Delivery
There are two ways to transfer DNA (RNA) into cells—ex
vivo or in vivo (Figure 6.3). A prerequisite for ex vivo
transfer is the necessity to culture cells in vitro. Therefore,
not all cells will be useful targets for this type of gene
therapy. Another requirement is the ability to return the
genetically altered cells to the patient; i.e., the cells need
to be transplantable. The above considerations have
meant that a lot of the work involving ex vivo transfer has
focused on haematopoietic cells. Apart from the fact that
ex vivo transfer may be the only suitable approach avail-
able in many cases, it has another advantage in terms of
safety; i.e., there is more control over which cells will
take up the foreign DNA. However, in vivo transfer is
considered to be more physiological and may be the only
option in some circumstances, e.g., disseminated cancer.
In vivo transfer remains a priority awaiting further devel-
opments to ensure that the right cells express the trans-
ferred DNA, and they do so in adequate numbers. The
concept of targeting becomes a real issue when in vivo
transfer is considered (discussed further below).

The ultimate aim in gene transfer is to get DNA into
specific tissues. Again there are two major approaches—
physical and viral (biological) means. The cell and

nuclear membranes can be made more permeable to
DNA following co-precipitation of DNA with calcium
phosphate, or an electric shock—called electroporation
(Table 6.8). Using micropipettes, it is possible to inject
DNA into the cell’s nucleus. More novel approaches to
facilitate movement of DNA into a cell include (1) injec-
tion of DNA directly into muscle cells; (2) insertion of
DNA via cationic liposomes in the process known as
lipofection, i.e., synthetic spherical vesicles that have
lipid bilayers and so are able to cross the cell membrane
and (3) coating of DNA with proteins and the “gene
gun”—DNA-coated microprojectiles. Physical methods
can be relatively inefficient when it comes to cells taking
up DNA. More importantly, DNA inserted into the 
host genome in this way is usually present as multiple
copies; i.e., there is no control over the sites of insertion,
and so the function of normal genes could be affected.
Finally, the expression of the introduced gene is only
transient.

The current preferred method for gene transfer involves
the use of viruses, particularly the retroviruses. Wild-type
retroviruses can convert their RNA into double-stranded
DNA, which can then integrate into the host’s genome
(see Figure 8.2). Viral proteins encoded by the gag, pol
and env genes make up approximately 80% of the retro-
viral genome. These RNA segments can be deleted and
replaced by a foreign gene, e.g., human adenosine deam-
inase (ADA). Now the recombinant retrovirus is no longer

Table 6.7 Range of gene therapy proposals reviewed by the
NIH’s Recombinant DNA Advisory Committee (RAC)a

Type of Number of Disease (number)b

study protocols

Marking 41 Autologous stem cell transplantation 
studies involving a range of 
malignancies including breast cancer,
leukaemia, lymphoma

Therapeutic 607 Infectious diseases (42)c

Monogenic gene disorders (59)
Cancer (430)
Miscellaneous diseases (76)

a A more comprehensive overview of gene therapy trials worldwide can
be found on http://www.wiley.co.uk/genmed/clinical. b The numbers do
not equal 607 since some protocols were withdrawn or replaced by
others. c Of these studies, 39 of 42 protocols involved HIV.

Ex Vivo In Vivo

Fig. 6.3 Transferring DNA into cells.
Ex vivo: This approach involves the removal of cells from 
the patient. DNA (or RNA) is next introduced into the cells,
which are then cultured to obtain adequate numbers. The
introduction of DNA by infection using a viral vector is called
transduction. The genetically altered cells (which may also 
be physically or antigenically altered following the ex vivo
manoeuvres) are finally returned to the patient. In some
circumstances, ex vivo transfer is the only feasible option, 
e.g., haematopoietic cells. In terms of safety, there is 
more confidence with ex vivo transfer since only the
appropriate cells will take up the DNA/RNA. In vivo: A more
physiological approach and challenge for the future is in vivo
transfer, which involves direct entry of DNA (or RNA) into the
patient. Targeting is necessary in this form of transfer.
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infectious because it cannot make its own structural pro-
teins. This is a prerequisite for gene therapy. Persistent
infection by the genetically engineered retrovirus would
not be permissible since it might lead to neoplastic
change, the wrong cells expressing the gene, or the germ
cells becoming infected and so passing on the gene or any
genetic defects created to future generations. To become
a useful vector for DNA transfer, the retrovirus must infect
in a controlled way. This can be done with packaging
cells. These cells contain a helper retrovirus that has also
been genetically manipulated to produce empty virions;
i.e., structural proteins are present, but a complete infec-
tious virion cannot be made. However, the retroviral
vector with its inserted ADA gene can utilise the structural
proteins produced by the helper virus in the packaging
cells to form a complete (infectious) virion, which can
undergo one round of infection. This would be enough to
get the genetically engineered retroviral RNA into the
target cells’ DNA. Advantages of the retroviral vector for
DNA transfer include (1) A single virus infects one cell. (2)
The virus is usually non-immunogenic. (3) Integration into
the host genome means there is the potential for long-
term expression of the inserted gene. Disadvantages are
(1) The target cell must be dividing before the retrovirus
can integrate into the cell’s genome. (2) Transduction 
efficiency is usually inadequate. (3) DNA insert size is
limited, which can be a problem if a large gene is
involved. (4) Since retroviral vectors are produced from
living cells, there is the worry that contaminants derived
from these cells will be present.

Risks are involved with using retroviruses as gene
transfer vectors: (1) Integration is random, and so there is

always the worry that a normal gene is inactivated or an
oncogene is activated. (2) Retroviruses have the potential
to revert to replication-competent organisms and so
induce cancer (Figure 4.8). Because of these issues, a
number of other viruses have been developed for gene
therapy. Two of them (adeno-associated virus and
lentivirus) will integrate into host DNA and so can lead
to long-term expression of the transduced gene; i.e., a
cure is possible. The latter goal must be balanced by
long-term side effects if the integration has interfered with
the function of a normal gene. The other viral vectors (as
well as the physical means) do not lead to integration,
and so the associated genes are expressed for only a 
short term; i.e., treatment will need to be repeated 
(Table 6.9).

Target Cells
Another consideration in gene therapy is the target cell.
If a retroviral vector is used for transduction, an impor-
tant prerequisite for the target cell is for it to be dividing
so that the retrovirus can integrate into the host genome.
The target cell should also be appropriate to the type of
expression required. For example, a neurologic disorder
may derive no benefit from the transfer of genes into
haematopoietic cells. Finally, the target cell needs to be
long-lived to prolong the effects of gene therapy. The
ideal target cell would be pluripotential stem cells since
integration of a gene into this cell should produce a cure,
or at the very least a long-term effect. Because of the
potential availability of stem cells and the considerable
experience gained with bone marrow transplantation, a
lot of the work to date has focused on the haematopoi-
etic stem cells as targets for gene transfer.

The bone marrow pluripotential stem cell is a rare cell
that to date has been satisfactorily isolated and charac-
terised only in the mouse. Gene transfer into human bone
marrow–derived stem cells has been possible because of
the infectious capability of the retroviruses. Nevertheless,
expression observed in these instances has been low and
of short duration. Thus, gene therapy in this circumstance
would not be effective in disorders such as the b thalas-
saemias for which significant gene expression is required
to produce an adequate supply of protein. This may be
overcome in the near future with new developments in
molecular technology. These developments include (1)
the potential to stimulate division of the pluripotential
stem cells with the recombinant human growth factors,
thereby making these cells move out of the Go phase of
the cell cycle and so become more accessible to infec-
tion with a retrovirus; (2) the use of monoclonal anti-
bodies to identify surface antigens found on primitive
cells, e.g., CD34+ cells; and (3) the availability of DNA
sequences that can significantly up-regulate (i.e.,
increase) gene expression.

Table 6.8 Delivery systems for gene transfer
A number of approaches can be used to get DNA into cells to
allow genes to be expressed. The large number of options
available would suggest that no single method is ideal. Even
within the viral vectors, there are advantages and disadvantages
found with each.

Type of Delivery method
approach

Physical Greater membrane permeability to DNA: calcium 
phosphate coprecipitation, electroporation (electric 
shock)
Microinjection: into the cell nucleus, into muscles
Other methods: insertion via liposomes, coating 
DNA with proteins, gene gun, microencapsulation

Viral Integrated into host’s genome: retrovirus, adeno-
associated virus, lentivirus
Not integrated into host’s genome: adenovirus, 
herpes simplex 1 virus,a smallpox virus

a The herpes simplex 1 based vector does not integrate (and so a
transient effect would be expected), but the wild-type virus displays
latency. Although the molecular basis for latency remains to be
defined, it means that this virus could potentially be made to express
its inserted gene over a longer time frame without the necessity for
integration to occur.
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A recent report would suggest more optimism for gene
therapy in thalassaemia. The success in this case was
based on the use of a lentiviral vector considered to be
more efficient in gene transfer. The study by Puthenveetil
et al (2004) describes a complete correction of the b
thalassaemia major defect following gene therapy in in
vitro and xenotransplant models. This now needs to 
be reproduced in human clinical trials but provides 
some hope for treatment of a serious disease in many
communities.

Cells with potential value for gene therapy are sum-
marised in Table 6.10. They display a number of features
that make them useful targets for the transfer of genetic
information. However, none promises a cure even if
effects are long-lived because they are not stem cells; i.e.,
life span is finite as the cells do not have an unlimited
potential for self-renewal and do not differentiate into
various types of secondary cells.

Gene Marking

Gene therapy protocols are of two types: those which are
(1) expected to produce a therapeutic result and (2) used
to mark a cell with a gene so that it can be followed or
identified as part of a research protocol. One marking-
based research interest is to follow cells in the trans-
plantation scenario, for example, to determine in cancer
if relapses following treatment occur in host (patient) or
donor cells. This use of gene transfer will provide answers
to a number of interesting biological questions (Box 6.1).

Tumour-infiltrating lymphocytes are lymphoid cells
that invade solid tumours. They can be grown in culture
and have tumour-killing potential. For example, removal
of these cells from a melanoma and growth in the pres-
ence of an interleukin (IL2) enable the tumour-infiltrating
lymphocytes to be cultured and then reinfused back into
patients. The lymphocytes target to the melanoma where

Table 6.9 A comparison of different methods for introducing DNA in gene therapy

Methoda Target cell Chromosomal integration Other advantages Other disadvantages
(gene insert size in kb)

Retrovirus Limited to dividing Yes (medium-sized Easy to manipulate. Considerable Known to cause disease in 
cells insert ~8kb) experience because used in humans, i.e., risk if recombination

many trials. Potential for long- occurs as non-random integration
term gene expression. means endogenous genes can be

disrupted.

Adenovirus Both dividing and No, episomal (medium- Easy to manipulate. Can achieve Potentially immunogenic and can
non-dividing cells sized insert ~8kb) high titres in production. Used provoke toxic response in host

in many trials. Does not (current batches of this virus less
integrate, i.e., no risk of immunogenic). Short-term
insertional mutagenesis expression.

Adeno- Both dividing and Yes (small insert Not known to cause disease in Relatively new. Difficult to purify.
associated non-dividing cells size ~5kb) humans. Non-immunogenic. Lack of expressed viral protein 
virus means limited immune responses

provoked. Potential for insertional
mutagenesis. Detected in semen
but unclear if in sperm or tissues 
or fluids.

Lentivirus Both dividing and Yes (medium-sized Non-immunogenic. Derived from HIV and so concern 
non-dividing cells insert ~8kb) Easily manipulated. that wild-type recombinant is

Long-term gene expression. formed. Potential for insertional
mutagenesis. Difficult to
manufacture.

Herpes simplex Both dividing and Extra-chromosomal Does not disrupt endogenous Limited use if patient already has
virus non-dividing cells (large insert size >30kb) genes, i.e., remains developed immunity to this virus.

extrachromosomal. Potential 
for latency, i.e., long-term
expression.

Naked plasmid Most cells No (relatively large Can be inserted into many cells Larger than oligonucleotides and
DNA inserts >10kb) by various means. Easy to make. so requires some packaging. May

Minimal biosafety risks. provoke immune response.
Generally DNA vaccines are safe
but ineffective.

a The transmission of genetic material from one cell to another by viral infection is called transduction. Acquisition of new genetic markers by
incorporation of added DNA into eukaryotic cells by physical or viral means is called transfection.
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Table 6.10 Target cells for gene transfer
Target cells need to be long-lived and of a suitable type for the expression required.

Cell Utility

Haematopoietic Sources are bone marrow and umbilical cord blood. The possibility for gene transfer into the pluripotential stem 
stem cell cell means a cure is feasible. Haematological and immunological defects are the types of disorders that could be

corrected. Particularly suited to ex vivo transfer.

Lymphocyte The major advantages of the lymphocyte are its role in immunity, its relatively long life and its ease of access in the
blood. This cell has been the target for gene transfer in melanoma and the immunodeficiency disorders. Also suited to
ex vivo transfer.

Respiratory Not suited for ex vivo transfer. Slowly dividing respiratory epithelial for in vivo transfer with retroviruses. At present 
epithelium good transfer is possible with adenoviruses and lipofection.

Hepatocyte Ex vivo: Cultures can be obtained from liver tissue. Cells transduced with retrovirus can be reimplanted in the liver via
the portal circulation. In vivo: Novel methods to get DNA into cells involve coating DNA with a protein receptor
recognised by hepatocytes.

Fibroblast, skin Easy to access and grow in culture. Can produce biologically active compounds, e.g., coagulation factor IX. 
cells The main problem is their short-term effect, which may be due to graft rejection. Suitable for ex vivo or in vivo transfer.

Skeletal muscle A problem with skeletal muscle is that it is post-mitotic (and so retroviral vectors less effective) and multinucleate. In
vivo: Injection of DNA in plasmid form into muscle cells enables expression of the DNA without it incorporating into
host genome. In vitro: Adenoviral vectors have been used to insert a mini dystrophin gene into cells. Approaches
require further assessment.

Box 6.1 Gene transfer for marking: Determining the cause of relapse in leukaemia following intensive
chemotherapy and autologous bone marrow transplantation.
Autologous bone marrow transplantation remains an
option for treating some leukaemias with a poor prog-
nosis. In this situation, marrow is harvested from the
patient prior to intensive chemotherapy that will lead to
marrow aplasia. The patient is rescued from the other-
wise fatal aplasia by reinfusing his/her own marrow that
has either been purged of leukaemic cells by various in
vitro manoeuvres or is a remission marrow; i.e.,
leukaemic cells are not present to any extent by con-
ventional assessment. The combination of intensive
chemotherapy and autologous marrow transplantation
will cure leukaemia in some individuals, but others will
eventually relapse. An important but unanswered ques-
tion relates to the source of this relapse. Relapse could
have occurred in transplanted cells; i.e., purging of
leukaemic cells from the marrow had been inadequate
or the remission marrow contained a significant number
of leukaemic cells. On the other hand, the source of

relapse could have been leukaemic cells that had per-
sisted in the patient’s bone marrow even after intensive
chemotherapy. The two possibilities could not be inves-
tigated by conventional means since (1) Cells used for
transplantation are identical to those in the patient (i.e.,
autologous) and so could not be distinguished and (2)
The population of cells to be studied is extremely small.
Both problems have now been overcome by molecular
technology. First, PCR enables very few cells to be
studied. Second, autologous cells can be marked with a
gene (e.g., the neomycin gene) prior to re-infusion into
the patient. PCR is then used to identify whether relapsed
cells had the neomycin gene. Results from such marking
studies have confirmed that relapse can involve the trans-
planted cells, and so purging protocols have been inad-
equate, and/or remission marrows contain sufficient
leukaemic cells to produce a relapse.

they can induce regression of the tumour. The first human
gene transfer involved a marking study with the addition
of a neomycin gene via a retroviral vector into tumour-
infiltrating lymphocytes obtained from patients with
advanced melanoma. The transduced lymphocytes were

then reinfused into the patients and their duration of 
survival and any toxic effects noted. The results were 
satisfactory in that the neomycin-containing tumour-
infiltrating lymphocytes persisted in the circulation; they
were able to target to the melanoma cells, and there were
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no apparent side effects directly attributable to the retro-
viral vector.

Genetic Diseases—Introducing New Genes
(I) Severe combined immunodeficiency (SCID) due to
adenosine deaminase (ADA) deficiency: In 1990, a four-
year-old child with the potentially fatal autosomal reces-
sive disorder, adenosine deaminase deficiency, received
an infusion of her own lymphocytes that had been genet-
ically altered by a retrovirus containing a normal adeno-
sine deaminase gene (Figure 6.4). Adenosine deaminase
deficiency was chosen for a number of clinical reasons:
(1) It constituted an important cause of the severe 
combined immunodeficiency syndromes in children. 
(2) Death within the first 1–2 years of life was common.
(3) Medical treatment was suboptimal. This included a
recently released drug called PEG-ADA that comprised
the natural product (ADA) coupled to polyethylene glycol
(PEG) to increase its half-life. PEG-ADA was very expen-
sive, and follow-up time had not been sufficient to
confirm its long-term efficacy. Another therapeutic option
for adenosine deaminase deficiency is bone marrow
transplantation. This can produce a cure if an HLA-
identical sibling donor transplant is successful. However,
less than 20% of patients had a matched sibling. Alter-

native bone marrow sources such as a haplo-identical
parent or a matched unrelated donor result in much
poorer outcomes after transplantation.

The four-year-old girl described above had been
treated with PEG-ADA but had responded inadequately
to this form of therapy. In this circumstance, approval was
given to attempt gene therapy. Features at the DNA level
that made adenosine deaminase deficiency a good can-
didate for gene therapy included (1) The target or affected
cells were lymphocytes and so accessible through the
blood. (2) T lymphocytes have a relatively long life span.
(3) The gene had been cloned and was relatively small at
3.2kb in size. (4) It was expected that a moderate level
of gene expression would be sufficient to reduce mortal-
ity in this condition.

At first, stem cells isolated from the bone marrow of
the four-year-old girl were proposed as the targets for
gene transfer. Subsequently, it was found that mature T
lymphocytes isolated from peripheral blood were more
practical alternatives to the elusive stem cells (estimated
to comprise between 1 in every 10000 to 100000 cells).
Multiple infusions of genetically engineered autologous
T lymphocytes were given at 1–2 monthly intervals. Since
the target cell in this case was no longer the pluripoten-
tial stem cell, a cure became unlikely. By 1995, 10
patients with adenosine deaminase deficiency had

T Lymphocytes

Intravenous

Retrovirus + ADA gene
transduction (5-10%)

          Culture
T cells + ADA gene

Fig. 6.4 Protocol for adenosine deaminase (ADA) gene therapy.
T lymphocytes (�) are removed from the patient’s circulation and infected (transduced) ex vivo with a retrovirus containing the
wild-type ADA gene (x). Transduction efficiency at about 5–10% is not sufficient, and so cells will need to be cultured. The patient
is re-infused with her own lymphocytes after sufficient numbers of the transduced cells are grown in culture. Since pluripotential
stem cells have not been used, a cure is unlikely, and so the procedure must be repeated, depending on the life span of the
transduced lymphocytes.
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undergone various forms of gene therapy. In some cases
it has been possible to identify transduced cells in the
patients’ peripheral blood or bone marrow for six months
or more following the last treatment course. Cellular and
humoral immune responses in the patients improved,
and this has been accompanied by a better quality of life
for these children. For ethical reasons, none had PEG-
ADA treatment stopped, although in some cases the dose
has been reduced without ill effects. Unfortunately, the
therapeutic potential for gene therapy in these children
was never able to be fully determined because of the
concomitant use of PEG-ADA.

In 2002, a report was published describing how one
of six patients with ADA and treated with gene therapy
was taken off PEG-ADA treatment. The rationale for this
was based on laboratory evidence that the PEG-ADA
might be inhibiting the T lymphopoiesis. As predicted,
the patient started to improve with transduced T lym-
phocytes gradually replacing non-transduced lympho-
cytes (because the former would have a selective
advantage). This promising result was reported about the
same time as the SCID-X1 gene therapy successes
described below.

(II) Severe combined immunodeficiency–X-linked type
1 (SCID-X1): As well as deficiency of the adenosine
deaminase enzyme, a more common cause of SCID
results from mutations in the common g chain of the
interleukin 2 receptor (IL2Rgc). The gene is also found in
interleukins 4, 7, 9, 15 and 21 and is essential for the
development of T lymphocytes and natural killer (NK)
cells from early lymphoid precursors. Thus, infants with
SCID-X1 lack T and NK cells, and their functionally defi-
cient B cells are probably secondary to the T cell defi-
ciency (Box 6.2). This type of SCID is fatal within the first
year of life unless immune function can be restored.

SCID-X1 was considered a better candidate for gene
therapy than ADA deficiency because it was a disease
that primarily involved the T and NK (natural killer) lym-
phocytes. Other considerations in favour of using gene
therapy for SCID-X1 included

• An HLA-identical sibling donor for bone marrow trans-
plantation was not usually available.

• The gc gene was expressed all the time, and so regu-
lation was not an issue.

• Since T cells are long lived, it could be expected that
whatever effect was obtained would last for a reason-
able duration.

• A final and important consideration was that the rein-
sertion of a functioning gc gene into a cell could be
expected to give that cell a proliferative advantage;
i.e., in the patient, lymphocytes with the transduced
normal gc gene would have a greater chance of 
surviving, and so low transduction efficiency seen in
gene therapy (i.e., not enough of the gene could be
inserted into a cell) would be less of a problem.

In 1999, the first children with SCID-X1 were treated by
gene therapy. The protocol was similar to that described
earlier for ADA deficiency, but now the normal gc gene
was inserted into a subset of lymphocytes known as
CD34+ cells, i.e., more primitive lymphocytes that could
be expected to differentiate into the missing T and NK
lymphocytes. CD34+ cells were harvested from the chil-
dren (usually less than 12 months of age), and these cells
were transduced ex vivo with the gc gene inserted in a
retroviral vector.

In 2002, the first formal report of the study was pub-
lished in the New England Journal of Medicine. Of five
boys treated in this way and followed up to 2.5 years,
four were well with normal growth (i.e., apparently
cured) and one continued to improve. This was an excit-
ing development and appeared to justify a frustrating
decade of hard work in gene therapy with no obvious
success stories. By 2002, a follow-up report indicated
that 9 of 10 treated SCID-X1 patients had responded very
positively. The first two treated were now in their fourth
year, and doing well. However, in September 2002,
almost three years after the gene therapy, one of the chil-
dren developed an acute T cell leukaemia, and a few
months later a second treated child was shown to have
the same complication. Tragically, in the midst of the first
successful application of gene therapy, 2 of 14 SCID-X1

Box 6.2 Case study: SCID-X1 (severe combined
immunodeficiency–X-linked type 1).
X-linked SCID is a rare genetic disease (about 1 male
in 75000 live births) produced by a deficiency in T
cells and natural killer (NK) cells associated with
abnormal B cell function. Affected boys will die
within a year if the T and NK deficiencies are not cor-
rected. The molecular basis for SCID-X1 is a mutation
within the gene known as gc (g common gene). A
mutation in this gene causes a severe disorder
because the gene codes for a subunit found on six
different cytokine receptors (interleukins 2, 4, 7, 9, 15
and 21 receptors). Definitive treatment for SCID-X1
(90% chance of cure) involves bone marrow trans-
plantation from an HLA-matched sibling. Unfortu-
nately, less than 20% of affected infants have such a
donor, and so considerably more risky marrow trans-
plants are possible (mortality now can approach 30%
because the matching is less ideal). Even with trans-
plantation, B cell function may not be restored, and
these children might require lifelong supplementation
with immune globulin. Therefore, an alternative
approach is gene therapy. Other considerations in
favour of gene therapy are (1) A clearly defined muta-
tion in a relatively small gene and (2) the involvement
of long-lived lymphocytes. Therefore, in 1999 a
normal gc gene was transduced into the lymphocytes
of children with SCID-X1.
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Table 6.11 Contributing factors to the development of acute T cell leukaemia in two SCID-X1 children treated with gene therapy

Event Explanation

Insertional mutagenesis— The retroviral g c gene insert also contained a promoter element to drive the g c gene. When the gc gene 
the retroviral vector construct has inserted in or near the LMO2 gene, it is thought to have activated this proto-oncogene and 
containing the gc gene so produces leukaemia. The LMO2 gene is associated with the development of T acute lymphoblastic 
inserted in or near the leukaemia in transgenic mice, and human leukaemias associated with translocations.
proto-oncogene LMO2

CD34+ stem cells and Some evidence that stem cells (including the CD34+ precursor cells) in young children may be more 
status of stem cells in susceptible to insertional mutagenesis events because they are still immature and have a greater 
young (<12 months old) proliferative capacity (the 2 patients with acute leukaemia were the youngest of the first 14 treated). 
children. Relative dose Although the numbers of transduced cells were comparable to what had been used in adults, on a per kg 
of transduced cells. basis there remained the possibility that these children had received excessively large numbers of transduced

CD34+ cells.

Selective advantage The IL2Rgc gene is essential for normal T cell formation but less critical with other cells. Hence, the major 
provided by the IL2Rgc selective advantage for transduced cells would be those that are T cell developing. The IL2Rgc gene is also 
gene. a component of six interleukins, all of which act as T cell growth factors.

Replication advantage of A number of other gene therapy protocols had used CD34+ cells, and leukaemia had not developed. One
the CD34+ cells in a explanation is that SCID itself, because of the important selective advantage of the transduced CD34+ cells 
disease such as SCID (compared to all other endogenous lymphocytes), was a contributing factor to the leukaemia. As part of

this, the relatively “empty” marrow devoid of endogenous T cells because of the SCID defect would be a 
fertile environment for the proliferation of the inserted cells.

Insertional mutagenesis Early evidence is available that viruses that integrate have a predilection for certain regions of the genome; 
may not be entirely e.g., they are more likely to insert in or near genes than in the intergenic regions. Some even seem to
random prefer regions associated with transcriptionally active oncogenes. Retroviruses are not the only risk vectors; 

lentiviruses and adeno-associated viruses also integrate.

Unknown effects A third treated SCID child has had an insertion into his LMO2 gene, but to date acute leukaemia has not 
developed.

children treated had developed an unusual form of acute
leukaemia involving T cells.

The next 12 months saw a number of changes in gene
therapy protocols from both regulatory (Box 6.3) and 
scientific viewpoints. What caused the development of
acute leukaemia is still debated. There is consensus that
a number of contributing factors were involved, and
these are summarised in Table 6.11. It is now considered
that insertional events from transduced viral vectors that
integrate into chromosomes are more common than ini-
tially thought, but most do not involve important genes
such as proto-oncogenes. In addition, cells with these
insertional events do not have a proliferative advantage,
and so have a finite life span. In terms of SCID, a proto-
oncogene known as LMO2 is now well established as
being causative because both children have been shown
to have the gc gene inserted in or very near that proto-
oncogene. However, this alone is unlikely to be sufficient
to explain the development of leukaemia. More knowl-
edge is needed and no doubt will come from further
follow-up and study of the SCID-treated children. The
clinical holds placed on some SCID gene therapy trials
by various regulatory bodies have now been lifted with
greater precautions being required. They include the
treating of older children (perhaps their bone marrow

environment is less susceptible) and the use of smaller
doses.

From a regulatory perspective, the bar for justifying a
clinical study of gene therapy has been raised, with
greater emphasis being placed on a risk/benefit assess-
ment, including what alternative treatments are available.
Nevertheless, it is important to emphasise that the first
successful gene therapy (rather than gene transfer) results
have now been reported.

(III) Haemophilia: The second edition of Molecular
Medicine—An Introductory Text included a section on
gene therapy of cystic fibrosis. However, nothing signifi-
cant has developed in this particular genetic disease, and
so the section has been replaced with a discussion of
haemophilia, which has shown recent promising results.
Haemophilia is considered a good candidate for gene
therapy because (1) No significant regulation of the
inserted factor VIII or factor IX genes would be required,
and even an over-expressed gene would not be a
problem since normal plasma levels have considerable
variability with the upper limit being 150% of normal.
(2) A small increase in the factor plasma levels would be
sufficient to convert a severe disease into a relatively
milder form. (3) It would be relatively easy to access
blood cells for ex vivo transduction, and these would be
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an adequate source of factors VIII or IX. (4) Good animal
models are available for pre-clinical studies.

A number of clinical trials completed or under way
involving both factor VIII and factor IX gene therapy have
utilised a variety of strategies including (1) in vivo (intra-
venous, intramuscular or intrahepatic) administration of
a viral vector containing the normal gene and (2) ex vivo
transduction studies (using fibroblast cells implanted into
omentum after ex vivo transduction). Interesting results
have emerged, including the finding of retroviral
sequences in semen following intravenous injection. This
latter study was stopped in view of the potential for acci-
dental germline spread although it is likely that the vector
sequences were in the tissues or fluids biopsied rather
than the sperm itself. A few patients demonstrated a per-
sistently elevated factor VIII level (one lasted 10 months),
and intrahepatic injection of factor IX allowed one
patient a transient rise in his factor IX to 13%. However,
all treated patients eventually failed to show persistent

gene expression, a problem common to most other gene
therapy studies.

In mid-2004, the Avigen company discontinued its
haemophilia gene therapy trials following the develop-
ment of minor abnormalities in liver function studies asso-
ciated with a lowering of the factor IX levels. Presently, this
is thought to represent an immune response to the ade-
novirus associated vector. Where this leaves haemophilia
gene therapy remains to be determined, but it is a tempo-
rary disappointment for a promising model.

Cancer Gene Therapy
Gene therapy for cancer can be considered in a number
of categories. Protocols are designed to

• Stimulate the natural immunity to cancer cells
• Kill or interfere with the growth of cancer cells with

drugs
• Insert a wild-type tumour suppressor gene, e.g., TP53
• Increase tolerance to high doses of chemotherapy or

delay drug resistance

1. Gene therapy to stimulate the immune system: Impor-
tant cells in the host’s immune response to tumour
antigens include lymphocytes, macrophages and neu-
trophils. Cytokines are proteins involved in key host
defence mechanisms. Examples include interleukins
1, 2, 6, 8; interferon g; and TNF-a (tumour necrosis
factor a). Other substances that can be used are
immune co-stimulatory molecules such as B7.1. The
presence of these substances is required to activate
cytotoxic T lymphocytes leading to tumour rejection
and a wider activated immune response to deal with
metastatic tumour. Therefore, it is not surprising that
a number of gene therapy protocols in cancer utilise
various permutations of the above cytokines or B7.1.
These genes are inserted into tumour cells or autolo-
gous fibroblasts, which are then injected back into the
patient. In this way it is hoped to stimulate an immune
response specifically to the tumour cells. Another
approach that has involved a more direct local
destruction of cancer cells was initially attempted 
by inserting the gene for tumour necrosis factor, a
potent cytolytic agent, into the tumour-infiltrating
lymphocytes.

2. Local delivery of cytotoxic drugs: To overcome the
problem of non-selectivity with cytotoxic treatment, a
gene therapy approach that utilises the conversion of
an inactive compound (prodrug) to an active metabo-
lite has been devised. For example, thymidine kinase
(TK), an enzyme from the herpes simplex 1 virus
(HSV-1), is harmless to mammalian cells. However, TK
converts the antiviral agent ganciclovir to an active
substance that damages DNA and leads to apoptosis
of that cell. Similarly, 5 fluorocytosine (the prodrug)
can be changed to 5 fluorouracil (a cytotoxic agent)

Box 6.3 Regulatory oversight of gene therapy:
Response to acute leukaemia developing in two
children treated with gene therapy for SCID-X1.
Following the report of acute leukaemia in the first
SCID-X1 treated child, the FDA responded cau-
tiously, but this was soon followed by a more vigor-
ous response when the second case of leukaemia
developed. All SCID studies were put on clinical
hold, and this was soon followed by clinical holds on
gene therapies using comparable approaches to the
SCID case; i.e., (1) Retroviral vectors were used. (2)
Haematopoietic progenitor cells were the target. In
other countries, some regulatory authorities took a
more aggressive approach and stopped retroviral-
based gene therapy protocols after the first case of
leukaemia was reported. Subsequently, more infor-
mation became available about the leukaemia, and a
review of all previous gene therapy protocols utilis-
ing retroviral vectors showed that this complication
had not been reported in other conditions. At this
point, the FDA allowed studies to resume subject to
greater surveillance and monitoring for potential
insertional mutagenesis events, and a revised
risk/benefit analysis for each individual protocol. In
the specific case of SCID-X1, the risk/benefit analysis
would need to compare gene therapy risks of
leukaemia with alternative treatments, specifically
haplo-identical marrows, mismatched marrows and
possibly placental derived stem cell transplants. 
To put the leukaemia into some perspective, 2 of 
14 children developed this complication (which
responded to chemotherapy), but the great majority
of treated children had achieved a remarkable
response to the treatment and were leading normal
lives.
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by reaction with cytosine deaminase. Following 
gene transfer, cells which express the 5 fluorocytosine
will be destroyed when exposed to cytosine deami-
nase, while the remaining cells will be safe. Hence,
this form of gene therapy has been described as
involving a “suicide gene.” An example of “suicide
gene” therapy is given in Figure 6.5 using as a model
glioblastoma multiforme, a difficult-to-treat brain
tumour.

3. Replacement of abnormal tumour suppressor cell
activity: TP53 is a key tumour suppressor gene. It is
important for normal cell functioning and protects the
cell from DNA damage by inducing cell cycle arrest
and stimulating apoptosis. Mutations in TP53 are
found in more than 50% of cancers. Therefore, in vivo
transfer protocols have been attempted to replace
TP53 in difficult-to-treat tumours such as lung cancer.

4. Modulating drug sensitivity and resistance: Two key
problems associated with chemotherapy in cancer are
bone marrow toxicity and the development of drug
resistance. To protect the bone marrow, chemopro-
tection gene therapy protocols have been designed to
target stem cells and introduce into them genes such
as MDR1 (multidrug resistance 1). This gene codes for
P-glycoprotein and provides cells with resistance to a
wide range of cytotoxic drugs.

Although there are many gene therapy approaches to the
treatment of cancer, none to date has produced unequiv-
ocal cures or major improvements. There are many
explanations, in particular the relatively low efficiency in
delivering the desired gene that is possible with current
viral vectors. More work is being carried out to address
this issue.

RELATED GENE THERAPIES
Earlier, a definition for somatic cell gene therapy was 
proposed. However, as novel approaches are developed
to manipulate DNA or RNA, a broad enough definition
becomes elusive. Hence, gene and “related” therapies
are sometimes used to capture new developments. As
indicated earlier in Chapter 2, RNA has lived in the
shadow of DNA. Apart from its traditional role in tran-
scription and translation, a whole range of new activities
for RNA has recently been identified, including the for-
mation of RNA-RNA, RNA-DNA or RNA-protein inter-
actions. These interactions, as well as the observation that
RNA can have a catalytic effect, open up the potential
for RNA in therapeutics.

Antisense Oligonucleotides
The rationale behind antisense oligonucleotides as a
form of gene therapy is straightforward. An oligonu-
cleotide about 12–20 bases in size will specifically bind
(hybridise) to a region within DNA or RNA. This is a 
critical primer binding step in the polymerase chain 
reaction (PCR—see Chapter 2). In vitro, when the DNA
polymerase and the four nucleotide bases are added, the
segment of DNA defined by the two primers will be
amplified to complete the PCR. However, in vivo, the
attachment of an oligonucleotide to its corresponding
partner (in DNA or RNA) based on A-T (U in RNA) and
C-G pairing will produce a duplex that is susceptible 

Fig. 6.5 Hypothetical protocol involving gene therapy for
glioblastoma multiforme.
Glioblastoma multiforme is a malignant brain tumour that
responds poorly to conventional treatment. Using imaging
techniques, it would be possible to inject the tumour with a
herpes simplex virus vector containing its promoter sequence
and the TK (thymidine kinase) gene. The patient is next given
ganciclovir, and only those cells that have TK will be able to
convert the ganciclovir to its toxic metabolite. As well as the
tumour cells that express HSV-TK, it has become apparent 
that neighbouring cells are also susceptible to damage. This
bystander effect contributes to the tumour killing, and is
thought to occur because of leaking of the active metabolite
through cellular gap junctions to nearby cells without the
transfected gene. Another benefit may come from use of HSV-
1 rather than a retrovirus since the herpes virus in its natural
infection can establish latency within the central nervous
system (as shown by recurrence of cold sores). If the
genetically engineered HSV-TK can be induced to behave in
this manner, a longer course of controlled treatment might
become possible.
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to degradation by various enzymes (Figure 6.6). The
inhibitory effect of oligonucleotides can occur at a
number of steps required for protein production (see
Table 6.12).

Because of the way they work, antisense oligonu-
cleotides would not be useful for replacing a missing
gene or gene product. On the other hand, they have been
used in therapeutic trials as a form of gene therapy to
inhibit genes producing unwanted proteins in situations
such as (1) cancer, when oncogenes have been activated;
(2) infections, especially HIV because there will be viral-
specific mRNA sequences that can be targeted for inhi-
bition; and (3) post-operatively after coronary artery
stenting when excessive proliferation can lead to 
blockage.

In vivo, antisense oligonucleotides exist, but they
would not have any significant effect because it would
be difficult to deliver sufficient to the nucleus (or 
even cytoplasm), their half-life is very short and they
would quickly be degraded. However, various chemical
changes have been made to the manufactured antisense
oligonucleotides that give them a longer action, and they
are more resistant to degradation in vivo. The potential
for antisense technology has already been demonstrated
in agriculture; e.g., genetically engineered tomatoes have
been produced to make them mush-resistant because the
gene producing polygalacturonase, which breaks down
the cell wall, has been inhibited by antisense RNA. A
number of plants have now been genetically engineered
in similar fashion to give them resistance to particular
viruses.
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Fig. 6.6 Antisense technology as a form of gene therapy.
Antisense RNA can inhibit the expression of a gene and
would be effective in diseases in which unwanted gene
expression occurs, e.g., HIV infection. The underlying
mechanisms that produce the antisense effect are not fully
known. One explanation involves a binding of the antisense
RNA (or an antisense oligonucleotide) to sense mRNA and so
inhibition of the latter during translation (protein synthesis).
The normal transcription Æ translation pathway is illustrated
on the left of the diagram (1, 2, 3) with the antisense DNA
strand providing the template for transcription by RNA
polymerase to make (sense) mRNA. On the right (4, 5, 6), the
DNA sense strand has been copied. This could be a normal
response by an organism to foreign DNA or a genetically
engineered gene which has been “flipped” around so that the
sense sequence becomes the template for mRNA synthesis.
Alternatively, oligonucleotides with the antisense sequence 
are introduced into the cell. The result is the same, with the
antisense mRNA or oligonucleotide binding to the sense
mRNA and inhibiting its activity.

Table 6.12 The various stages at which antisense
oligonucleotides can inhibit protein synthesis

Step in protein How the antisense oligonucleotide can 
production inhibit

Transcription of The antisense oligonucleotide can form 
DNA a triplex with the double helix. This 

three-layered helical formation cannot 
be transcribed.

Processing of the The initial mRNA transcript contains all 
mRNA transcript the genomic information, but it must be 

processed into a mature mRNA by 
splicing out the introns. The splicing 
step can be interfered with if there is 
antisense oligonucleotide also available. 
Antisense RNA binding to mRNA forms
an RNA duplex that is degraded by 
RNAse H.

Transport of the mRNA Antisense oligonucleotides can interfere 
from nucleus to with this and so reduce the mRNA 
cytoplasm concentration and half-life.

Translation of the Antisense oligonucleotide can interfere 
mRNA into protein with the protein initiation signal for 

translation.

Antisense strategies have partly been driven by devel-
opments in technology, allowing automated synthesis of
oligonucleotides. These have enabled the industrial pro-
duction of relatively cheap high-quality oligonucleotides.
Successful chemical modification of the oligonucleotides
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(the third generation antisense oligonucleotides are now
being produced) reduces their potential for endogenous
breakdown by cellular and nuclear nucleases. Consider-
able technical problems still remain to be resolved. For
example, antisense molecules are not catalytic. Thus,
binding to a target that could be reversible would reduce
effectiveness. Delivery of antisense compounds also
needs to become more efficient. Membrane-based vehi-
cles (e.g., liposomes, similar to those described in gene
therapy) are able to internalise antisense oligonucleotides
into cells. Once in the cell, the oligonucleotide can act
within the cytoplasm or gain access to the nucleus if
DNA is the target. The pharmacokinetic properties 
and potential toxicity of oligonucleotides are still to be
fully determined. Studies to date have utilised non-
physiological conditions since saturating quantities of
oligonucleotides have been required to achieve adequate
intracellular and nuclear concentrations. Nevertheless,
the novelty of this technology and the successful in vitro
studies observed to date are very promising.

From a regulatory perspective, oligonucleotides are
considered to be traditional drugs and not gene therapy
products because they have a very short half-life, and
they do not alter the sequence of the DNA. An example
is the antisense oligonucleotide Vitravene®. It has been
designed to inhibit proteins required for replication of the
human cytomegalovirus (CMV) in a situation such as
underlying HIV and CMV retinitis. It is applied locally
and is effective. More recently, the 18 base antisense
oligonucleotide Genasense G3139 has been manufac-
tured to inhibit the mRNA for the human gene BCL2. This
gene normally inhibits apoptosis (see Chapter 4).
However, the inhibitory effect becomes a problem when
the gene is over-expressed in a number of tumours
including leukaemia, lymphoma, lung, breast, myeloma
and melanoma. Perturbation of BCL2 also induces drug
resistance (anticancer drugs and radiotherapy rely on
apoptosis for their effects). Thus, blocking of BCL2
expression would seem a useful strategy for treating a
number of malignancies. G3139, used in combination
with cytotoxic agents, is now undergoing various clini-
cal trials to determine the value of this antisense oligonu-
cleotide in cancer treatment.

In a few cases, oligonucleotides have been designed
in a way that will allow them to change the DNA
sequence, and in this circumstance, they are classified as
biological agents (i.e., gene therapy). At some future time,
long-acting oligonucleotides might need to be monitored
to ensure that there are no non-specific effects on the
actual DNA structure.

Ribozymes
Another form of RNA-based gene therapy involves the
use of catalytic RNA molecules known as ribozymes.
They are naturally occurring RNA species that cleave

RNA at specific sequences. Ribozymes would have
similar applications to those described for antisense
oligonucleotides, i.e., RNA species from tumours or
infectious agents that can be specifically inhibited. A
potential advantage of ribozymes over antisense mole-
cules lies in the former’s catalytic activity so that follow-
ing binding there is cleavage of target RNA. Specificity
of the ribozyme rests with the hybridising (antisense)
arms located on either side of the molecule’s catalytic
activity domain (Figure 6.7). Clinical trials undertaken
using ribozymes are still at the phase I level. The
ribozymes in these studies are being used to inhibit RNA
produced by infectious agents such HIV, hepatitis C virus
and aberrant gene expression in various cancers.

Technological constraints for ribozymes include 
their design, which makes production more difficult.
Ribozymes are also susceptible to degradation by
RNAses. Just as has been described for most other gene
therapy approaches, more efficient methods for delivery
of ribozymes into cells will also need to be developed,
and the in vivo effect has to be of greater duration. A
combination of ribozyme and antisense technology is a
promising future development. In this strategy, ribozymes
are incorporated into antisense oligonucleotides, thereby
providing the latter with catalytic activity. These catalytic
antisense molecules have twice the efficiency of the con-
ventional substances. Another possibility is the use of
combination therapy with ribozymes and chemotherapy,

5'

5'

GCG   GCC   GUC    GGG    UGC

CGC   CGG   CA       CCC    ACG3'

3'

A

A

G 
      
C   

A   

G   

G   

 
G   

U

U

A

A

C

C

C

A

G

G

U

U

1

2

3

G

G

Fig. 6.7 The structure of a ribozyme.
(1) An mRNA molecule. (2) A ribozyme showing nucleotide
sequences that are complementary to those in the mRNA. (3)
The ribozyme’s catalytic domain. The mRNA and ribozyme
bind on the basis of Watson and Crick base pairing, i.e., 
A with T (U in RNA) and G with C. This is followed by
sequence-specific cleavage, which occurs to the right of a
GUC (Ø) on the mRNA. The ribozyme is then free to cleave
other mRNA species.
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thereby reducing the target load and demand on the
ribozyme.

DNA Vaccines
Nucleic acid (DNA) vaccines involve the direct injection
of genes (in the form of naked, plasmid DNA or DNA
delivered by another vector system) expressing viral pro-
teins into a patient to produce a sustained antigenic stim-
ulus and so generate an ongoing immune response. DNA
vaccines, which have now been in use about 10 years,
provoked initial interest because of the relatively simple
way in which they could be prepared to deliver a range
of protein antigens for immunisation. In animal studies
these vaccines stimulate both humoral and cell-mediated
immune mechanisms (similar to what occurs with live
attenuated vaccines) without integrating into host DNA.
Thus, they are an alternative but safer approach to live
viral vaccines and are better than inactivated (dead) vac-
cines in the breadth of the immune response they elicit.
Routes of administration are flexible, e.g., parenteral,
mucosal or the gene gun, which delivers tiny amounts of
DNA-coated gold or tungsten beads. DNA vaccines are
presently being assessed in AIDS, malaria and a variety
of cancers.

Infectious agents that are difficult or dangerous to
produce by conventional culture techniques (e.g., rabies
virus) could also be better developed through recombi-
nant DNA means. Genetic manipulation would also be
useful to reduce the likelihood of reversion to wild-type
strains (e.g., poliomyelitis) or to increase the antigenicity
of a particular component derived from the infecting
organism.

It is evident from results now emerging that DNA vac-
cines are safe, but this is offset by their low potency,
which reduces their effectiveness. To correct this, it will
be necessary to increase the efficiency with which the
DNA is being delivered and/or enhance the antigenicity
of the protein produced. DNA vaccines also pose a reg-
ulatory challenge since they lie somewhere between a
conventional vaccine (which has as one of its purifying
steps the removal of any nucleic acids) and the traditional
gene transfer vector. Hence, for the purpose of this dis-
cussion, they have been grouped under “related gene
therapies.” Issues that remain unresolved include the
unequivocal demonstration that integration into DNA
does not occur, and even if it does, what are the conse-
quences? Anti-DNA antibodies to injected DNA are
known to develop in animal studies, but their develop-
ment and potential for autoimmune disease in humans
remains unknown.

STEM CELLS
Stem cells are of two classes: (1) embryonic—found
within the embryo’s inner cell mass (Figure 6.8) and (2)

adult—found within differentiated tissues such as the
bone marrow. Stem cells have become topical as poten-
tial novel ways in which to repair or replace damaged
tissues, or even organs. For this, stems cells have two
important properties: (1) self-renewal, with the capacity
to make more stem cells and (2) ability to give rise to dif-
ferent progeny when exposed to the appropriate signals.
In doing this, a progenitor cell is first formed. This is the
precursor to the specialised cell (called a differentiated
cell). Stem cells have varying potential to differentiate
into other cells: (1) Unipotent stem cells develop into one
cell type. (2) Multipotent stem cells can form multiple
cells types. (3) Pluripotent stem cells can differentiate
into most, if not all, of the adult cell types in the body.
(4) Totipotent stem cells will form all cell types, both adult
and others, such as the placenta.

Embryonic Stem Cells (ES Cells)
In the embryo’s blastocyst stage before implantation
(about day 5–7 embryo), the inner cell mass contains all
the cells that will make up the fetus. Some of these cells
are pluripotential because they will give rise to all types
of somatic cells as well as the germ cells. When these
pluripotential stem cells are grown in vitro, they are
called embryonic stem cells or ES cells (see Figure 6.8).
When maintained under appropriate culture conditions,
embryonic stem cells can be cultured indefinitely in an
undifferentiated state. When differentiated, embryonic
stem cells give rise to the three major cell lineages (endo-
dermal, mesodermal and ectodermal). Mouse embryonic
stem cells were isolated in 1981, and the human equiv-
alents were found in 1998.

There are a number of potential applications for
embryonic stem cells:

1. Research—understanding disease pathogenesis: Trans-
genic mice are useful animal models to study human
disorders (see also Chapter 5). They are produced by
microinjection of DNA into the pronucleus of a fer-
tilised oocyte. Although the gene of interest is not
inserted into its correct position in the genome, it still
remains possible to add new genes that can function in
vivo. Thus, expression of the mutant transgene will
produce the clinical phenotype. An extension of this is
the transgenic mouse, which has been created by gene
knockout. This process involves homologous recombi-
nation between an introduced mutant gene and the
corresponding wild-type gene. Now gene function 
can be inhibited or the effect of a specific mutation
observed.

Embryonic stem cells have been critical for devel-
oping knockout transgenics. Since embryonic stem
cells are totipotential, they can be genetically manip-
ulated and then reintroduced into the blastocyte of a
developing mouse to produce a chimaera. Foreign
DNA that has become integrated into the germline of
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the chimaera will enable the gene to be trans-
mitted to progeny. Appropriate matings will produce
homozygotes containing the transgene. Embryonic
stem cells allow a gene to be targeted to its appropri-
ate locus and replace the normal wild-type counter-
part by homologous recombination. Using this
approach, a better understanding of genetic inheri-
tance or disease pathogenesis becomes possible.

2. Human transplantation of tissues or organs: The
pluripotential and immortal qualities of embryonic
stem cells make them ideal candidates for use in trans-
plantation to repair damaged tissues or replace tissues
that have undergone degenerative changes. There is
now evidence in mouse work that embryonic stem
cells might prove useful in conditions such as 
Parkinson’s disease, myocardial infarction and spinal
cord injuries. Significant technical challenges are
needed before the promises of the embryonic stem
cells are achieved in humans. These challenges
include growing large numbers of pure stem cells for
the cell type required. It remains to be determined
what would be the best type of cell to use in particu-
lar situations, i.e., what degree of differentiated
embryonic stem cell is needed for various scenarios?
Another important consideration with embryonic
stem cells is the question of rejection since the source
of the tissue is not normally the recipients. This could
be addressed by anti-rejection treatment similar to
what is already used in allografts. An alternative way
in which the rejection of embryonic stem cells might
be controlled is through therapeutic cloning (somatic

cell nuclear transfer or SCNT), which is discussed
further below. A comparison of embryonic stem cells
and adult stem cells is given in Table 6.13.

A controversial aspect of embryonic stem cells concerns
their source, which presently comes from excess embryos
obtained during in vitro fertilisation procedures (dis-
cussed further in Chapter 10). While these excess
embryos would eventually be destroyed, their use for
human research has provoked controversy. In response to
this, governments have in some cases limited access to
embryonic stem cell lines. For example, in the USA, only
15 lines created before 9 PM EDT on August 9, 2001, can
be used for research that is funded through the NIH (see
http://stemcells.nih.gov/registry/index.asp). Cell lines
produced after the above date are available, but NIH
research money cannot be used for experimentation with
these lines. The regulatory framework for human embry-
onic stem cell research is very much in flux with the US
position described above flanked by countries such as the
UK and Singapore that allow therapeutic cloning (see
cloning on page 166), and others such as Germany and
Italy that do not allow any embryo research, including the
production of embryonic stem cells.

Adult Stem Cells
Although embryonic stem cells have the greatest poten-
tial to differentiate into various cell types, the disadvan-
tages mentioned earlier as well as the ethical and moral
questions raised about their source of derivation make
adult stem cells attractive alternatives for transplantation

Egg

Sperm

Fertilised
Zygote

Blastocyst Embryo Cord blood Adult

Fig. 6.8 Sources of stem cells.
Embryonic stem cells are derived from the 5–7 day embryo known as the blastocyst. The outer layer of cells depicted as circles is
the trophoblast, which will go on to form the placenta. The cells at the bottom forming the inner cell mass are the embryonic
stem cells. Cord blood stem cells obtained from the placenta at birth and various tissues in the adult provide the source of adult
stem cells.
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provided their potential to differentiate into different cells
and tissue types (described as plasticity) can be proven.
Therefore, the debate centres around the degree of plas-
ticity possible, with claims that adult stem cells can dif-
ferentiate into a wide range of tissues. Others are more
sceptical, wanting to know if the adult stem cell is actu-
ally changing its function, or if this apparent plasticity is
due to a coexistent or itinerant stem cell that has been
carried along with, say, a haematopoietic stem cell that
now appears to be producing a brain cell. Another expla-
nation of the adult stem cell’s apparent plasticity involves
cell fusion between something like a haematopoietic
stem cell and the host’s target cell, thereby making it
appear as though the haematopoietic stem cell has dif-
ferentiated into a distinct cell.

The traditional hierarchical model for haematopoiesis
has, at the top, a self-renewing pluripotential stem cell.
Below this is the committed progenitor cell. The next
level is the lineage restricted precursor cell. If it is proven
that bone marrow (adult) stem cells can differentiate into
tissues such as blood, bone, muscle, neural cells and so
on, the hierarchical model cannot be correct. If so, alter-
native models proposed include (1) The marrow has a
number of distinct stem cells to explain plasticity. Which
predominates depends on various external stimuli. (2)

There are the equivalent of embryonic stem cells in bone
marrow, which allows differentiation into all lineages. (3)
Haematopoietic stem cells differentiate into the expected
blood cells until there is a stress injury of some external
stimulus, which allows some of these stem cells to form
other lineages. (4) The final mechanism is dedifferentia-
tion followed by redifferentiation based on the environ-
mental stimulus to which the adult stem cell is being
exposed. The latter is the likely mechanism to explain
Dolly the sheep’s origin from an adult differentiated
mammary gland cell.

Potential uses of adult stem cells are comparable to
what has been proposed for embryonic stem cells:

1. Research—understanding dedifferentiation and redif-
ferentiation: The complex control of cellular differen-
tiation is not understood, and so the option to have a
model (the adult stem cell) to explore the molecular
and cellular controls would provide invaluable basic
scientific knowledge, as well as possible therapeutic
options to induce cells to change their primary differ-
entiation pathway.

2. Therapeutic: Some evidence is already available from
mouse models that adult neurogenic stem cells can
be used in the treatment of Parkinson’s disease. Like

Table 6.13 Comparing properties of embryonic and adult stem cells

Property Embryonic stem cell Adult stem cell

Source Apart from technical considerations, complicated by Limited only by technical issues.
ethical, legal and social issues.

Immunogenicity Rejection a concern if source is another human, i.e., an Not relevant if autologous, i.e., sourced from
allograft (so immunosuppression likely to be required). patient. Becomes an issue if insufficient cells
Antigenicity unresolved. A way around this is therapeutic produced by the patient or the problem is acute
cloning to obtain the embryonic stem cell from the and an allogeneic source is needed.
patient.

Ability to form multiple There is no dispute that embryonic stem cells have the There is still debate about the plasticity of adult 
tissues, i.e., plasticity capacity to differentiate into any cell type. stem cells. Not proven beyond doubt that adult

stem cells are as versatile in this particular role.

Production Although these stem cells are pluripotential and immortal, Easier to grow almost indefinitely in culture, but
there remains a problem with the selection and in terms of a mass market, adult stem cells 
expansion of pure populations of required cells types. inferior to embryonic stem cells.

Telomerase Telomerase, the enzyme restoring the telomeric ends of Telomerase levels in haematopoietic stem cells
chromosomes following cell division, is found in high are insufficient to maintain the telomere length. 
levels in immortal cells such as the embryonic stem cells. This would be a concern for long-term growth.

Gene expression and Control of gene expression may not be tightly regulated. Tumours not reported.
tumour formation In mice, teratomas can develop alongside various

differentiated cell types. Risk of tumour formation in
human cell lines not known.

Success in clinical Proof of principle has been shown in animal studies, but Already successful—e.g., bone marrow and
trials to date data from human work are still very preliminary. cord blood transplants—although not 

necessarily showing a pluripotential stem cell 
effect as distinct from a haematopoietic stem 
cell.
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the embryonic stem cells, this would also open up the
options for stem cells to be used in discovering new
drugs as well as testing drugs for toxicity. Stem cell
therapy for ischaemic heart disease is another focus
of clinical research. As better treatments are reducing
the acute mortality associated with coronary artery
disease, the number of survivors developing conges-
tive cardiac failure is increasing. Conventional drug
regimens are not effective with end-stage heart failure,
and there are inadequate numbers of cardiac trans-
plants available. Stem cells have been tried, and are
showing some promise (Box 6.4). Telomerase activity
in adult stem cells is less compared to the level in
immortalised embryonic stem cells (see Table 6.13).
However, genetic manipulation provides the oppor-
tunity to add the telomerase gene to adult stem cells
prior to their use. In theory, this would extend the life
of these stem cells.

CLONING
In molecular medicine, “cloning” is a frequently used
word with many different meanings. DNA can be cloned,
cells can be cloned, monozygotic twins are examples of
clones. Dolly the sheep proved that whole animals could
be cloned. There are now unsubstantiated claims that
human clones have been produced. In the context of cel-
lular therapy, cloning refers to asexual reproduction
brought about by the process known as somatic cell
nuclear transfer (SCNT). In 1997, Dolly the sheep pro-
vided the proof that DNA from a differentiated tissue cell
(mammary gland cell) could be taken and reprogrammed
to produce a cloned animal copy. The process involved
the removal of the nucleus (i.e., DNA) from the
mammary gland cell. An egg from a donor sheep was
next enucleated, and the nucleus from the mammary
gland cell inserted into that egg, which was returned to
a surrogate mother by the usual in vitro fertilisation tech-
niques (Figure 6.9).

The genetic composition of the clone in this case is vir-
tually identical to the mother, and there is no paternal
contribution. “Virtually identical” is used because the
recipient enucleated egg still has within its cytoplasm
mitochondrial DNA, which contributes about 1% of the
total DNA in the clone. This process is called SCNT, and
although it has produced Dolly the sheep as well as a
host of other animals, it is very inefficient and error
prone; for example, it took 277 attempts to get Dolly and
many of these produced malformed fetuses. It is assumed
that the inefficiency of the procedure partially reflects the
development of abnormalities. As indicated earlier,
Dolly’s genetic constitution excluded any paternal genes,
and this is relevant because, as discussed in Chapters 4
and 7, regions of the genome are imprinted, and in these
regions, either the maternal or the paternally inherited
gene is critical to normal development. So it is not

entirely surprising that SCNT is neither efficient nor reli-
able enough to be used for human reproductive cloning.

What has been described above is usually called
reproductive cloning. In contrast is therapeutic
cloning—another form of SCNT but the purpose now is
to produce embryonic stem cells for research or therapy
(Table 6.14). Two key issues remain unresolved. The first
is the utility of embryonic stem cells compared to adult
stem cells. This issue was discussed above. The second is
the creation or use of embryos for research, and not 
fertility purposes. There is a division of opinion here, with
some claiming that the latter is justified because of the
downstream potential of embryonic stem cells. Others
are less convinced of this argument particularly when
balanced by the spectre of creating embryos and then
destroying them for the purpose of research or perhaps
the creation of “spare parts.” This is not an easy debate,
but a key priority will be to conduct high-quality and eth-
ically based research to answer some of the issues raised
about the various types of stem cells and their potential
for treating human diseases.

Box 6.4 New therapies: Developing a cellular
approach to the treatment of congestive cardiac
failure.
Remodelling occurs post-myocardial infarction. This
involves myocyte apoptosis, replacement of heart
muscle with fibrous tissue, extension of the infarct
because of inadequate blood supply, and eventual left
ventricular dilatation. Cellular transplantation is one
way to modify the remodelling process. For this, the
following would be required: (1) cardiac myocyte
stem cells to repopulate the damaged area and (2)
stem cells to improve vascularisation of the infarct.
Cardiac myocyte stem cells can come from embry-
onic stem cells, but there is also evidence that within
the bone marrow there are mesenchymal-like cells
that can be induced to differentiate into cardio-
myocytes. Skeletal myoblasts have also been trans-
planted into damaged heart muscle, and although the
cells that grew resembled skeletal rather than cardiac
myocytes, there was evidence that contractility
improved. To get around the hypoxia with subsequent
extension of the infarct, peripheral blood-derived
endothelial progenitor cells have been utilised to
stimulate a more effective neovascularisation around
the infarct. In the circumstances described, stem cells
could be isolated from patients (i.e., autologous) or
donors (i.e., allogeneic). A number of human clinical
trials involving the injection of putative stem cells 
at the time of surgery or other interventions are
presently under way to confirm earlier animal data 
or preliminary human studies which suggest that
myocardial function can be improved with this form
of therapy.
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Fig. 6.9 Somatic cell nuclear transfer (SCNT).
The nucleus (•) from a somatic cell (mammary gland was used for the sheep Dolly) is isolated and then inserted into an
enucleated egg. The egg with its new nuclear DNA complement is stimulated to divide and then reimplanted into a surrogate
mother by IVF for reproductive cloning, i.e., the production of a live animal. Alternatively, the egg serves as a source of
embryonic stem (ES) cells (therapeutic cloning) that might or might not have the same antigenic makeup as the somatic cell donor,
depending on whether the donor cells are autologous or allogeneic. In theory, these cells could then be used for organ or tissue
transplantation. Although somatic cell nuclear transfer produces a clone which is virtually identical to the donor, there are some
differences because the enucleated donor egg still contains within its cytoplasm mitochondrial DNA (perhaps 1% of total DNA)
that is genetically distinct to mitochondrial DNA in the donor. In this form of asexual reproduction, it is difficult to control for
epigenetic changes (for example, imprinting, discussed in Chapters 4, 7), which might require genetic contributions from both the
male and female germ cells.

Table 6.14 Therapeutic versus reproductive cloning

Property Therapeutic cloning Reproductive cloning

Alternative terminology Cloning for biomedical research or experimental Cloning to produce children or live birth cloning.
cloning.

Purpose Clone an early embryo from a patient with disease, Infertile couples; death of a child.
then use the embryo to produce embryonic stem 
cells to treat the patient.

Technical feasibility Embryonic stem cell can be produced in this way. Likely that in humans (as was found in animals) there is 
a significant risk of malformations or genetic abnormalities
(related to failed epigenetic control of gene expression). 
Animals cloned in this way include Dolly and others
although most died.

Acceptance Another focus for debate with two polar views Unacceptable scientifically (although some scientists have
emerging. Some countries have made this a dissenting view). Illegal in some countries.
type of cloning illegal.
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XENOTRANSPLANTION

Xeno (Xe�o comes from the Greek “foreign or strange.”
Xenotransplantation describes the use of non-human
organs or tissues for transplantation. The usual transplant
involves an allograft (donor and recipient are the same
species). The pressure to develop a technology such as
xenotransplantation comes from the worrying trend that
the demand for donors for kidney, liver, heart and lung
allotransplants continues to grow while the donor rate is
falling. No obvious solution is evident, although some
countries have made some advance by using a “pre-
sumed consent” approach; i.e., failure to specifically opt
out of being a donor at time of death allows organs to be
removed from that person. However, it is unlikely that
this approach will be universally acceptable. Stem cell
technology may offer an alternative source of tissue, but
this remains an unknown and at best a long-term goal.
Therefore, an alternative source of organs or tissues for
transplantation is those from other species.

The definition of what is a xenotransplant is problem-
atic. There are potentially four different levels: (1) The
most obvious example would be a solid organ such as a
heart from a non-human primate or a pig. (2) The next
level is the transplantation of cells; for example, pig pan-
creatic islet cells have been used in an attempt to treat
diabetes in humans by xenotransplantation. (3) A third
level is the use of animal extracorporeal organs or tissue
to support a human until the latter’s own tissues start to
work. An example of this would be acute poisoning,
which leads to temporary liver failure from which the
patient will recover with time. The functions of the
patient’s liver can be taken over temporarily by perfusing
the patient’s blood through pig liver tissue. (4) Finally, 
and more controversial, is whether the presence of an
animal-derived substance such as bovine serum albumin
in a therapeutic product is a type of xenotransplant.

Despite some enthusiasm for whole organ xenotrans-
plants in the 1980s–1990s, the present focus is on cellu-
lar xenotransplants for diabetes and conditions such as
Parkinson’s disease. Cells prepared from the donor animal

are injected into the patient directly or encapsulated
within a membrane. Although some preliminary results
are promising, two major problems need to be resolved
before xenotransplants can be more realistically assessed
in clinical trials: (1) rejection and (2) risk of infection.

Rejection of xenotransplants involves both antibody
and cellular responses to the foreign tissue. The best char-
acterised is called hyperacute rejection and results from
preformed antibodies to the animal tissue, leading to a
rejection response within minutes of transplantation. At
present, the most suitable animal for cellular xenotrans-
plantation is the pig, and the basis for the hyperacute
rejection in this animal is the presence of galactosyl 
a-(1,3)-galactosyl b-1,4-N-acetyl glucosaminyl groups
(abbreviated to the gal epitope) on porcine tissue. One
way to reduce rejection because of preformed antibod-
ies in the human to the gal epitope is to make transgenic
“humanised” pigs by taking out this gal epitope. Other
genetic modifications of the pig are being tried to dimin-
ish the hyperacute rejection response.

The second obstacle to xenotransplantation is the
unknown risk of horizontal transmission of pig endoge-
nous retroviruses (abbreviated to PERV) and perhaps
other infections to humans (see Chapter 8 for further dis-
cussion on animal-to-human infections or zoonoses).
Apart from the animal husbandry approach to reducing
infections in pigs (sterilisation of feed and water, avoid-
ance of mammalian proteins in the feed and so on), there
are breeding or perhaps genetic engineering options to
reduce the endogenous load of PERV. Such “cleaner” pigs
would be less likely to transmit PERV to the patient (and
even the close contacts or community) as well as other
porcine infections. The risk of animal-to-human infection
has some experimental basis but is difficult to quantify in
the real-time human situation. However, the transmission
of bovine spongiform encephalopathy (see Chapter 8)
from cattle to humans has sensitised regulators, scientists
and the community to the potential for zoonotic infec-
tion. It will need continuing research and understanding
if xenotransplants are to become acceptable to the wider
community (both lay and scientific).

FUTURE

NOVEL PROTEIN EXPRESSION SYSTEMS

Pharmyard
The initial high costs in preparing genes and vectors and
evaluating both efficacy and safety through a range of in
vitro and in vivo parameters will be offset by long-term
and reliable sources of therapeutic products. More 

efficient expression systems would reduce costs even
further. Large transgenic animals (e.g., sheep, goats and
pigs) are being investigated with this in mind. Recombi-
nant drugs that are expressed in the milk or blood of
these animals might provide a high yield source. Exam-
ples being evaluated include coagulation factor IX, a1
anti-antitrypsin (sheep milk) and tissue plasminogen acti-
vator (goat milk). The long-term developments in the
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transgenic “pharmyard,” as it has been called, are prom-
ising. Another interesting source for therapeutic products
is plants (molecular pharming).

Pharming
It is claimed that transgenic plants used to produce
recombinant therapeutic products (including vaccine)
would involve lower costs, rapid scalability would be
possible and human pathogens would not be a problem.
Since plants have comparable (but not identical) mech-
anisms to synthesise proteins, post-translational modifi-
cations should be feasible. The option to take a tomato,
banana or lettuce containing the drug of choice is obvi-
ously very appealing, and the results of trials currently
under way will be awaited with considerable interest.
This option will be particularly valuable for communities
that cannot afford the expensive products being marketed
using microbiologic fermentation or mammalian cell 
cultures. However, genetically modified (GM) food has
already provoked considerable debate in various com-
munities. The recombinant plants producing therapeutic
products would also involve comparable risks in terms of
inadvertent spread or incorporation into the food chain.
The effect of the therapeutic products would also need
to be modelled in terms of the ecology, particularly
animals, insects and microorganisms that would be
exposed. Nevertheless, a comparison of the various ways
in which new recombinant approaches can be used to
produce cheap drugs and vaccines suggests that 
molecular “pharming” needs serious consideration
(Table 6.15).

TRENDS IN CELLULAR THERAPIES

DNA Vaccines
The hepatitis B virus has shown that the recombinant
DNA approach to vaccine production can work in
humans. The potential for innovative developments pos-

sible through recombinant DNA technology may enable
difficulties associated with vaccination for other infec-
tions to be resolved. These are illustrated by reference to
AIDS. The HIV’s RNA is capable of integrating into host
DNA, and so it can remain latent until it is activated.
Thus, the use of a conventional live attenuated virus as
a vaccine poses a potential risk if the integrated (latent)
form were able to become activated and produce a
mutated (wild-type) strain at a later stage (a similar
problem was described earlier with the polio Sabin
vaccine). The other standard approaches involving inac-
tivated HIV-1 or subunit components are also unsatisfac-
tory since Gp 120 (see Figure 8.2), an important antigenic
surface envelope protein that enables the virus to attach
to the lymphocyte’s CD4 receptor, is subject to consid-
erable antigenic variation. Finally, HIV may be transmit-
ted by infected cells as well as in free virus form. Thus,
intracellular virus may escape immune surveillance.

Gene Therapy
Apart from a substantial increase in the number of pro-
tocols for gene therapy, another significant development
since the first edition of Molecular Medicine has been the
change in emphasis from genetic disease to cancer and
HIV (see Table 6.7). Monitoring by various regulatory
bodies has ensured a safe and steady progression for gene
therapy. However, a problem occurred in 1999 when a
young 18-year-old male, Jesse Gelsinger, died as a direct
result of gene therapy (Box 6.5, discussed also in Chapter
10). The consequences of his death were significant,
including a reassessment of the regulatory procedures in
the USA. With development of acute leukaemia in the
two SCID-X1 children mentioned earlier, a further review
of gene therapy was conducted, and again changes were
made to the regulatory environment.

Future developments in gene therapy are likely to
involve more in vivo strategies for gene transfer (see Figure
6.3). Therefore, better approaches that allow genes to be
introduced and expressed in specific organs are needed.

Table 6.15 Comparisons of various production systems for recombinant human (rh) drugs and vaccines (Ma et al 2003)

System Cost Production Scale-up Product Post-translation Risks of Storage
timescale capacity quality modification trans-gene costs

Bacteria Low Short High Low None Toxins Some

Yeast Medium Medium High Medium Some Low Some

CHO High Long Very low Very high All Viral, others High

Transgenic animals High Very long Low Very high All Viral, others High

Transgenic plants Very low Long Very high High Some differences Low (environmental Cheap
risk not included)
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The biggest challenge continues to be how to increase the
efficiency of transduction or delivering sufficient numbers
of genes to the required tissues. The long-term expression
of the transgene will also require better harvesting of stem
cells. Recent entries into RNA therapeutics are the
double-stranded small RNA species that work through
RNA interference (RNAi) (see Chapter 2). They have not
yet reached the clinical trial stage but show promise in
vitro and in animal studies to inhibit unwanted RNA
species, for example, HIV. Like ribozymes, the RNAi mol-
ecules can be carried into cells using vectors such as
retroviruses and adeno-associated viruses. Their speci-
ficity allows selective knocking out of aberrantly express-
ing genes in cancer or foreign genes in infections. Small
RNA species can also fold into the 3D structure of pro-
teins. HIV actually uses this approach to recruit viral and
host proteins. These small RNAs have the potential to be
used as decoys to inhibit unwanted proteins.

The adenosine deaminase deficiency and SCID-X1
examples described earlier illustrate gene therapy in
which a normal gene is added to the patient’s deficient
cells. Hence, it represents addition rather than replace-
ment therapy. Problems with addition therapy include

random integration into the genome, leading to ineffi-
cient or inappropriate expression, and interference with
the function of nearby normal genes. A way around 
this problem would be to replace defective genes by
homologous recombination (Figure 6.10). In vitro studies
using mammalian cells have shown that it is also possi-
ble to target by homologous recombination, although the
frequency of this occurring is low, e.g., 1 in 100 to 1 in
100000.

Two developments have made homologous recombi-
nation an achievable goal in mammals. First, PCR allows
many cells to be screened for the appropriate recombi-
nation event. This is achieved by constructing DNA
amplification primers that are able to detect the creation
of a novel junction formed between target and incoming
DNA. DNA inserted elsewhere in the genome is not
detected because the junction fragment would not be
present. Although homologous recombination is a rare
event, it can be detected by PCR. The second develop-
ment has been the availability of stem cells both adult
and embryonic. A vector containing the gene of interest
is transferred into these cells by physical means, e.g.,
microinjection. In the great majority of cases, random
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Fig. 6.10 Homologous recombination.
During gene transfer, the problem of random integration into the genome could be avoided if genes were able to be targeted to
their correct position and then made to replace the defective gene. An incoming DNA segment is depicted in (1) and the correct
place into which it needs to insert is (2). The wild-type (normal) gene is shown as � and the mutant as �. R, B, X, E and S
identify recognition sites for restriction enzymes. Identical restriction enzyme patterns for (1) and (2) show where the two DNA
areas are the same; i.e., homologous recombination is possible at these loci. The incoming DNA segment has an additional two
genes that will be used to distinguish cells which have undergone homologous recombination. The genes are neor (neomycin
resistance) and HSV-tk (herpes simplex virus thymidine kinase gene). If there is homologous recombination at the corresponding
DNA sequences marked by (X), the structure depicted in (3) will result; i.e., the mutant gene is replaced by the normal gene,
which also brings with it neomycin resistance but not the HSV-tk gene. Another way in which (1) can insert into the genome is
via random integration. In this case the whole segment of (1) will be acquired since random integration occurs through the ends
of linearised DNA; i.e., (1) will simply link to the end of (2) or more likely another part of the genome, and so there will be both
mutant gene, normal gene plus the neomycin and HSV-tk genes in tandem array. Cells that contain the neomycin resistance gene
can be selected for by growing them in the presence of the drug G418, which will kill all other cells. The neor gene will select
cells that have undergone either homologous recombination or random integration. The two options can be distinguished by a
second drug (ganciclovir) that is cytotoxic to cells containing the HSV-tk gene; i.e., cells integrating the gene in a linear fashion
will be destroyed. The result is selection for cells that have undergone homologous recombination. The cells integrating the
appropriate gene are identified by PCR.
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insertion of DNA will occur. However, in a very few cells,
the gene of interest will pair with its corresponding DNA
sequence. Transferred and targeted DNA can then be
exchanged by homologous recombination. Stem cells
that have undergone targeting are selected by PCR and
then cultured in vitro prior to injection back into the
patient.

Stem Cells
In the past few years there has been a lively and at times
emotive debate among scientists, politicians and the
community on the relative merits of embryonic versus
adult stem cells. Passionate beliefs have been expressed
about the powers of stem cells to cure a wide range of
human disorders. However, a lot more high-quality sci-
entific evaluation is needed to determine what is fact,
and this will be a challenge. In terms of molecular 
medicine, stem cells are key prerequisites to technolo-
gies like gene therapy. Without the stem cell becoming
involved, a gene therapy approach will always be a tran-
sient effect limited by the half-life of the cell that has 
been genetically altered (Figure 6.11). Stem cells per se
promise alternative therapeutic approaches that can be
used alone, or a stem cell’s genetic environment can be
genetically manipulated to provide it with greater 
flexibility.

Cloning
While Dolly the sheep was a spectacular scientific
achievement, her cloning has produced scientific, ethical
and moral dilemmas with differing opinions within the
community both lay and scientific. Surprisingly, some
basic questions, such as whether Dolly prematurely aged
(after all, she was derived from the cells of a six-year-old
sheep), remain unanswered. As discussed in Chapter 10,
the original discoverers of the technique that allowed
Dolly to be produced have expressed dismay that this
technology might be applied to human reproductive
cloning because many scientific questions remain unan-
swered. This will be an important challenge for scientists
and the community, with evidence-based decision-
making countered by emotive issues such as infertility or
a dying child or relative who might be given a second
life through cloning.

Xenotransplantation
The future of xenotransplantation would seem more
straightforward than cloning or stem cells. A number of
countries have now established regulatory guidelines that
will allow xenotransplantation to proceed subject to
careful monitoring both short and long term. The risk 
for PERV is likely to remain unquantifiable until large
enough studies are conducted and there is a longer
follow-up period. Recent data are reassuring since they

Box 6.5 Case report: First death directly
attributable to gene therapy.
Jesse Gelsinger was an 18-year-old male with a mild
form of OTC (ornithine transcarbamylase) deficiency,
an X-linked genetic disorder. The defect in OTC
involves an enzyme in the urea cycle leading to
protein intolerance due to accumulation of ammonia
in the body. Although not severely affected, this indi-
vidual volunteered for a phase I gene therapy study
(in a phase I study, safety rather than efficacy is the
end point being measured) to correct the OTC defi-
ciency. A number of individuals had been treated by
this gene therapy approach before him, and on the
basis of these treatments, there was some evidence
that the viral vector being used (adenovirus) was
associated with some adverse events including fever,
thrombocytopenia and transaminitis. Nevertheless,
the patient was treated with a relatively high dose,
and he died from acute respiratory failure four days
later. Subsequent review by the FDA identified 
a number of violations of the clinical trial rules. 
Shortcomings were also noted in the review process,
as well as the regulatory protocol for notification of
serious adverse events. This unfortunate event, while
a complication of gene therapy, was potentially
avoidable.
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Fig. 6.11 Components of gene therapy.
The diagram illustrates the three basic ingredients for gene
therapy. An understanding of molecular pathogenesis will
allow the appropriate strategy to be designed, for example, to
inhibit or replace a defect gene or mRNA product. Next is
required an efficient DNA transfer, whether it be via a viral
vector or some other means. Finally, knowledge of cell
biology, in particular, the identification and manipulation of
stem cells allows the introduced gene to have a long-standing
effect.
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suggest that while PERV infection can occur in vitro, 
there is little evidence that this is accompanied by repli-
cation of PERV. Provided the risk/benefit analysis is 
carefully examined, xenotransplantation is likely to
proceed, although it is difficult to predict its long-term 
success.
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7
REPRODUCTION AND
DEVELOPMENT

fetal medicine units, which are primarily responsible for
the care of the fetus in utero.

INFERTILITY
Infertility is defined as the inability to conceive after 
12 months of regular unprotected intercourse. It affects
approximately one in six couples wanting to start a
family. The aetiology of infertility is complex with envi-
ronmental, medical, surgical and genetic contributions
interacting (Table 7.1). The application of cytogenetics
and molecular genetics techniques to the study of infer-
tility has enabled a number of chromosomal and gene
mutations to be identified as causative factors (Table 7.2).
However, these are rare explanations for a relatively
common condition.

In males, the finding of bilateral congenital absence of
the vas deferens is now firmly associated with mutations
in the cystic fibrosis gene (CFTR—see Chapter 3 and
Figure 3.12). Although these males as a group are more
likely to have CFTR mutations, individuals are not so
informative because they may be only heterozygotes for
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REPRODUCTION

The 1980s were the beginning of a new era in repro-
ductive technology. Developments included the avail-
ability of in vitro fertilisation, fetal blood and tissue
sampling and ultrasound examination. By the 1990s, the
fetus could be visualised with impressive clarity using
modern ultrasound equipment. Biopsy of fetal tissue
became a routine procedure with chorionic villus 
sampling (CVS). Recombinant DNA techniques enabled
fetal-specific DNA to be characterised. The last two
developments made it possible to undertake many types
of prenatal diagnoses. The diagnostic options continue 
to expand with the availability of the polymerase chain
reaction (PCR) and, more recently, fluorescence in situ
hybridisation (FISH). DNA technology has entered the
traditional biochemically based discipline of newborn
screening. The scope for DNA testing in the newborn 
has correspondingly increased. Fetal therapy has started.
Blood transfusions and surgical corrections of some
defects in the fetus are possible. Attempts at in utero gene
therapy are conceivable options for the future. The
neonate as a recipient of bone marrow has been explored
using cord blood as a source of stem cells. Following on
from the many changes described above have emerged
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a known mutation and so difficult to distinguish from an
asymptomatic carrier. The second CFTR mutation in these
individuals is unlikely to be detected with current tech-
nology, which focuses more towards the severe end of
the cystic fibrosis spectrum. This second mutation must
have a very mild effect; otherwise, cystic fibrosis would
have developed. In contrast to a physical barrier to 
fertility demonstrated by CFTR mutations, females with
single gene mutations affecting their reproductive capac-
ity are more likely to have defects in their hypothalamic-
pituitary-ovarian axis. For women, fertility (as well as 

the onset of puberty—Box 7.1) is regulated by cyclic 
hormonal pulses starting with gonadotropin releasing
hormone (GnRH) from the hypothalamus. This then
induces the production of follicle stimulating hormone
(FHS) and luteinising hormone (LH) from the pituitary.
The latter two stimulate the ovary to release oocytes. The
majority of cycling defects in the female become appar-
ent during puberty, and most start at the level of the ovary.

ASSISTED REPRODUCTIVE
TECHNOLOGIES (ART)
Assisted reproductive technologies (ART) have proven to
be very successful in treating infertile couples. Since the
birth of the first IVF (in vitro fertilisation) baby in 1978,
the techniques have evolved to include ICSI (intracyto-
plasmic sperm injection) for infertile males. In addition,

Table 7.1 Causes of infertility

Cause Examples

Lifestyles, events Increased age, exercise.

Medical reasons Hormonal, immunological or psychological
issues; obesity, infectious diseases,
blockage (surgical or other causes).

Genetic Difficult to quantitate because likely to be
associated with other factors. Genetic
causes range from single gene defects to
chromosomal abnormalities (Table 7.2).

Unknown The cause of infertility in about 20% of
couples is never explained.

Table 7.2 Genetic causes of infertility

Genetic defect Examples

Chromosomal Translocations, inversions and other 
abnormalities abnormalities. Aneuploidies—Klinefelter’s 

syndrome (47,XXY); 47,XYY males; Turner’s
syndrome (46,X); and Down’s syndrome 
(Trisomy 21). Trisomies in the fetus may 
explain a number of pregnancies that do not 
progress. Sperm from infertile males is more 
likely to have chromosomal abnormalities.

Complex Prader-Willi and Angelman’s syndromes 
syndromes demonstrate complex phenotypes including 

infertility (see Chapter 4). Prader-Willi 
syndrome has associated obesity that may 
contribute to the infertility. The cause of 
infertility is unknown, but it may be related to 
the primary imprinting defect.

Single gene Mutations in various genes from the 
disorders in gonadotropin releasing hormone receptor to 
females the FSH and LH receptors and various 

steroidogenic pathways can lead to infertility.

Single gene Mutations in the cystic fibrosis gene (CFTR) 
disorders in are associated with bilateral absence of the 
males vas deferens. SOX9 and SRY mutations are 

associated with infertility. Mutations in the 
androgen receptor lead to androgen 
insensitivity syndrome.

Box 7.1 Molecular genetics of puberty
(Seminara et al 2003).
Fertility in the female results from the cyclic and pul-
satile release of GnRH, FSH and LH. Although the
same hormonal pathways are involved in the onset of
puberty, the complex interactions of factors initiating
puberty have remained elusive. One approach to
investigate this phase in development is to study, at
the molecular level, “mistakes of nature” delaying
puberty and, from this, identify the relevant genes.
This approach is well illustrated in a family with infer-
tility and consanguinity (three first cousin marriages).
The family was thought to have idiopathic hypogo-
nadotropic hypogonadism, i.e., absent spontaneous
sexual maturation associated with low-normal range
gonadotropins. Using the traditional positional
cloning and linkage analysis, the site for the appar-
ent genetic defect (which, because of consanguinity,
suggests an autosomal recessive trait) was shown to
be chromosome 19p13.3. In this region of 1Mb was
the gene GPR54, which is a G protein–coupled
receptor gene and so a likely candidate in perturbing
hormonal signals. G proteins are a family of mem-
brane proteins that are only activated once they bind
guanosine triphosphate (GTP). The activated G pro-
teins then activate an amplifier enzyme on the inner
surface of the membrane, leading to the release of
second messengers such as cyclic AMP. Affected
members in this family all had homozygous missense
mutations involving the GPR54 gene. This showed
that the gene mutation is causative and confirmed the
autosomal recessive inheritance. Definitive proof
came from the study of Grp54-deficient mice that
demonstrated the same phenotype as the family, i.e.,
hypogonadotropic hypogonadism. Therefore, GRP54
is one genetic factor in the initiation of puberty. Its
exact mode of action is now being studied.
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the embryo can be manipulated and cultured in vitro as
well as biopsied for preimplantation genetic diagnosis
(PGD). More than one million children have been born
as a result of IVF. Until recently, it was believed that chil-
dren born through ART developed normally and had the
same frequency of malformations as the general popula-
tion. However, reports now emerging suggest that this
may need to be reviewed. They include (1) In one study,
the risk for major birth defects was doubled following
ART. (2) In another study, the risk for low birth weight in
singleton pregnancies was increased by 2.6 times fol-
lowing ART. (3) In a few case reports, a higher risk for
Angelman’s syndrome and Beckwith-Wiedemann’s syn-
drome was suggested following ART, perhaps more so
after ICSI. If these observations are confirmed, it will be
necessary to determine whether these adverse conse-
quences are secondary to what is causing the infertility
and/or the ART itself, particularly the use of ICSI, a tech-
nique that can select immature sperms. A third explana-
tion for adverse consequences is an epigenetic defect,
particularly imprinting, since it is noteworthy that both
the Angelman’s and Beckwith-Wiedemann’s syndromes
are examples of imprinted genetic disorders involving the
expression of maternal genes (see Table 4.7).

Epigenetic Changes during Reproduction
The importance of epigenetic inheritance in normal
human development and the aberrations in this complex
form of inheritance leading to development of cancers
were discussed in Chapter 4. Mention was also made in
Chapter 6 that reproductive cloning by SCNT was a very
inefficient process, with the success rate only about 1 in
100 that the embryo will develop into an adult. One
explanation for this is that the reproductive cloning tech-
nique bypasses the normal epigenetic pathways in the
developing embryo.

There are about 50 imprinted human genes, i.e., they
are differentially expressed according to their parent of
origin in either the oocyte or spermatozoon. Epigenetic
modifications described in Chapters 2 and 4 such as
DNA methylation or changes in the histones are thought
to explain how copies of either the maternal or paternal
alleles are switched off. Three critical periods during
gametogenesis and embryo development require epige-
netic modifications: (1) Erasure: During early develop-
ment of the germ cells, the imprint is erased as shown by
the primordial germ cells lacking methylation. (2) Acqui-
sition: Thereafter, as the sperm and the oocyte mature,
the methylation pattern is re-established for all genes
(imprinted and non-imprinted). In sperm, the methylation
of genes occurs very early on, so IVF procedures are
unlikely to interfere with it. In comparison, the methyla-
tion of genes in the oocyte is slightly more delayed and,
in theory, the oocyte is more susceptible to ART interfer-
ing with methylation, particularly if procedures such as

in vitro maturation are used. (3) Maintenance: At the time
of fertilisation, the non-expressing male or female copy
of the imprinted genes will continue to remain methy-
lated. All other genes gradually lose their methylation.
Therefore, (3) is another period during development that
could lead to malformations if ART interferes with the
maintenance of methylation (for imprinted genes) or the
loss of methylation (for all other genes). Freezing of sperm
or the use of cryoprotecting agents might interfere with
methylation or chromatin structure in humans although
it does not appear to do this in mice. Superovulation,
with its exposure to gonadotrophins leading to the
release of ova that might not have completed the methy-
lation step, and extensive culture for in vitro maturation
are procedures that could disturb the maintenance of an
imprint.

Imprinting and Development
Genomic imprinting is found in eutherian mammals.
Various theories have been proposed why some
imprinted genes are preferentially expressed by the pater-
nal alleles and others by the maternal alleles, but none
is proven. Imprinted genes fall into two major functional
groups: (1) those involved in fetal development 
(in general, these are more often maternally expressing
genes) and (2) genes with a predominant effect on pla-
cental function (usually paternally expressing genes). 
The maternal versus paternal effect is demonstrated by
two tumours. Ovarian teratomas are considered to have
arisen from a single germ cell. They are composed of
tissues with all three germ layers (ectoderm, mesoderm
and endoderm) found in the fetus. All benign forms
usually have a normal 46,XX (female) chromosomal
complement. In contrast, hydatidiform moles affect the
placenta and are invariably 46,XY. They are thought to
have arisen from fertilisation of an empty ovum by a
sperm. The haploid sperm chromosome complement is
then duplicated. Thus, all chromosomes are of paternal
origin.

In view of what has been described in relation to ART
and the recent discussions centred around SCNT and
reproductive cloning, a lot of interest has now shifted to
IVF to determine if this produces any perturbations in the
epigenetic patterns. At the very least, a change in the 
epigenetic imprint might explain the low birth weights
observed. More seriously, subtle changes in the epige-
netic pattern may not be discernable for some time into
the future (and may not be apparent until the children
born from IVF have children of their own). Because of
the relatively limited numbers of IVF babies, small but
potentially important effects will be difficult to detect 
for some time. Nevertheless, an interesting question 
has been raised, and prospective long-term follow-up
and molecular analysis will be essential to address any 
concerns.
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HOMEOBOX (HOX) GENES
An important advance made possible through molecular
medicine has been the identification of genes involved
in human development. From a better understanding of
the normal molecular processes, we are obtaining some
insight into malformations and their underlying mecha-
nisms. The success of this work has depended on basic
biological research utilising animal models such as the
fruit fly Drosophila melanogaster, the mouse and, more
recently, the zebrafish. The interspecies conservation of
the important developmental genes has meant that the
equivalent ones in humans are able to be identified and
characterised. The significance of the animal model in
understanding what happens in the human was acknowl-
edged with the 1995 Nobel Prize for Physiology or 
Medicine (see Chapter 1). In both vertebrates and 
invertebrates, families of genes (such as HOX, PAX and
SOX) and a number of other genes are shown to play key
roles.

Mutations in the body form of Drosophila, which
caused a part of the body to be replaced by a structure
normally found elsewhere, were shown in the early
1980s to involve genes called HOX (abbreviation comes
from homeobox). In Drosophila, the physical arrange-
ment of these genes is identical to the order in which
they are expressed along the anteroposterior axis of the
embryo during development; i.e., the more 5¢ a gene, the
more posterior is it expressed in the developing body. 
The HOX genes are called HOM-C in invertebrates.

A conserved DNA sequence is found in all HOX genes.
It is called the homeobox (also known as homeodomain)
and is about 180bp in size. The 60 amino acid encoded
by the homeobox has DNA-binding properties, and so
the homeoproteins are transcription factors. Thus, this
class of genes can regulate the expression of many other
genes. Comparative DNA analyses have shown that
homeobox genes evolved from common ancestral genes
and their subsequent divergence reflects the morpholog-
ical complexity of the organism in which they are found.
For example, insects and Drosophila have a single cluster
of the Hox genes; in vertebrates the number is four. In
humans, the HOX gene clusters (HOX-A to HOX-D) are
found on chromosomes 7p, 17q, 12q and 2q, respec-
tively. An amazing observation is that in all species the
genes remain aligned in the same relative order as in
Drosophila. The conservation between the genes is so
high that vertebrate genes can replace their invertebrate
counterparts in transgenic Drosophila embryos. Thus,
HOX genes encode a family of transcription factors of
fundamental importance for body pattern during devel-
opment involving the central nervous system, axial 
skeleton and limbs, gastrointestinal tract, and external

genitalia. Humans, like most vertebrates have 39 HOX
genes arranged in four clusters (Figure 7.1). These genes
have evolved from a single ancestral gene by tandem
duplication and then diverged, producing the HOX
cluster. From this, multiple clusters were formed.

To understand the role of the homeoboxes in devel-
opment, Drosophila or animals with mutations that occur
spontaneously or are created by recombinant DNA
means are studied. This approach has provided some
important evidence to suggest that HOX is the mam-
malian equivalent of the HOM-C genes since structural
deformities (of the head and neck) result. Despite the
identification of these highly conserved genes, the search
for natural mutants has been less fruitful. This may reflect
the fact that mutations in HOX are expressed only as an
abnormal phenotype when both alleles are inactivated
(in contrast to the dominant effect from PAX genes—dis-
cussed further below). It is also possible that the paralo-
gous genes from the various clusters can compensate for
each other (Box 7.2). Paralogous genes are genes in the
same species that are so similar in their nucleotide
sequences that they are assumed to have originated from
a single ancestral gene. Although the HOX genes (39 in
total) are the best studied of homeobox genes, many
other homeobox genes (about 200) are also found in
clusters (such as PAX, described next) or dispersed
throughout the genome.

OTHER GENES

Paired-box (PAX) Genes
Another conserved DNA sequence is present in mice and
other species as divergent as worms and humans. This is
called the paired box. The relevant genes are known as
PAX (paired box). In the human, nine of these genes are
dispersed over many chromosomes. A 128 amino acid
DNA binding domain in PAX is conserved in mammals
and Drosophila. Like the homeobox, this sequence has
the properties of a DNA transcription factor. Some of the
PAX genes also contain homeobox domains. A number
of natural mutants involving PAX produce clinical prob-
lems (Table 7.3). The finding of a relatively large number
of developmental disorders associated with PAX contrasts
with the HOX genes, and is explained by the dominant
nature of the PAX mutations, which produce abnormali-
ties if one of the two alleles is mutated. Like HOX, abnor-
mal function in PAX (such as that occurring in association
with a chromosomal translocation) can also lead to
tumour formation.

An interesting developmental disorder in the mouse 
is called Splotch (Sp). This disorder affects neural
crest–derived components leading to the development of

DEVELOPMENT
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Fig. 7.1 HOX gene clusters.
In vertebrates (including humans), 39 HOX genes are organised into four clusters (on chromosomes 7p14, 17q21, 12q13 and
2q31). The genes can be vertically aligned into 13 paralogous groups determined by the homeobox DNA sequence homology.
Genes in the same species that are so similar in their nucleotide sequences that they are assumed to have originated from a single
ancestral gene are paralogs. The numbering of each gene in each cluster is based on their DNA sequence similarity and relative
position to each other. Functional genes are represented by �. In general, paralogous HOX genes (for example, HOX-A7 and
HOX-B7) are more similar to each other than adjacent genes on the same HOX cluster (i.e., HOX-B7 and HOX-B6). All genes are
transcribed in the same direction (Æ). However, the 3¢ genes (head of body) are expressed before the 5¢ genes (tail of body). In
vertebrates, the 5¢ HOX-A and HOX-D genes are involved in limb development.

Table 7.3 PAX genes in mammals (Chi and Epstein 2002)

Genea Organ/tissue involved Chromosome Human disease

PAX1 Skeleton, thymus 20p No human disease described. Pax1-deficient mice have skeletal
defects.

PAX9 Skeleton, cranial-facial, tooth 14q Abnormal tooth development.

PAX2 CNS (central nervous system), kidney 10q Renal coloboma syndrome.

PAX5 CNS, B lymphocytes 9p Lymphoma.

PAX8 CNS, kidney, thyroid 2q Thyroid dysplasia; thyroid follicular carcinoma.

PAX4 Pancreas 7q No human disease described. Pax4-deficient mice have 
abnormalities in pancreas development.

PAX6 CNS, eye, pancreas 11p Aniridia, cataracts.

PAX3 CNS, neural crest, skeletal muscle 2q Waardenburg’s syndrome, rhabdomyosarcoma.

PAX7 CNS, cranio-facial, skeletal muscle 1p Rhabdomyosarcoma.

a All PAX genes have a paired domain. In addition, PAX 3, 4, 6 and 7 have a homeodomain.
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neural tube defects, specifically spina bifida in homozy-
gous Sp/Sp embryos. Heterozygous-affected mice have
white patches on a dark background coat, which result
from defective neural crest–derived melanocytes. It has
now been shown that Splotch is the result of mutations
in the mouse’s pax-3 locus. The corresponding genetic
locus in the human is PAX3. Mutations affecting this gene
have been identified in the human autosomal dominant
disorder called Waardenburg’s syndrome. In this condi-
tion there is deafness and pigmentary disturbance. The
two tissues involved are both of neural crest origin. Thus,
a genetic defect has highlighted the role that a conserved
gene plays in development of the neural crest in humans.
The Splotch animal also provides a model to investigate
normal neurological development, including the abnor-
mality that produces spina bifida. This model has been
used to study the mechanism underlying the protective
effect of periconceptional folic acid against the develop-
ment of neural tube defects. Surprisingly, the Splotch
mouse is not protected by prophylactic folic acid, sug-
gesting different mechanisms may be involved.

SOX Genes
Sox proteins constitute a large family of transcription
factors characterised by a DNA binding HMG (high
mobility group) domain of about 79 amino acids. This
domain is highly conserved and was first found in the
mammalian testis-determining factor SRY. Hence, the
name SOX derives from Sry-type HMG box. The HMG
domain has an interesting effect on DNA. First, it binds;
then it distorts the DNA’s shape, and by so doing it allows
genes in the DNA to be expressed.

SOX genes comprise about 20 genes in 7–10 groups.
These genes are involved in a diverse range of develop-
mental and differentiation activities. However, it remains
to be determined how many developmental abnormali-
ties are associated with malfunction of the SOX genes
since only a few examples have been identified to date.
They mostly involve rare syndromes affecting skeletal or
sexual development. This may be explained by redun-
dancy in the various SOX genes.

SEX DETERMINATION
Male and female development in humans is genetically
determined. A number of genes have now been shown
to be necessary for early gonadal development. Based on
mice gene knockout studies, these genes include Emx2,
Lhx9, Lim1, Sf1 and Wt1 (Figure 7.2). This cluster of genes
leads to the development of the primitive gonad that will
differentiate into the testis or the ovary. The molecular
events involved in the testis-determining pathway are
better understood than what happens with the ovary, and
so the former will be described. The gene that triggers the
cascade leading to the development of the testis is SRY
(sex determining region of the Y). This gene is found on
chromosome Yp11.3, and is intronless. Like SOX genes
described above, SRY has a conserved DNA binding
domain of 79 amino acids (HMG box). Thus, SRY is likely
to function as a transcriptional regulator similar to the
SOX genes.

SRY was shown to be the testis determining factor
(TDF) in 1990. Confirmatory evidence for this includes
(1) About 15% of 46,XY females (i.e., sex reversals) have
mutations in SRY, predominantly in the HMG box. (2) XX
mice have their sex reversed if the Sry gene is added as
a transgene. However, since only a very small proportion
of 46,XY sex reversals have SRY mutations, other genes
must be involved in testis determination. Two (SOX9 and
FGF9—fibroblast growth factor 9) also play a key role,
and it is likely that there are others.

The X and Y chromosomes evolved from autosomes
about 300 million years ago. These two chromosomes are
critical for sex determination and are structurally very dif-
ferent, with the X a more typical chromosomal, whereas
the Y is atypical in many respects (Table 7.4). The testis
determining factor on the Y chromosome is the SRY gene.

Box 7.2 Development of the human body.
Despite considerable diversity, most animal bodies
have basic similarities consisting of bilateral symme-
try and a head-to-tail axis. Not surprisingly, for such
an important process, genes involved in development
have been well conserved during evolution. The 
HOX gene family plays a key role in the head-to-tail
axis development. Mutations in two HOX genes
(HOX-D13 and HOX-A13) produce clear structural
malformations affecting development of the hands
and, to a lesser extent, the genitals (for example,
hypospadias). It is interesting that one mutation
involving HOX-D13 is produced by a DNA triplet
repeat (much like that in Huntington’s disease—
Chapter 3) although in this case the repeat is a poly
alanine or (GCG,GCA,GCT,GCC)n. This repeat is
unusual because it has the four different codons for
alanine. These mutations are thought to exert a 
dominant-negative effect; i.e., the abnormal protein
from the one mutated allele interferes with the func-
tion of the remaining (normal) protein. Unlike in
Huntington’s disease, other mutations within the
HOX-D13 gene have been described. Not surpris-
ingly, in view of their key role in development, home-
obox (HOX) genes can also be associated with
cancer. In some leukaemias, chromosomal transloca-
tions can lead to fusion proteins (like the BCR-ABL in
chronic myeloid leukaemia—Chapter 4) with leukae-
mogenic potential. One HOX gene implicated in this
way in myeloid leukaemia is HOXA9.
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Fig. 7.2 Development of the gonads.
From work in the mouse, a number of genes involved in
development of the primitive gonad have been identified.
However, little is known how it then matures into the ovary.
Development of the testis is better understood; it relies on a
number of genes, with one, SRY, being found only in
mammals. Hence, there are other, more primitive genes to be
found to explain maleness apart from contributions coming
from SOX9 and FGF9.
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Fig. 7.3 Human Y chromosome.
Yp—short arm; Yq—long arm; PAR—pseudoautosomal region.
The Y chromosome is small, gene-poor and has a lot of
repetitive DNA. It also has two small pseudoautosomal
regions at the ends (PAR1, PAR2). They recombine with genes
mostly on the short arm of the X chromosome during meiosis.
X inactivation involving the pseudoautosomal genes does not
occur on the X chromosome because gene dose in males and
females will be the same (unlike the majority of genes on the
X chromosome). Most of the Y chromosome does not
recombine and consists largely of repetitive DNA in the form
of heterochromatin (see also Table 7.4).

Table 7.4 Some differences between the X and Y chromosomes (Lahn et al 2001; Marshall Graves 2002; Hawley 2003)

Feature X chromosome Y chromosome

Size, genes 165Mb; ~1500 genes (functions include 50Mb; ~200 genes (many of these involved in sex 
housekeeping and specialised function in differentiation and spermatogenesis).
both sexes).

Special features Undergoes dosage compensation (X About 50% of the chromosome is heterochromatic (i.e., region
inactivation) to equalise the same number containing repetitive DNA). Y is a gene-poor chromosome, 
of genes in males (XY) and females (XX). and it does not recombine with other chromosomes (except at

at the two ends where it recombines with the X chromosome). 
The region specific to the Y is NRY (non-recombining Y).

Pseudoautosomal regions Has corresponding PARs with Y. 5% Y sequence (at ends of chromosome) is PAR1 and PAR2
(PAR) (Figure 7.3). This recombines with X chromosome, and so

these genes are shared with X.

Evolution Two parts to X: the ancient part is conserved Similar two parts in Y: the ancient part is conserved in all 
in all three types of mammals. Most of Xp three types of mammals. There is a recent addition that is 
is found only in placental mammals and found on the Y only of the placental mammals.
is a more recent addition. This section,
which shares genes with the Y chromosome,
is not X inactivated (gene dosage here
would be the same in males and females).

However, this gene is found only in mammals compared
to, for example, SOX9, which is also present in birds and
reptiles. Hence, SRY is only a “recent” evolutionary addi-
tion to the Y chromosome, and this is also shown by its
position on the Y chromosome; i.e., the segment that is
not ancient (Figure 7.3). Comparisons with different
species confirm that other, more ancient genes are likely
to be involved in determining maleness.

The atypical nature of the Y chromosome has led to
amusing titles for scientific descriptions of this sex chro-
mosome, including “The Rise and Fall of SRY,” an article
by J Marshall Graves in which she predicts loss of the Y
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in 5–10 million years, countered by a male’s perception
in “The Human Y Chromosome: Rumors of Its Death
Have Been Greatly Exaggerated.” Notwithstanding the
speculation of the Y chromosome’s past and future, it is

critical for male sex determination, and as knowledge
becomes available from sequencing and functional
analysis of this chromosome, some new interesting twists
in terms of its function and origin are sure to arise.

PRENATAL DIAGNOSIS

Detection of genetic disorders by DNA testing in adults
is relatively simple since a number of tissues (blood
sample, hair follicle, mouth wash) provide a source of
DNA. In contrast, access to the fetus because of size and
location is more difficult. Fetal tissues that can be used
for prenatal diagnosis include fetal blood, amniocytes,
chorionic villus sample and, rarely these days, a specific
biopsy, e.g., liver (Table 7.5).

Chorionic Villus Sampling (CVS)
Chorion frondosum is tissue surrounding the developing
embryo. It is fetal in origin and will eventually become
the placental site. It can be biopsied by the technique of
CVS first described in the late 1960s and now a routine
procedure for prenatal diagnosis. CVS has been used in
many centres throughout the world and, despite some
concern about possible side effects including miscarriage
and damage to the fetus, it has proven to be reliable and
safe in the hands of the experienced operator. A CVS is
an excellent source of DNA although it is essential that
any contaminating maternal tissue is removed. This is 
relevant because PCR will be used in DNA testing.

CVS can be undertaken transcervically or transab-
dominally. The latter is the preferred method in most
centres as it is technically easier. A number of trials have
looked at the safety issues comparing amniocentesis and
CVS. The conclusions from a Cochrane review in 2003
were (1) Second trimester amniocentesis is safer, in terms
of pregnancy loss and spontaneous miscarriage, than
transcervical CVS and early amniocentesis. (2) For earlier

diagnosis, transabdominal CVS is preferred to early
amniocentesis or transcervical CVS. (3) If transabdomi-
nal CVS is not possible because of technical difficulties,
the options should be first trimester transcervical CVS or
second trimester amniocentesis.

DNA TESTING
The indications for prenatal diagnosis can vary in differ-
ent communities. In general, they involve the risk of
serious genetic disorders in the fetus. Adult onset genetic
defects that are not immediately life threatening (e.g.,
adult polycystic kidney disease) or for which effective
forms of treatment are available (such as phenylke-
tonuria) are contentious indications for prenatal testing
(see Chapter 10). Sexing of the fetus (for example, at
preimplantation genetic diagnosis) for family planning
purposes is another controversial issue discussed in
Chapter 10. Prenatal diagnosis, even if termination of
pregnancy is not being considered as an option, is useful
to allay anxiety in a couple or to allow the couple to plan
for the birth of an affected fetus.

Scenarios involving DNA prenatal diagnosis include:

• DNA amplification by PCR to detect gene mutations
or DNA polymorphisms in genetic disorders.

• Fluorescence in situ hybridisation (FISH) to identify
chromosomal abnormalities.

• Fetal sexing in pregnancies at risk for X-linked 
disorders.

Table 7.5 Source of fetal tissue for prenatal diagnosis

Source Logistics Indications, complications

Fetal blood Undertaken in second trimester (18–20 weeks). Ultrasound-guided umbilical vein Source of DNA, detection of
puncture (cordocentesis) gives pure fetal sample in experienced hands. Rarely infectious agents.
done these days because of technical difficulty, late diagnosis and availability of
alternative approaches.

Amniocentesis Amniocytes are fetal cells shed into the amniotic fluid. They can be accessed from Used as a source of DNA
about 15 weeks until the end of pregnancy. Technically easy, but a disadvantage or for chromosome analysis
is the second trimester prenatal diagnosis. Can also be cultured to provide a or enzyme analysis (metabolic
substantial source of tissue. Attempts at early (first trimester) amniocentesis are disorders).
associated with more side effects.

Chorionic villus The method of choice for prenatal testing as undertaken in the first trimester DNA testing or chromosome
sample (CVS) (10–11 weeks). Requires experienced operator. Transabdominal CVS also can be analysis. Enzymes can be

performed in the second and third trimesters, but there is more risk to the fetus. measured.
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• Monitoring a risk pregnancy for immune haemolytic
anaemia secondary to Rh (rhesus) incompatibility. The
fetus (with an RhD negative mother and RhD positive
father) is DNA tested. If the fetus is RhD negative, the
couple can be reassured that all is well, and no further
follow-up is necessary. An RhD-positive fetus requires
careful monitoring, and intrauterine blood transfusions
if necessary.

Intrauterine Infections
Maternal infections that can be transmitted to the fetus
include bacteria, viruses and protozoans. Maternal infec-
tion is often mild or non-specific and can easily be
missed. Effects on the fetus or neonate are variable,
ranging from nothing to a fatal disorder. Thus, the screen-
ing of pregnant women for infections that can produce
fetal abnormalities is a complex issue. A number of
factors need to be considered: (1) the prevalence of the
infection in each population, (2) the risk to the fetus or
neonate, (3) the availability of treatment, (4) the sensitiv-
ity and specificity of screening tests, (5) access to the
screening tests and (6) availability of counselling.

Some infections that can be transmitted vertically from
the mother to her fetus and cause damage to the latter
are rubella, syphilis, hepatitis B virus, cytomegalovirus,
Toxoplasma gondii, human immunodeficiency virus
(HIV), herpes simplex virus, group B streptococcus,
Chlamydia trachomatis and Neisseria gonorrhoeae. In
many communities the first three are routinely screened
for during pregnancy. Whether it is appropriate to screen
for others will depend on local circumstances such as the
types of infections and the available facilities.

During pregnancy, acute infections in the mother that
might involve any of the above pathogens require careful
investigation. Conventional microbiological detection
systems, described in Chapter 8, may or may not lead to
a definitive diagnosis. The fetus introduces an additional
complexity since infection in the mother, even if proven
definitively, does not necessarily mean that the fetus will
also be infected. Some examples illustrating the poten-

tial use of recombinant DNA tests in dealing with infec-
tions acquired during pregnancy are found in Table 7.6.

Maternal Screening
In many communities, it is recommended that pregnant
women of a certain age group (for example, 35) have
cytogenetic screening by amniocentesis or CVS. These
tests are directed predominantly at detecting Down’s syn-
drome in the fetus, although other cytogenetic abnor-
malities will also be found. Problems with this approach
include the costs involved and the fact that most cases
of Down’s syndrome occur in women who are younger
than 35.

Alternative screening strategies for detecting fetal
abnormalities such as Down’s syndrome and neural tube
defects include

(1) Maternal serum testing. A number of biochemical
markers can be measured in the maternal blood, 
e.g., a-fetoprotein, human chorionic gonadotropin,
unconjugated oestriol and inhibin A. Results based
on these studies identify pregnancies at risk for
Down’s syndrome and neural tube defects such 
as spina bifida. Cytogenetic analysis or ultrasound
will confirm the screening tests. Maternal serum
screening is usually undertaken in the second
trimester.

(2) Fetal ultrasound. In the hands of experienced opera-
tors, ultrasound can detect subtle fetal structural
anomalies. The risk for Down’s syndrome can also be
estimated from measurement of the nuchal thickness.
Ultrasound is possible in the first trimester.

The above methods of screening have a detection rate of
about 65–75% with 5% false positives. However, studies
are now emerging to suggest that combinations of mater-
nal serum screening and ultrasound might be undertaken
in the first trimester with superior detection rates. The
results from these studies are awaited to determine the
optimal approach to screening for fetal abnormalities in
pregnancy.

Table 7.6 Intrauterine infections detectable by prenatal DNA testing

Infection Fetal consequences Conventional test DNA test

Cytomegalovirus Mental retardation and deafness Culture or serology PCR of amniotic fluid

Varicella Mental retardation and various effects on skin, Immunofluorescence, culture PCR of amniotic fluid
eye, gastrointestinal, genitourinary tracts,
growth retardation

Rubella Numerous, affecting eye, heart, neurologic and Viral culture PCR of amniotic fluid
immunologic systems (serology unreliable)

Toxoplasmosis Chorioretinitis, hepatitis, hydrocephalus and Culture amniotic fluid or fetal PCR of amniotic fluid
pneumonitis blood; serology less reliable
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PREIMPLANTATION GENETIC DIAGNOSIS
(PGD)
Preimplantation genetic diagnosis, or PGD as it is usually
known, is a recent addition to the prenatal diagnosis
options. It is particularly valuable in the scenario in
which termination of pregnancy is not acceptable, or a
couple with a history of infertility do not want to risk the
potential miscarriage or loss of pregnancy that might
follow a procedure such as CVS. PGD has developed as
a result of improvements in ART such as embryo manip-
ulation and culture, and the availability of diagnostic
tests like PCR and FISH.

The technical demands of PGD prevent this from being
a routine or inexpensive procedure, and so its availabil-
ity is limited. In addition, potential and social issues
related to this technology have made it controversial (dis-
cussed further below). Finally, as indicated earlier, there
is some concern about the long-term safety of IVF, and
so the use of PGD for trivial reasons would not be med-
ically acceptable on a risk/benefit analysis. Figure 7.4
provides a summary of the procedure. Eggs obtained at
IVF are grown in culture and fertilised. At either day 3
(cleavage embryo biopsy) or days 5–6 (blastocyst biopsy),
embryonic material can be removed and examined by
DNA (PCR) or FISH. Embryos in which genetic abnor-
malities are excluded can then be implanted into the
mother by IVF.

Indications for PGD
(1) Sex determination—in the circumstance in which the
couple are at risk of an X-linked disorder, and it might
not be possible to detect a mutation. Female embryos
would avoid this genetic disease. (2) Mendelian genetic
traits—they include common conditions such as cystic
fibrosis, thalassaemia. This is no different from prenatal
diagnosis, except for the technical demands of embryo
manipulation and culture, and the challenge of testing a
very small amount of DNA. (3) Structural chromosomal
abnormalities—FISH is used to screen a risk pregnancy.
(4) Aneuploid testing—again FISH is used, and this indi-
cation for PGD includes a risk pregnancy as well the
selection of euploid embryos to enhance the fertilisation
success after IVF.

The first PGD was undertaken in 1992, and there is
now experience in more than 1000 cases. The pregnancy
rate following PGD is between 20–25%. A concern in
relation to this procedure is the relatively high incidence
of multiple pregnancies. There have been five misdiag-
noses, a number which is surprisingly low in view of the
amount of material that the laboratory has to study. Many
centres recommend chorionic villus sampling to confirm
the PGD result.

Gonadotropins

Oocytes

Fertilisation

Selection

Biopsy

1 2 3

Fig. 7.4 Preimplantation genetic diagnosis.
Following exposure to gonadotropins, oocytes mature in the
patient, and they are obtained under transvaginal ultrasound-
guided aspiration. The oocytes are transferred to a culture
medium (the diagram depicts three oocytes being cultured in
vitro) and are subsequently fertilised. ICSI as a method of
fertilisation is helpful if preimplantation genetic diagnosis is to
be undertaken because then supernumerary sperms will not
be present to interfere with the subsequent PCR. The
successfully fertilised eggs are identified (two pronuclei) and
separated from the others. These embryos are cultured further.
By day 3, the cleaving embryo has reached the 8–16 cell
stage, and a biopsy can be taken by removing 1–2 cells (at
this stage all cells are totipotential). Although the amount of
DNA is limited, this is the preferred method of biopsy. The
alternative is to wait until days 5–6 when the blastocyst is
formed (about 300 cells). Now a larger number of cells can
be removed, and so there is more DNA. The downside of this
is that the embryo has been in culture longer. A third method
that is not used much is to biopsy a polar body from the
mature oocyte. The advantage is that this DNA is extra-
nuclear, and so the embryo is not damaged. The disadvantage
is the DNA is only maternal in origin, and so information
provided is limited. Following preimplantation genetic
diagnosis (FISH or DNA), only normal embryos are
reimplanted back into the mother.
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Regulation of PGD

Regulation of PGD varies in different countries. In the
UK, it is highly regulated with legislation requiring
approval by the Human Fertilisation and Embryology
Authority before a centre is licensed to undertake 
PGD. In contrast, there is no federal regulation in the
USA covering PGD. The matter of regulation is men-
tioned because, as technologies improve, PGD will
become more readily available although it remains costly
(US$6000–10500). Because it avoids termination of
pregnancy, there is always the risk that PGD will be used
to produce the perfect baby or the baby of choice.

Already in some countries, sex determination by PGD 
is advertised as a way of “family balancing” for 
socioeconomic reasons or sex selection for cultural
reasons (discussed further in Chapter 10). PGD has 
been used controversially to select an embryo that 
would be genetically compatible with an affected sibling,
and so it would at the time of birth provide a source of
cord blood stem cells for transplantation. PGD is a valu-
able adjunct in the prenatal testing options although
more work is needed to understand its possible conse-
quences to fetal development. Better techniques are 
still needed for detecting DNA and chromosomal 
abnormalities.

NEWBORN SCREENING

Newborn screening programs are available in many com-
munities. They are directed at diseases that satisfy the 
following criteria: (1) The disease occurs at reasonable
frequency and is serious in nature. (2) Effective treatment
is available. (3) There is an advantage in early treatment
rather than waiting until clinical features develop. (4)
Suitable laboratory tests are available; e.g., a screening
test with appropriate sensitivity (the proportion of
affected neonates with an abnormal screening test) and
specificity (the proportion of all normal neonates with a
normal screening test) and a confirmatory test can be
undertaken if required (see Table 2.10 for further discus-
sion on sensitivity and specificity). (5) The program has a
clear cost-benefit.

The first example of this type of mass screening
occurred in the 1960s and involved the testing of new-
borns’ urine for phenylketonuria (see Table 2.9 for a
summary of the various types of screening approaches).
The scope for newborn screening increased with the
availability of blood spots. They were obtained from heel
pricks, with the blood being spotted onto filter papers.
Newborn blood spots were initially tested for phenylke-
tonuria using the Guthrie bacterial inhibition assay. The
blood spots, or “Guthrie cards” as they are sometimes
called, can be utilised to test for a number of diseases.

What newborn diseases are screened for will depend
on at-risk conditions present in particular communities
as well as political and community views of screening.
In the USA, all states and the District of Columbia
provide newborn screening for phenylketonuria and
hypothyroidism. These conditions represent universal
indications for newborn screening because treatment is
relatively simple and cheap, compared to a missed or late
diagnosis that leads to various serious consequences
including mental retardation. However, apart from these
two conditions, the targets for testing vary considerably
from state to state in the USA, and from country to

country. Table 7.7 lists diseases that would be useful to
screen in newborns.

SCREENING METHODS
Approaches used in newborn screening extend from the
original 1960s’ bacterial inhibition assay (Guthrie test) to
the modern tandem mass spectrometry. The latter has
emerged because of proteomic initiatives and involves
the use of two mass spectrometers in tandem. The first
analyser separates molecules (amino acids, fatty acids or
proteins) on the basis of size and charge. The separated
molecules are fragmented further and passed through a
second mass analyser, and this allows better separation
based on size and charge. The profile generated is then
analysed by computer to identify various compounds.
The tandem mass spectrometry approach avoids the
time-consuming use of liquid or gas chromatography. It
can give results in minutes and assay a larger number of
analytes simultaneously. Tandem mass spectrometry is a
new development in newborn screening, allowing the
testing for many more diseases. However, this will need
to be matched with the appropriate data showing the
benefits of early diagnosis. Another consideration is the
current lack of uniformity between and within many
countries, with different regions adopting their own 
specific newborn screening program priorities for various
reasons mentioned above. This is presently a source of
consternation but has the potential to become a bigger
issue as a methodology such as tandem mass spectrom-
etry expands greatly the range of disorders detectable in
newborn screening.

DNA testing has not played a major part in the
newborn screening program, apart from its addition to
cystic fibrosis testing discussed in more detail below.
Nevertheless, the applications of PCR on newborn blood
spots are many. Therefore, decisions that involve the
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testing of DNA from blood spots need to be taken 
with care and foresight (see Chapter 10). Factors to be
considered when determining the types of screening 
tests undertaken in newborns are (1) cost effectiveness
(clinical consequences, treatment options, frequency of
disease, cost of testing), (2) community knowledge and
acceptance, (3) availability of counselling and follow-up
facilities, and (4) whether there are sufficient common
mutations to make PCR a worthwhile approach. The last
is limiting in many genetic conditions but will be less so
as new technologies (e.g., DNA chips—Chapter 5) are
developed. Another issue relevant to the blood spot and
PCR is the potential misuse that can occur. This is the
subject of much debate at present, with some laborato-
ries specifically discarding the blood spots after a limited
time to avoid future inappropriate use (for example,
testing of the blood spot for legal purposes).

CYSTIC FIBROSIS
The cystic fibrosis newborn screening program is a useful
model to discuss in greater detail. It utilises the bio-
chemically based immunoreactive trypsin assay and has
proven its effectiveness by the number of affected new-
borns detected. There are also some data to suggest that
early detection of affected children will improve clinical
outcomes. The availability of newborn screening has

reduced parental consternation since children with cystic
fibrosis are likely to undergo repeated hospital and
medical contacts before the diagnosis is firmly estab-
lished. However, a problem with the immunoreactive
trypsin screening assay is its low positive predictive value
(the proportion of neonates with abnormal screening
tests who are affected). Therefore, a large number of false
positives will result. In these circumstances ~1% of
infants need to be recalled, retested and if again positive,
the diagnosis is confirmed with a sweat test. This is a
time-consuming process. Apart from economic consid-
erations, recall will provoke anxiety in the families con-
cerned (Figure 7.5).

The false positive problem has now been solved by
combining the immunoreactive trypsin with DNA testing
for the DF508 mutation in the original blood spot. The
finding of a homozygote for DF508 will confirm the diag-
nosis of cystic fibrosis without the necessity for further
tests. A heterozygote for the DF508 mutation will either
be a carrier of cystic fibrosis or have a second (unknown)
mutation associated with the disease. The two will be 
differentiated by a sweat test. The exclusion of DF508
(which will be the usual outcome of DNA testing) will
make it more likely that the immunoreactive trypsin
result was a false positive, particularly in those commu-
nities where the DF508 mutation is the predominant
mutation. Using this strategy, some newborns with cystic

Table 7.7 Some disorders that are included in newborn screening programs

Disorder Clinical implications Screening approachesa

Cystic fibrosis Early diagnosis improves clinical outcomes, particularly malnutrition Biochemical test supplemented with
and long-term growth. DNA testing (see text for further 

discussion).

Galactosaemia Potentially fatal if not recognised and treated by galactose free Biochemical test
diet.

Congenital adrenal Potential for life-threatening salt-wasting syndrome, hypoglycaemia Biochemical test
hyperplasia and incorrect sex assignment.

Haemoglobinopathies Potentially fatal complications (infection) in sickle cell disease Biochemical test but could be developed
can be avoided by early treatment (if diagnosis is known). into a DNA-based test

Homocystinuria Developmental abnormalities affecting eye or skeleton. Potential Guthrie bacterial inhibition assay
for cardiovascular complications including thrombosis.

Biotinidase deficiency Serious neurologic complications including epilepsy, developmental Biochemical test
and hearing problems and acute metabolic problems that can be
fatal. Preventable by early treatment with biotin.

Maple syrup urine Severe acidosis early in life can be fatal. Early treatment not as Guthrie bacterial inhibition assay
disease effective as in other conditions.

Fatty acid metabolism Wide-ranging group of metabolic disorders associated with clinical Tandem mass spectrometry
disorders features of lethargy, failure to thrive through to coma and death.

Treatments may not be available, but at least an early diagnosis is
made.

a Included in the term “biochemical” is tandem mass spectrometry, which is likely to be useful for a number of the disorders listed above (see text).
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fibrosis will be missed since both their cystic fibrosis
mutations will be non-DF508, but these will be few. Apart
from the inadvertent identification of newborns as cystic
fibrosis carriers, the combination of the traditional bio-
chemical screen followed by confirmation using DNA

analysis is now considered to be a useful development
in newborn screening. The potential consequences of
detecting asymptomatic carriers for cystic fibrosis are dis-
cussed further in Chapter 10.
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Fig. 7.5 Improving newborn screening for cystic fibrosis by adding a DNA component.
Strategy 1 (left) is the traditional biochemical approach to newborn screening for cystic fibrosis. Its main disadvantage is the
number of infants recalled for sweat tests after the screening IRT (immunoreactive trypsin), many of whom will turn out to be
negative. Strategy 2 (right) incorporates a DNA step. This reduces the number of false positives (and so anxiety in the parents)
because now there is an additional (DNA) step after the screening IRT. One disadvantage of this approach is that it will
occasionally miss a child with cystic fibrosis caused by mutations other than DF508. How often this occurs will depend on the
population involved (i.e., the frequency of cystic fibrosis caused by DF508 in that population). However, the small number of
infants missed by the newborn screen incorporating the DNA test is considered to be justified because false positives are now
virtually eliminated. Carriers of cystic fibrosis that are not due to DF508 will also be missed, but this is not a problem.

FUTURE

NON-INVASIVE PRENATAL DIAGNOSIS

Fetal Cells in Maternal Circulation
A non-invasive source of fetal tissue is required as the
next development in prenatal diagnosis. An early attempt
at this involved the identification and isolation of the
occasional fetal cells present in the maternal circulation
during pregnancy. These cells included syncytiotro-
phoblasts, lymphocytes and erythroblasts (nucleated red

blood cells). Monoclonal antibodies were described and
reported to be specific for fetal syncytiotrophoblast (the
outer layer of the chorion frondosum). These cells were
then isolated by flow cytometry or antibody-coated
beads. Although very few cells were obtainable, PCR
could be utilised to overcome this particular problem.
Lymphocytes became the second source of fetal cells.
They are also few in numbers. However, on the basis of
different maternal and paternal HLA antigen types, it
would be possible to utilise antibodies to select fetal-
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specific lymphocytes, i.e., cells that carried a paternal
HLA antigen type not found in the mother. These cells
could then be separated from maternal cells as described
above. A third and potentially very promising source of
fetal tissue was the erythroblast. However, a major
problem with this cell was the lack of antibodies that
could identify unique determinants, i.e., present on fetal
but not maternal cells.

Many technical problems made fetal cells a difficult
target for non-invasive prenatal diagnosis. For example,
how specific were the antibodies for fetal cells? What was
the likelihood of maternal contamination being present
in the sample? This was a particular issue as PCR would
be needed. Finally, in terms of lymphocytes, there was
the concern that some of these long-lived cells from an
earlier pregnancy could interfere with results from the
current pregnancy.

Free Fetal DNA in Maternal Circulation
The focus has now moved from fetal cells to free fetal
DNA in the maternal circulation when it became evident
that a significant quantity of this DNA was present in
pregnant women. In 1997 Lo and colleagues showed that
it was possible to amplify by PCR a Y chromosome–
specific DNA fragment from maternal blood. It was also
shown that this diagnosis could be made by the seventh
week of gestation, and so an early prenatal test was 
feasible. Subsequently, it was demonstrated that the 
fetal Rhesus blood group could be identified this way
because, if the mother was Rh D negative, the finding of
Rh D positive DNA in the maternal circulation could
only come from the fetus (excluding laboratory mistakes,
contamination and so on).

Autosomal dominant genetic disorders involving an
affected father and a normal mother would be particu-
larly suitable for fetal DNA testing. A negative result
would mean a normal fetus (or the PCR did not work, or
maternal DNA had been tested). The PCR error could be
controlled for by simultaneously using the PCR to assay
for a neutral DNA marker. Maternal DNA contamination
could be eliminated by confirming that the amplified
DNA also demonstrated another DNA marker found only
in the father. A positive result could only mean an
affected fetus since the mother did not have this muta-
tion. The same approach would be more limited in the
autosomal recessive disorders because the mother’s own
DNA had the mutation. Therefore, the only unequivocal
result would be a normal one. An abnormal result would
always be difficult to interpret since it could have arisen
from the testing of free fetal DNA or maternal DNA or a
combination of both.

Free fetal DNA in the maternal circulation is present
from the seventh week onwards. Using quantitative PCR,
a recent observation has shown that the amount of fetal
DNA varies with higher levels present in risk pregnan-

cies such as aneuploidy in the fetus, or complications
such as preeclampsia in the mother. Thus, studies are
presently under way to determine whether free fetal DNA
can be used as a prognostic indicator of a risk pregnancy.
More information is needed about the source of this
DNA. Can it persist from one pregnancy to another? In
terms of a non-invasive form of prenatal diagnosis, this
approach remains very promising.

FETAL THERAPY
A disappointment in molecular medicine has been the
slow advances that have been made in fetal therapy.
Although the availability and scope for prenatal diagno-
sis have improved considerably because of molecular
diagnostics, the choices following prenatal diagnosis
remain very limited if the baby is affected. It would be
hoped that this is only an interim measure so that, in
future, an adverse prenatal test is only the start of a fetal
therapy option.

In utero fetal therapy is available in a very limited
number of situations. Haemolytic disease of the
newborn, usually secondary to rhesus immunisation (Rh
disease), can be successfully treated by intrauterine
blood transfusions (cordocentesis) until the fetus is con-
sidered to have reached an age where the risk of further
transfusion is greater than the complications associated
with prematurity. The ability to obtain pure fetal blood
samples by cordocentesis means that the clinical
progress of an affected fetus can be monitored more
accurately through serial haemoglobin estimations rather
than the less precise bilirubin levels in amniotic fluid.

In utero cellular therapies (allogeneic transplants, gene
therapy, stem cell therapy and xenotransplantation) are
potentially of benefit because the intrauterine fetal envi-
ronment is ideal (i.e., highly proliferative, immunologi-
cally more tolerant and the number of cells required is
relatively small). Prenatal correction might be used to
minimise end-organ damage that would develop once
the fetus was born. Fetal tissues for transplantation might
also provide a better source of stem cells into which
could be inserted normal genes. The underdeveloped
immunological system in the fetus would be useful in sit-
uations in which transplantation from a genetically dis-
similar donor will induce both graft rejection and graft
versus host disease. Implicit in the scenarios described
above is an early detection system (i.e., DNA analysis)
for the underlying genetic defect. Despite the obvious
advantages of in utero fetal cellular therapy, the risks of
manipulating the fetus remain major limitations.

In utero surgery to correct abnormalities such as lung
lesions, obstructive uropathy, abdominal wall defects,
sacrococcygeal teratoma, congenital hydrocephalus and
diaphragmatic hernia, neural tube defects and a number
of other conditions is available in very few centres. Fetal
surgery is still in its early days, so it remains an experi-
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mental form of treatment. One of the important problems
to overcome before fetal surgery becomes a realistic
option is the control of premature labour.

Treating the Neonate
The placenta, which would normally be discarded fol-
lowing childbirth, is now proving to be an important
source of haematopoietic stem cells. Cord blood is rich
in CD34+ cells (see Chapter 6) and so provides an alter-
native to bone marrow for transplantation. There is also
some preliminary evidence that cord blood is (1) less
immunogenic, thereby reducing the risk of transplant
rejection, and (2) immunologically less active, and so the
frequency of the second problem related to transplanta-
tion (graft versus host disease) is also reduced.

Cord blood cell transplantations in the neonate have
proven to be effective in the treatment of some genetic
disorders, e.g., b thalassaemia. Therefore, the next step
from this was to take cord blood at birth from a newborn
with the genetic immunodeficiency disorder ADA
(adenosine deaminase deficiency) and transduce it in
vitro with a normal gene. The cord blood was then
returned to the newborn within a few days. Early results
suggest that there has been long-term expression from the
transduced cells; i.e., DNA has been transferred into stem
cells.

An HLA-identical match for bone marrow transplanta-
tion is difficult to find even with a number of potential
siblings as donors. An alternative in this situation is cord
blood, which is easy to obtain and store. It also provides
a broad ethnic representation, which can be a problem
with conventional sources for bone marrow or organ
donation. The potential advantage of cord blood for
transplantation has led to cord blood banks being estab-
lished. A disadvantage of cord blood as a source of
marrow for transplantation is the small volume obtain-
able, so that this form of treatment is predominantly used
in children. However, the volume problem might be
overcome by using recombinant DNA–derived growth
factors to increase the number of stem cells circulating
in the cord blood.

PREECLAMPSIA
Another future challenge for molecular medicine in the
area of reproduction and development is a better under-
standing of diseases of pregnancy. The example to be
used is preeclampsia, a hypertensive disorder in preg-
nancy associated with considerable morbidity and 
mortality both to the mother and the fetus (Box 7.3).
Preeclampsia is found in about 6% of all pregnancies,
with an estimated mortality of 15%–20% in developed
countries. Despite the importance of this disorder, and
the interest shown in understanding it, little progress has

been made. Hence, an alternative approach is to use
molecular strategies such as gene discovery.

Like the multifactorial conditions described in Chapter
4, preeclampsia demonstrates a number of similar fea-
tures including (1) evidence for some genetic inheritance
but no clear mendelian pattern, (2) evidence for paternal
effects (perhaps these are the equivalent of the 
environment-gene interactions) and (3) a difficulty in
establishing an unequivocal phenotype. On the other
hand, an unusual feature not found in multifactorial dis-
orders is the observation that preeclampsia is primarily a
disease of first pregnancies.

The evidence for a genetic component to preeclamp-
sia comes from the usual observations including greater
risk if there is a positive family history in female relatives
and greater concordance in MZ twins. However, the con-
cordance in twins is not perfectly consistent with other
factors involved in aetiology. Although preeclampsia is a
disease of the first pregnancy, women who have had this
problem and then change partners are again at risk if they
become pregnant. The effect of the male partner in the
aetiology of preeclampsia is also seen with a higher risk
for preeclampsia in women with complete hydatidiform

Box 7.3 Preeclampsia.
Two challenges in antenatal care are prematurity and
preeclampsia. Management of these conditions has
not made significant inroads into improvements in
maternal and fetal outcomes because so little is
known about aetiology, and therefore treatment is
essentially symptomatic. Preeclampsia is a hyperten-
sive disorder of pregnancy (predominantly the first
pregnancy). Its clinical features include hypertension
after 20 weeks of pregnancy, which resolves soon
after the baby is delivered. In addition to hyperten-
sion, there is significant proteinuria. The clinical 
spectrum is quite variable, ranging from transient
hypertension in the latter part of pregnancy to a life-
threatening disorder. Complications associated with
preeclampsia include acute renal failure, abruptio
placentae, cerebral haemorrhage, disseminated
intravascular coagulation, liver disease, convulsions
and shock. Complications in the fetus include
hypoxia and growth retardation. Preeclampsia
accounts for about 25% of low birth-weight babies,
partly the result of the disease directly, and also sec-
ondary to earlier obstetrical delivery to relieve the
complications in the mother. In the United Kingdom,
it is estimated that 500 babies die each year as a result
of this complication in pregnancy. A problem with
management of preeclampsia is the inability to
predict accurately who is at risk—hence, the impor-
tance of improving our understanding of this disorder
so that earlier and more accurate detection and spe-
cific treatment directed to the cause can be initiated.
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moles (these tissues are paternal in origin—discussed
earlier under Epigenetics and Imprinting).

Traditional linkage studies using a positional cloning
approach and candidate gene studies by positional
cloning or case control associations have all been used
to identify genes associated with preeclampsia. Many
genes have been implicated, but like all other examples
of complex genetic traits, the results are difficult to repro-
duce, and functional confirmation of the associations is
often lacking. So the current thinking is that many genes
are implicated, but none has shown unequivocal evi-
dence for a role in the aetiology of preeclampsia (Table
7.8). Future developments in bioinformatics and statisti-
cal analyses of complex traits are now awaited to sort out
a mass of information that must contain the answers
being sought.
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Placentation Genes in mice shown to influence various stages A key pathogenic feature of preeclampsia is poor 
of placentation. The homologues in humans placentation.
would be good candidates.

Other (1) IGF2. (2) Mt DNA (1) Insulin growth factor II plays a key role in 
human growth, including the fetus. (2) Impaired 
energy production would compromise placental 
development.
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INFECTIOUS DISEASES

new pathogens, or the concern about bioterrorism, has
brought an added urgency to the development of more
efficient and rapid methods to detect pathogens and
predict their potential virulence.

Genotypic-based Tests
Many of the traditional diagnostic tests are now being
complemented or replaced by genotypic analysis, i.e.,
detection of DNA or RNA fragment sizes or specific
sequences through nucleic acid hybridisation tech-
niques, or increasingly today DNA amplification by the
polymerase chain reaction (PCR). An expression fre-
quently found in microbiologic DNA testing is NAT
(nucleic acid amplification technique). NAT refers to a
number of techniques apart from PCR that can be used
to amplify DNA, e.g., ligase chain reaction. For conven-
ience, the description “PCR” will be used interchange-
ably with “NAT” to indicate broadly based amplification
of DNA. To synthesise or design a DNA probe or primer,
it is necessary to sequence an organism’s DNA to iden-
tify species-specific regions (see Table A.2, which pro-
vides more information about probes and primers).
Today, whole genomes from many pathogens have 
been sequenced, and this information is available on
databases. From this sequence (1) DNA primers can be
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OVERVIEW

Phenotypic-based Tests
The traditional or phenotypic methods for the detection
of pathogens are well tried, relatively cheap and avail-
able in most hospital and private pathology laboratories
(Table 8.1). However, their utility needs to be considered
in the context that (1) Direct visualisation or culture is
not always feasible. (2) These techniques can be time
consuming and technically difficult. (3) Phenotypic vari-
ation can occur during a pathogen’s life cycle; e.g., eggs,
larvae and adult forms of a species may alter depending
on the stage of development, the associated host or
vector and whether the organism is free-living. Thus, 
antibodies or isoenzyme techniques for detection may
become limiting and dependent on the stages in the life
cycle. (4) Host immune responses can be delayed, or
conversely, they remain persistent even after resolution
of a previous infection. (5) Cross-reacting antibodies
acquired from natural infections or vaccination can
produce false positive results.

Phenotypic methods can be used to discriminate
between isolates, genera and species. These approaches
are less effective when it comes to distinguishing differ-
ences within species. More recently, the emergence of
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synthesised for PCR. (2) DNA probes can be isolated or
synthesised (oligonucleotide probes) for nucleic acid
hybridisation techniques.

Ribotyping: A useful target for a probe is repetitive DNA,
an example of which is ribosomal RNA (rRNA). rRNA
and the rRNA genes in chromosomal DNA provide
naturally derived amplified products that enhance their
hybridisation potential. In these circumstances, radio-
labelled DNA probes can be avoided since the signal-
to-noise ratio is increased because of the amplified
target sequence (Figure 8.1). This method of differenti-
ating between bacteria is called ribotyping. For ribo-
typing, DNA is broken into fragments using restriction

endonucleases. DNA probes that are specific for rRNA
genes, then allow various fragments to be identified
and compared. This approach is very similar to DNA
mapping or Southern blotting in eukaryotic DNA (see
the Appendix), and the bacterial hybridisation patterns
are comparable to eukaryote DNA polymorphisms.

Pulsed field gel electrophoresis (PFGE): This type of
DNA electrophoresis is capable of separating very
large DNA fragments. These fragments result from
digesting the organism’s genome with a restriction
endonuclease enzyme such as NotI that cuts DNA very
infrequently (see Table A.1). The pattern of the frag-
ments generated in this way is sufficiently discrimina-
tory to allow bacterial strains to be distinguished. Read
more about PFGE under Legionella.

DNA hybridisation: 16S rRNA and 12SrRNA contain
highly conserved regions common to all bacteria as well
as highly variable regions unique to particular species.
Therefore, multifunctional DNA or RNA probes can be
prepared since they can be generic for all bacteria, or
specific for different species or strains.

PCR
It is reasonable to say that whatever can be done by the
various DNA probes or hybridisation techniques just
described can also be accomplished, and probably
better, with PCR. Thus, there are genus-specific and
species-specific PCR-based assays and many other 
strategies appropriate for a range of activities involving
microorganisms in the environment, food industry,
research and clinical practice. Ultimately, the most infor-
mation that can be obtained about a microorganism’s
DNA is through sequencing of its genome. This is now
increasingly possible as a consequence of the Human
Genome Project and the sequencing of many model

Table 8.1 Traditional diagnostic approaches for detecting pathogens

Method Comments

Staining and visual identification Characteristics such as colony size, shape and colour give a clue to the underlying organism. 
under the naked eye or microscope Using light microscopy and staining (e.g., Gram stain) is the most rapid approach to identifying
(light or electron) many bacteria. Viruses are visible with the electron microscope.

Culture and growth Organisms display culture and growth characteristics; e.g., M. tuberculosis is a slow grower. 
Organisms can be further distinguished by their growth in particular media; e.g., chocolate agar 
is needed for fastidious growers such as H. influenzae.

Biochemical characteristics The presence of catalase (degrades hydrogen peroxide) is used to differentiate many gram 
positive organisms.

Immunological, i.e., recognition of An antiserum can be used to agglutinate Salmonella and Shigella species. Antibodies produced
antigenic determinants related to an in the patient can be used to identify both active and past infections.
organism and the host’s specific 
immune responses to it (production 
of antibodies)

Plasmid DNA

rRNA

Nuclear DNA

Fig. 8.1 Potential targets for nucleic acid (DNA or RNA)
probes in pathogen detection.
Nuclear DNA or RNA and rRNA (ribosomal RNA) are
ubiquitous and stable, providing useful targets for a wide
range of hybridisation or PCR-based assays. Plasmid DNA can
be present in multiple copies, although they can be lost or
undergo rearrangements. Therefore, plasmid DNA is not a
dependable target for testing but can provide information on
infectivity or antibiotic resistance. Nuclear and rRNA probes
provide wide-ranging genotypic assays extending across the
entire taxonomic spectrum from Family to Genus to Species
and Strain.
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organisms (see Table 8.2). The spread of epidemics or
hospital-acquired (nosocomial) infections will be fol-
lowed and characterised with more accuracy by the 
identification of unique DNA fingerprints for individual
pathogens. The value of the DNA approach to emergent
infections was recently illustrated by SARS (severe acute
respiratory syndrome—discussed in more detail below).

Real-time PCR is starting to make a significant impact
on molecular microbiology. This technique is particularly
valuable because the risk for contamination is reduced
(real-time PCR is conducted in a closed system—see
Chapter 2, Appendix), Results from real-time PCR are
quickly available. Semi-automation is possible, which is

essential when dealing with common infections for
which the number of referred specimens would be high.
Related to real-time PCR is quantitative PCR (Q-PCR).
This technique is essential for accurate viral quantitation
(HIV, HCV).

Test Utility
A number of parameters are used when assessing the
value of a diagnostic test. Sensitivity refers to the per-
centage of true positives that will be detected as being
positive by the test—or the probability that the test will
be positive when the disease is present. Specificity refers
to the percentage of true negatives that will be detected
as being negative by the test—or the probability that the
test will be negative when the disease is not present
(Table 8.3). The above parameters are largely a product
of the test and do not alter according to the population
tested. However, they do not always directly demonstrate
a test’s usefulness. This is better assessed by the predic-
tive value of positive and the predictive value of negative
results coming from the test.

Positive predictive value (PPV) refers to the percent-
age of all positive test results that are truly positive (or
the probability that the disease is present when the 
test is positive). PPV is influenced by the specificity but
also by the prevalence of what is being tested for in that
population. The higher the prevalence, the higher will be
the PPV since there will be less chance of false positive
results. The negative predictive value (NPV) refers to the
percentage of all negative test results that are truly neg-
ative (or the probability that the disease is absent when
the test is negative). NPV is influenced by test sensitivity
as well as prevalence. A high NPV will be easier to obtain
if the infection has a low prevalence in a population.
Tests with high PPVs are required for conditions in which
a false diagnosis will have significant consequences; e.g.,
treatment regimens are potentially toxic; there are
medical or psychological stigmata associated with a pos-

Table 8.2 Some pathogens that have had their genomes
sequenced, with the focus here on those likely to have major
pathogenic effectsa

Grouping Examples

CDC category Ab Yersinia pestis (plague), Bacillus anthracis
(anthrax)

CDC category Bc Brucella melitensis (brucellosis), Coxiella
burnetii (Q fever), Salmonella enterica
(typhoid fever), Vibrio cholerae (cholera),
Clostridium perfringens (gas gangrene)

Others Borrelia burgdorferi (Lyme disease),
Mycobacterium leprae and tuberculosis
(leprosy and TB), Neisseria meningitidis
(meningitis), Helicobacter pylori (ulcers),
Treponema pallidum (syphilis), various strains
of Chlamydia, Mycoplasma, Staphylococcus,
Streptococcus

a By December 2004, about 188 bacterial genomes had been
sequenced. See this list as well as all other published genome projects
(239 in total) on the GoldTM, Genomes OnLine Database
(http://www.genomesonline.org/). b CDC—Centers for Disease Control
category A are organisms posing a major threat to national security
particularly in relationship to high mortality, infectiveness and public
health impact. c CDC category B is the next level because these
organisms are easy to disseminate and cause morbidity, but not to the
same degree.

Table 8.3 Sensitivity and specificity in an infectious disease scenario (180 individuals in the population—50 are infected and 130 are
not infected, Strohl et al 2001)
(See Table 2.10 for more information on this topic.)

Description of test Number infected Number not infected Comments
(from total 50) who (from total 130) who
test positive test positive

High sensitivity 50 0 All infected people detected and no false positives
High specificity recorded.

High sensitivity 50 60 All infected people detected, but also false positives
Low specificity are recorded.

Low sensitivity 30 0 No false positives, but missing some infected people
High specificity (i.e., getting some false negatives).

Low sensitivity 20 70 Not all infected people are detected (i.e., some false
Low specificity negatives), and some detected are falsely positive.
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itive test as might occur in the case of sexually transmit-
ted diseases. Tests with high NPVs are required when it
is essential that positives are not missed, e.g., blood
screening tests, treatable infections with fatal outcomes
if missed.

INFECTIOUS DISEASE DNA LABORATORY
To date, DNA testing in microbiology has been directed
predominantly to the detection of organisms that are dif-
ficult to culture in vitro, or for various reasons (delayed
transport, low titre pathogens, prior treatment with antibi-
otics) growth is unlikely. Infections in which there is 
a mix of pathogens might also be usefully approached
through DNA analysis. Apart from the straightforward
diagnostic applications, DNA microbiological testing has
been used to detect antimicrobial resistance (methicillin-
resistant S. aureus and vancomycin-resistant Enterococci
spp) or toxigenic forms of E. coli. More recently, the avail-
ability of DNA technology to quantitate HCV and HIV
has been useful in planning and monitoring treatment.
Table 8.4 provides some scenarios involving DNA
testing.

Unlike molecular genetic (DNA) testing, commercially
produced kits have made an early entry into molecular
microbiology, and they allow a wider range of laborato-

ries to participate in this technology. A very important
boost to this area has been the Human Genome Project
(Chapter 1). The successful completion of genomic
sequencing for a number of microorganisms was both a
catalyst for the human sequencing endeavour as well as
the characterisation of genomes from additional model
organisms. The next developments with a major impact
on molecular microbiology will be microarrays (see
Chapter 5, Appendix) and nanotechnology (Chapter 5).
The latter will enhance the potential for point of care
testing.

In contrast to the genetics DNA laboratory, the micro-
biology DNA laboratory faces greater technical chal-
lenges because infected samples invariably have little of
the pathogen’s DNA to function as a template for PCR,
and the limited amount of DNA that is available will be
mixed with DNA from many other organisms that are
present. Because of the small target for PCR, it is not sur-
prising that contamination from other PCR products
(other samples or previous amplifications) becomes a
major source of error. Another inherent problem in the
microbiology setting is the potential for inhibitors in the
various samples tested to interfere with DNA amplifica-
tion. Finally, interpretation of some microbiological DNA
results is difficult because the test shows only the pres-
ence of pathogen DNA. Whether this indicates active

Table 8.4 Some examples of DNA diagnostics used for infectious disease detection and monitoring (Louie et al 2000; Gilbert 2002)

Organism Traditional test DNA test Comments

C. trachomatis Fastidious grower; antigen PCR very accurate with sensitivities Can be detected in a number of
detection not sensitive or and specificities in the 90–100% samples and can be multiplexed
specific enough. range. as a PCR test to detect other 

organisms in STD, e.g., N.
gonorrhoeae.

M. tuberculosis Fastidious grower, but culture PCR demonstrates high sensitivity Particularly useful when rapid
still plays an important role in and specificity (if specimen has diagnosis is essential, e.g., TB
overall management and remains acid fast-staining bacteria meningitis.
the gold standard. Only way in detectable).
which to measure drug sensitivity.

Herpes simplex virus Difficult to detect with PCR can detect virus in CSF. Avoids need for brain biopsy.
conventional assays in scenarios 
such as encephalitis.

Bordetella pertussis Detection through swab culture PCR-based method more rapid Early detection possible.
possible. and easier.

HIV, HCV Cannot quantitate with PCR quantitation now available in Drug treatment in AIDS can be
conventional assays. commercial kits. monitored by CD4+ cell counts

and viral loads.

S. aureus (methicillin), Culture for sensitivity testing PCR-based assays targeting various As more information becomes
Enteroccoci spp. (when possible) takes a few antibiotic or drug-resistance genes available about the genomes of
(vancomycin), M. days. can be completed in a few hours. pathogens, it will be possible to
tuberculosis (various drugs), test for various DNA markers to
HSV (acyclovir), CMV predict the pathogen’s effect.
(ganciclovir)
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infection or residual DNA after the pathogen has died
cannot be determined. On the other hand, the finding of
mRNA (i.e., cDNA by PCR) is more likely to indicate 
an active infection. If one then adds that DNA tests 
are relatively expensive compared to the traditional
approaches, it is not surprising that many of the opti-
mistic predictions about molecular microbiology have
been slow to materialise. However, there is a steadily
growing acceptance of DNA diagnostics. The threat of
bioterror or emerging global infections such as was
feared with SARS will best be resolved if there is a DNA
or RNA component as part of the overall containment
strategy.

HUMAN IMMUNODEFICIENCY 
VIRUS (HIV)
In December 2003, an estimated 34–46 million people
were infected with HIV, and more than 20 million had
died from AIDS. Included in this number are 2.1 million

children under 15 years of age, and more than 2 
million HIV-infected women give birth each year
(http://www.who.int/whr). All regions of the world have
AIDS, including Africa, Asia, Latin America, North
America, Europe, the Caribbean, and Oceania. Three
quarters of cases are found in sub-Saharan Africa. A very
worrying trend is occurring in India, with estimates of the
HIV infected somewhere between 2.2 to 7.6 million
people.

There are two viral types (HIV-1, HIV-2). HIV-1 was
first isolated in 1984 (Figure 8.2). A year later, a similar
virus (HIV-2) was found in Paris from West African
patients with AIDS but seronegative for HIV-1. HIV-2 is
predominantly found in a number of West African coun-
tries, including Senegal, Ivory Coast, Gambia, Ghana and
Nigeria. It has spread to other countries that have histor-
ical or other links to the African sources; i.e., France, Por-
tugal, Angola and Mozambique. However, with the ease
of air travel, sporadic cases can appear in any country.
Overall, HIV-2 spreads less rapidly and takes longer to

LTRLTR

gag pol env

gp41 transmembrane protein [env]

gp120 surface protein [env]

p24 major capsid protein (core)

p17 outer matrix protein (core)

p7 nucleocapsid protein (core)
reverse

transcriptase

Fig. 8.2 Structure of HIV-1.
(Top) A schematic representation of the HIV genome (family Retroviridae, genus Lentivirus) shows that it comprises two identical
strands of RNA within a core of viral proteins. Key viral enzymes are reverse transcriptase (viral DNA synthesis), integrase
(integration into host cell chromosome) and protease (viral assembly). The core is surrounded by a protective envelope (env)
derived from viral glycoprotein and membrane from the previous host cell. Components of the envelope are a transmembrane
protein, gp41, and a surface protein, gp120. Abbreviations: gp41—glycoprotein molecular weight of 41000; p24—protein
molecular weight 24 000. (Bottom) A number of genes make up HIV. Gag (group specific antigens) codes for capsid, matrix and
nucleocapsid proteins. Pol codes for reverse transcriptase, protease, integrase and ribonuclease. Env (envelope) codes for a
glycoprotein precursor, gp160, that is cleaved to give envelope structural proteins gp120 and gp41. Although an RNA virus, HIV is
able to produce DNA through its reverse transcriptase enzyme once it infects a cell. The viral DNA then integrates (via integrase)
into double-stranded host DNA to produce the proviral form. Not shown are six regulatory genes (rev, tat, nef, vpr, vpu and vif )
that give HIV a more complex structure compared to the animal retroviruses. LTR—long terminal repeats of the retrovirus.
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develop than HIV-1. The lower viral load associated with
HIV-2 may also explain why it is less likely to be trans-
mitted from mothers to babies.

HIV-1 and HIV-2 are retroviruses (so called because
they transfer the order of information from RNA to DNA)
belonging to the lentivirus genus, which predominantly
affects the nervous and immune systems. Transmission
occurs by one of three routes: (1) sexually—both male to
male and male to female, (2) blood or blood products,
including HIV-contaminated needles and (3) perina-
tally—during birth or from breast feeding. There is
presently no effective vaccine against AIDS. Perinatal
transmission can be reduced by treating the mother with
an antiretroviral agent, avoiding breast feeding and early
weaning. Prevention is also possible through screening
blood (discussed below) and the practice of safe sex.
Treatment options have dramatically improved the
outlook for AIDS. However, less than 10% of those
requiring treatment in developing countries have access
to antiretroviral drugs (Box 8.1).

The urgency and potential implications of the AIDS
pandemic have resulted in many research programs
directed to better diagnostic tests, more effective thera-
peutic regimens and a greater understanding of the viral
biology. The identification of HIV viruses has required
extensive changes to be made in blood screening proto-
cols (see below). In all these areas, rDNA technology is
playing a major role. In the context of the present theme
of laboratory detection, molecular medicine has an
important function to play since opportunistic infections
are the chief cause of death in AIDS. All who have AIDS
will develop infections at some time in their illness. The
pathogens involved include those that normally do not
produce overt disease such as Candida albicans, and the
more exotic organisms that will not usually be seen in
clinical practice, e.g., JC virus, which gives rise to a
demyelinating neurological disorder called progressive
multifocal leukoencephalopathy. In these circumstances,
standard microbiological detection methods often prove
ineffective.

Screening and DNA Testing for HIV
Many commercial ELISA (enzyme linked immuno-
sorbent assay) kits detect antibodies to HIV-1 and HIV-2
(Figure 8.3). They are used to screen those who are at risk
and blood donors. The assays are well standardised with
good sensitivities and specificities. In HIV infection,
screening tests must have the highest sensitivity so that
positives will not be missed. False positives are then
excluded by using a second assay with a high specificity,
e.g., a western blot.

HIV-1 testing by DNA analysis can be directed towards
the gag, env or pol genes of the virus (see Figure 8.2).
Laboratory techniques and detection strategies (algo-
rithms) utilising these sequences have been constructed

Box 8.1 Treatment of HIV/AIDS.
AIDS represents the clinical phase of HIV infection
that by now is well established. Therefore, effective
treatment must be started early and take into consid-
eration a feature of this infection—the rapid devel-
opment of mutant viruses. This occurs because (1)
HIV infection is associated with significant viraemia.
(2) The viral population is very heterogeneous due to
an error-prone reverse transcriptase (unlike DNA
polymerase, which makes few mistakes in the repli-
cation of DNA). Therefore, mutations are constantly
being produced in the HIV genes, and mutant viruses
will form. This, combined with the high viral titres
present, facilitates the development of resistance. The
key to success with AIDS treatment has been HAART
(highly active antiretroviral therapy), which became
available in 1996 and involves the use of multiple
drugs directed to different viral pathways.

Class of Mechanism of Examples
antitretroviral action
drug

Nucleoside and Act as DNA chain Zidovudine (AZT),
nucleotide terminators, thereby lamivudine
analogues inhibiting the 

reverse transcription 
of viral RNA into 
DNA

Non-nucleoside Bind and inhibit Nevirapine
reverse viral reverse
transcriptase transcriptase
inhibitors

Protease Block viral protease Nelfinavir
inhibitors required for making 

the inner core of 
viral particles

Entry inhibitors Block virions from Enfuvirtide
penetrating target
cells

Combination drug therapies involve the use of three
drugs having a synergistic rather than additive effect
on reducing the viral load, and so they delay the
development of drug resistance. Various combina-
tions are used, for example, two nucleoside and
nucleotide analogues with the third drug a non-
nucleoside reverse transcriptase inhibitor or a pro-
tease inhibitor. More recently, a fourth class of drug
with a completely new mechanism of action has been
developed. This involves inhibiting the entry of HIV-
1 into CD4+ lymphocytes. The major questions now
requiring resolution include when to start HAART and
what are the optimal drug combinations (more than
20 drugs are approved by the FDA for treating HIV
infection). Despite the use of HAART, HIV re-emerges
once therapy is stopped, indicating a virostatic rather
than virocidal effect. Better drugs are still needed, but
more importantly, a vaccine that will allow the pre-
vention of HIV-AIDS.
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to optimise sensitivity and specificity and minimise false
positive or false negative results. It has been estimated
that one HIV-1 proviral copy can be detected against 
a background of 105 mononuclear cells in peripheral
blood. Virus isolation is the only other method with com-
parable sensitivity although various problems with this
test exclude it as a routine assay.

Variations of the PCR technique including nested PCR
(see Chapter 2, Appendix) can be used to reduce the false
positive rate, which is due, in most cases, to contamina-
tion of samples or reagents. On the other hand, false neg-
ative results can reflect the presence of inhibitors in the
specimen being tested or chemical substances such as
anticoagulants. Another source of a false negative result
with HIV occurs because of the considerable diversity
found in the viral DNA sequence so that a mismatch
between the usual primer pairs inhibits the subsequent
PCR step. This difficulty can be avoided by use of primer
pair combinations derived from conserved segments of
the viral genome. For the present, serological testing for
HIV-1 and HIV-2 remains the preferred screening method
for at-risk individuals, including blood donors, because
it is fast, relatively cheap and able to be automated (see
also blood screening below).

TRANSFUSION-RELATED INFECTIONS

A number of the important recent viruses have reached
notoriety through their association with blood transfu-
sions. Previously, blood transfusion services based their
donor and blood screening programs on detecting 
antibodies or antigens in the donor or blood supply.
However, this approach has been shown to be inade-
quate, and an important new addition to the screening
protocols is the use of PCR to identify viral DNA or RNA.
The advantages of a NAT assay include (1) higher sensi-
tivity and (2) greater reliability during the window period,
which is the time between a blood donor becoming
infectious and donor screening tests becoming positive;
i.e., seroconversion has occurred.

PCR-based assays for screening blood donations are
used to test (1) pools of donations, for example, 16–24
donations simultaneously, and (2) individual donations.
The former is more rapid and cheaper, but the very rare
case of HIV and hepatitis C virus (HCV) being missed
means the testing of individual donations is the method
of choice. Screening by NAT has a number of potential
drawbacks, including (1) It involves more sophisticated
technology (therefore, trained staff are needed, and tests

HIV - AIDS

ELISA Q-PCR

apart from technical
reason, most false
negatives due to
window period western blot
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immunofluorescence

Confirmatory Test
needed

second sample 
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when Rx starts
predict response to Rx
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false +ve & -ve
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Fig. 8.3 Diagnosis of HIV/AIDS infection.
The ELISA test is the mainstay for routine HIV detection. It is rapid and able to test many samples. It has the disadvantage of both
false positives and false negatives, and so confirmation by a western blot (or second ELISA or an immunofluorescence test) is
essential. Apart from technical and clerical mistakes leading to a false negative result, the most common reason for this type of
error is the window period since it takes between 4–12 or more weeks after infection for antibodies to form. A second
independent sample is then tested to reduce the potential for technical or clerical problems before a definitive diagnosis is made.
Quantitative PCR (Q-PCR) is used to assess viral load, which helps to decide when to start therapy and can be used to monitor
response to therapy.
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are invariably more expensive). (2) Assays are technically
demanding, including the strict requirement to prevent
contamination. (3) Results from NATs take longer than
those from serologic ELISAs (enzyme linked immuno-
sorbent assays). However, in response to a number of
cases of contaminated blood, many blood transfusion
services have opted for NAT testing.

Blood transfusion services screen blood and donors for
a range of infectious agents, e.g., hepatitis B virus (HBV),
HCV, HIV-1, HIV-2 (and in some regions human T-cell
lymphotropic virus types I and II [HTLV-I, HTLV-II]),
syphilis, cytomegalovirus (CMV) and, more recently,
West Nile Virus in the USA. Some screening tests are
undertaken only in selected circumstances; e.g., CMV-
free blood is required for an immunosuppressed patient,
fetus or neonate.

The risks of blood-borne viral infections have dramat-
ically decreased with the implementation of donor 
questionnaires that allow self-exclusion (particularly
important for infections that are not routinely tested for),
donor and blood testing with ELISA and PCR-based tech-
niques. The latter’s sensitivity is several magnitudes
higher than culture or ELISA methods. To exclude the
potential for slow virus transmission (i.e., CJD and vCJD)

through blood, transfusion services have deferred the use
of donors who have lived in the UK over certain time
periods (Table 8.5). Other reasons for deferral include
fever with headaches the week before donation (possi-
bility of West Nile Virus and others) or travel to risk
regions (for example, the possibility of malaria).

Apart from HIV, another success with blood trans-
fusion screening has been HCV. Since the single-stranded
~10kb RNA sequence of the HCV was reported in 1989,
it has been possible to use an enzyme immunoassay to
detect antibodies against a number of viral antigens in
patient testing or blood donor screening. However, the
first-generation immunoassays gave rise to many false
positives. This problem with serological testing was 
overcome by the availability of more sophisticated
second- and third-generation enzyme immunoassays.
Similar to what happens with HIV, the resolution of 
false positive results is undertaken by an additional assay
such as an immunoblot that incorporates multiple viral-
specific antigens. Viral antigens in many of the modern
tests have been prepared by using rDNA expression
systems such as E. coli or yeast (see Chapter 6). In-
determinate or equivocal results can be further evaluated
with PCR.

Table 8.5 Some success stories with screening in blood transfusion services (Goodnough 2003)

Virus Screening Outcomesa

HIV Donor and blood with full-range In the USA, there were 714 HIV cases in the year before testing was implemented. 
tests including NAT. First blood- That number fell to about five cases per year in the next five years after NAT testing
related infections in 1982. started in 1999. Risk of blood transfusion–acquired HIV in the post-NAT era is 

1 :1900000.

HCV Donor and blood with full-range There are serious consequences of blood-borne HCV infection. However, following
tests including NAT. testing protocols, HCV is a rare complication. Risk of blood transfusion–acquired

HCV in the post-NAT era is 1 :1600000.

HBV Donor and blood with third- Risk of blood transfusion–acquired HBV is still relatively high (1 in 220000) although 
generation serologic assays for only about 10% of post-transfusion hepatitis is due to HBV. Unlike HCV, risk of 
hepatitis B surface antigen. chronic liver disease is less with HBV.

CJD, vCJD No useful test available. In the USA, deferral protocols have been in place since 2000; i.e., individuals living in
certain European countries during defined times are excluded. No direct evidence that
blood can transmit CJD or vCJD, although the infection is transmitted with tissues such 
as cornea and pituitary extracts. In the UK, plasma for fractionation is obtained from 
the USA.

West Nile Most useful is NAT for viral RNA. In 2003, 23 cases were reported—resulting in the development in a very short time 
Serologic testing of donors is (2003) of a PCR-based test used to screen all donors. Also included in the donor
not sensitive. questionnaire is history of fever with headaches in the week before donation (yes 

answer leads to deferral).

a It is worthwhile comparing infectious risks of blood transfusions with incompatible blood transfusions with their associated 10% mortality. The 
FDA reports over twice the frequency for incompatible blood transfusion compared to all infections, and in the UK, adverse events related to
incompatible blood transfusions were 10 times higher than for infectious diseases.
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The pathogenesis of many infections, particularly viral
ones, has been deduced from experimental strategies
based on light and electron microscopy, cell culture and
immunoassay. To these research tools can now be added
nucleic acid (DNA, RNA) probes for in situ hybridisation
or NAT. Advantages provided by DNA techniques include
the ability to detect latent (non-replicating) viruses and
to localise their genomes to nuclear or cytoplasmic
regions within cells. Tissue integrity remains preserved
during in situ hybridisation, and so histological evalua-
tion can also be undertaken. Nucleic acid probe tech-
niques or NAT can be manipulated to enable a broad
spectrum of serotypes to be detectable. This is particu-
larly valuable in those emerging infections where the
underlying serotypes are unknown. More recently, the
most powerful application of DNA techniques is 
the ability to sequence whole genomes, and so identify
the pathogen, and from its genomic sequence (1) predict
its role in disease pathogenesis and (2) identify regions
of the genome suitable for NAT-based detection methods.

HOST RESISTANCE
The host’s response to an infection involves a complex
mix of genetic and environmental factors. In humans,
evidence for a genetic component contributing to the
outcome of an infectious disease comes from the obser-
vation that some ethnic groups are more resistant to
infections, whereas others appear to have an increased
susceptibility; e.g., resistance to malaria in black Africans
and susceptibility to chronic carrier state for HBV in
Chinese. Not all exposed to HIV-1 get infected, and those
who do progress to AIDS show different responses. For
example, there can be a rapid progression within 1 to 5
years, or individuals can demonstrate a more benign pro-
gression extending up to 20 years. Because host resis-
tance is likely to represent multiple genetic effects—i.e.,
QTLs (quantitative trait loci), which interact with the
environment—they are difficult to detect and so have
been sought by the usual molecular genetic approaches,
particularly association (case control) studies and the
investigation of candidate genes (see Chapter 4 for further
discussion of this strategy and QTLs).

HIV-1 Infection
HIV-1 targets the macrophages, monocytes and T lym-
phocytes that carry the CD4 cell surface protein. HIV-1
first attaches to CD4 and then the chemokine receptor
CCR5. Once this occurs, the HIV gp41 protein can pen-
etrate the cell membrane, enabling HIV to infect the cell.
In some circumstances, particularly as the disease pro-
gresses, a mutation in the env gene enables a move away

from the CCR5 receptor to the CXCR4 receptor. There-
fore, two host-related genetic factors can influence the
infectivity of HIV-1 in humans. They are (1) chemokine
receptor genes and (2) major histocompatibility complex
(MHC).

CCR5 is a chemokine and functions as a co-receptor
required for HIV to enter cells. CCR5 is highly polymor-
phic, with variants found in different ethnic groups. One
important variant involves a 32bp deletion in the coding
region leading to a truncated protein. It is now known
that homozygotes for CCR5 D32 (approximately 1% of
Caucasians) have significant resistance to HIV infection
because the virus has lost one of its entry points into the
cell. Heterozygotes do not appear to have enhanced
resistance to HIV infection although progression to clin-
ical AIDS is delayed, and viral loads are lower. Other
genetic variants related to CCR5 have been reported to
influence HIV infection and progression (Table 8.6).

The second and probably the more important of the
genetic factors influencing HIV infections came from 
an observation of apparently HIV-resistant female sex

PATHOGENESIS

Table 8.6 Genetic variants in chemokine receptors influencing
HIV infectivity (O’Brien and Nelson 2004)a,b

Variant Mechanism

CCR5 D32 defect decreasing the amount of this
receptor. Homozygotes for this have a strong
resistance to HIV infection (although this is not
absolute). Progression to AIDS is slowed in
heterozygotes.

CCR5 Apart from the 32bp defect, mutations in the
promoter have also been associated with
increased gene function, thereby accelerating the
development of AIDS.

RANTES Mutations in the promoter can affect both
(CCR5 ligand) susceptibility as well as HIV progression,

depending on how RANTES expression is
affected.

CCR2 The variant V64I appears to delay progression of
HIV perhaps by impairing the transition from the
CCR5 receptor to an alternative one (CXCR4).

CXCL12 Variant in the 3¢ end appears to impair HIV entry
into the cell perhaps through the CCR5 to
CXCR4 transition.

a Unlike the protective effect of the CCR5 D32 defect, there is some
controversy about the role played by the other genetic variations
because they have all been identified through genetic association
studies. bTwo other important genes that influence progression from
HIV to AIDS are IL10 and IFNg. These genes produce cytokines that
inhibit HIV replication. Hence, genetic variants that lead to
overexpression of these genes will favour a milder disease, and the
converse occurs with genetic variants that are associated with reduced
expression.
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workers in Nairobi. These women were shown to have a
particular HLA type (HLA A2, HLA A28), and it has been
proposed that this enhanced their resistance through a
better presentation of HIV antigens to T lymphocytes.
Therefore, the virus was more rapidly cleared by the
immune system. Subsequently, there have been many
associations described between HLA types and increased
resistance or greater susceptibility to HIV infection and
its progression to AIDS (Table 8.7).

Another observation involving HLA is that mothers and
children who are mismatched at the MHC are less likely
to have perinatal transmission because immune surveil-
lance is enhanced. However, the HLA protective effect is
not observed if HIV is acquired through breast feeding.
Other HLA associations in AIDS (as well as other infec-
tions) have been reported, including polymorphisms of
interleukins IL4 and IL10 (Table 8.8). Like association
studies in genetic disorders, the reports have produced

many correlations between genetic markers and response
to infections although they often remain controversial.
The confusion that can be found with association studies
is well demonstrated by the HCV example in Table 8.8.

Malaria
Each year there are more than 500 million cases of fal-
ciparum malaria in Africa, and around 1–2 million deaths
will result. A resurgence in malaria reflects socio-
economic factors (poverty, overcrowding), emergence of
mosquitoes that are resistant to insecticides and devel-
opment of drug resistance. The two common forms of
malaria (P. falciparum and P. vivax) produce severe
anaemia, and in addition, P. falciparum is associated with
cerebral malaria, respiratory and metabolic complica-
tions. This differing spectrum is partly explained by P. fal-
ciparum being able to invade a large proportion of red

Table 8.7 The role of the MHC in controlling infectionsa

HLA class Cells expressing this class Peptides recognised Immune response generated

Class I All nucleated cells Those derived from intracellular CD8+ T cells initiate cytotoxic cell 
(HLA A, B, C) pathogens, e.g., viruses response.

Class II Expressed only on antigen- From extracellular and intravesicular CD4+ T cells lead to cytokine production
(HLA DP, DQ, DR) presenting cells, i.e., pathogens, e.g., bacteria, fungi and and promote B cell antibody production.

macrophages, dendritic cells some phases of viral infections
and B lymphocytes

a The MHC (in humans, it is usually called HLA) locus codes for cell surface proteins are important for immune surveillance since T cells do not
respond to foreign peptides from a pathogen unless they are coated (or presented) with MHC proteins.

Table 8.8 Association between HLA type and susceptibility to infection (Carrington and O’Brien 2003)

Infection HLA type Mechanism

HIV Homozygosity for any Faster progression of HIV because a narrower range of HIV peptides is presented for 
type cytotoxic T cell response.

HIV B27 Slower progression of HIV appearing to reflect a super efficient binding of p24 gag HIV 
epitope by those positive for HLA B27.

HIV B57 Slower progression of HIV perhaps because B57 molecules target a wider range of HIV 
peptides involving gag and reverse transcriptase.

HIV B35 Faster progression of HIV secondary to failure of B35 alleles to bind HIV peptides due to 
single amino acid change. Carriers have a more rapid progression, while homozygous 
individuals develop AIDS within half the median time it takes those who are B35 negative.

Malaria B53 Protection from severe infection in West Africa.

Myco bacteria DR2 Increased susceptibility documented in some populations (Asia, India) but not others.

HBV DRB1*1301 and 1302 Protection against chronic HBV through enhanced viral clearance.
(subtypes of HLA DR13)

HCV DQB1*0301 Enhanced clearance of HCV (Europeans and American blacks); however, in American 
whites associated with viral persistence.

DRB1*0101 Contradictory results in relation to association with self-limiting HCV infection or enhanced
clearance.
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blood cells compared to P. vivax, which invades only the
reticulocytes. Another explanation is the mode of entry
of these parasites into red blood cells, with P. falciparum
having a number of different invasion pathways com-
pared to P. vivax, which is able to enter only red blood
cells that carry the Duffy blood group.

Host factors providing some protection from malaria
have been identified. They include single gene effects
seen in haemoglobinopathies such as sickle cell anaemia
or thalassaemia, and the Duffy negative blood group. The
former are explained by suboptimal red blood cell envi-
ronments that do not provide a good milieu for the 
parasite. The Duffy negative blood group has a more
powerful protective effect since it is the receptor by
which P. vivax enters the red blood cell. Thus, P. vivax is
not seen in West Africa because the populations are
Duffy negative.

Hepatitis B
Although vaccination for HBV has made a very signifi-
cant reduction in new cases, worldwide there still remain
about 350–500 million infected individuals. Long-term
complications with this DNA virus occur in about 15%
of those infected and include chronic hepatitis, cirrhosis
and hepatocellular carcinoma. Why some go on to
develop a chronic carrier state is not known, with the
course of the illness after infection very variable. This has
been explained on the basis that it involves the viral
genotype and the host’s immune responses; i.e., follow-
ing acute infection, a vigorous T cell response against the
various viral-specific components (core, envelope and
polymerase) limits the infection. In contrast, those with a
poor cellular immune response are more likely to
develop a chronic carrier state. In this scenario, the MHC
will play a key role since class II molecules from the HLA
complex are critical for T cells to function. Evidence for
an MHC-related effect in hepatitis B infection is pre-
sented in Table 8.8.

Animal Models
Polygenic traits contributing to pathogen susceptibility or
resistance in humans would be difficult to separate into
their individual components because of the genetic vari-
ability in the human genome. However, this can be 
overcome by using different strains of inbred animals,
particularly mice. Since chromosomal segments in the
mouse can be traced to their homologous or syntenic
regions in humans, it becomes possible to identify a
genetic locus or gene in a mouse and then go back to
the corresponding region in the human genome to find
the equivalent gene.

Forward genetic screens (phenotype to genotype) result
from the observation that a particular mouse strain (or
one created by, for example, a chemical mutagen such

as ENU—Chapter 5) has a phenotype that alters the
animal’s expected response to an infection. An example
would be a mouse strain shown to have resistance to
Leishmania donovani infection. From this observation, a
gene was isolated by conventional positional cloning.
The gene was called Nramp1 (now renamed Slc11a1).
Mice with mutations in this gene (particularly G169D)
are resistant to three intracellular pathogens (Mycobac-
terium bovis, Salmonella typhimurium and Leishmania
donovani). This gene is likely to play a key role in infec-
tion since it is exclusively expressed in macrophages, key
cells in the control of the three intracellular pathogens
just mentioned.

A reverse genetic screen (genotype to phenotype) is
exemplified by the transgenic knockout mouse when the
particular phenotype associated with a gene can be con-
firmed by inactivating that gene. One interesting knock-
out involves the removal of the TNFa (tumour necrosis
factor) gene, which leads to a mouse that is very sus-
ceptible to the pathogens M. tuberculosis and L. mono-
cytogenes. A similar susceptibility is seen if the mouse’s
interferon-g gene is knocked out. Both these genes play
key roles in the immune response.

Another strategy allowing a mouse model to be used
for an infection that is found exclusively in humans is to
“humanise” the mouse for the particular host-tropism
that explains the species specificity. An example of this
is the polio virus that does not normally infect mice.
However, transgenic mice that express the human
poliovirus receptor CD155 develop polio if infected
intracerebrally, but not if they are infected orally. In addi-
tion to creating a suitable animal model, this experiment
also indicates that the oral phase of infection with
poliovirus is likely to involve another receptor.

DRUG RESISTANCE

Antimicrobial Drugs
Resistance to antibiotics has always been a concern.
However, new antibiotics in the 1950s–60s temporarily
addressed the problem, and this false sense of security
was reinforced in the next two decades with newer and
more powerful antibiotics. Today, the increasing trend in
antibiotic resistance is alarming, and is not being
matched by new drug development. This led to the World
Health Organization in 2001 developing a plan to
address what has become a global problem.

Resistance to antibiotics occurs by three major mech-
anisms: (1) reduced antibiotic uptake by a cell or
increased efflux from the cell, (2) modification or inacti-
vation of the antibiotic and (3) altering the target for the
antibiotic. The development of resistance may be an
intrinsic feature of an organism, or it may result from
mutations or the acquisition of resistance genes. Transfer
of resistance genes can occur via plasmids or trans-
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posons. The latter represent mobile DNA elements that
can move between plasmids or between plasmids and
chromosomes, thus having the potential to disseminate
widely (and stably) drug resistance genes.

The genes involved in antibiotic resistance are being
characterised, enabling a better understanding of how
this develops and how to detect it quickly by DNA-based
approaches, and finally, identifying strategies by which
the resistance pathways can be bypassed. Apart from the
inappropriate use of antibiotics in medicine, agriculture
and animal feeds (about 50% of antibiotics are used in
the beef and poultry industry!) contributing to the
increasing resistance, other factors involved include
travel and tourism.

Pneumococci are important pathogens in the commu-
nity leading to central nervous system infections, pneu-
monia and otitis media in children. Resistance to
macrolide antibiotics (e.g., erythromycin) in some coun-
tries is reaching alarming proportions; for example, 65%
of Streptococcus pneumoniae are resistant to erythromy-
cin in parts of Asia. Two major mechanisms explain resis-
tance in this organism: (1) Bacteria carrying the ermB
gene can methylate a specific amino acid on the ribo-
some (the site of action for macrolides) and so interfere
with binding of the antibiotic to this region. (2) Bacteria
carrying the mefA gene (an efflux pump gene) can export
out the antibiotic and so protect the ribosome.

Multidrug resistance (MDR) occurs with both anti-
biotics and anti-cancer agents, and refers to the deve-
lopment of resistance to a range of drugs that may 
be unrelated or differ widely in their structure or 
target. Common pathways are seen with MDR. One of 
these involves the P-glycoprotein (MDR1) gene, which is
a plasma membrane–spanning multidrug transporter
protein. One of the most important mechanisms for MDR
is the ability to extrude out the antibiotic (or anti-cancer
drug) from the cell (Figure 8.4). Antibiotic resistance to
many gram negative bacteria (Pseudomonas aeruginosa,
Acinetobacter spp, and the Enterobacteriaceae) occurs
through an efflux-mediated mechanism.

Mycobacterial Infection
Rifampicin occupies a pivotal place in the World Health
Organization’s multidrug resistance program for tubercu-
losis (TB) and leprosy. Despite this, about 3.2% of new
TB cases are caused by multidrug-resistant strains. The
development of resistance has major therapeutic and
public health implications. Since M. leprae grows slowly,
it is essential to confirm the development of drug resis-
tance by alternative means to the traditional culture
approach. Similarly, to avoid the use of what will be inef-
fective drugs (a cost consideration as well as a way to
optimise antimicrobial therapy), the Centers for Disease
Control recommends that resistance patterns for TB
should be reported within 28 days of the specimen being

received. However, this is a challenge because of the
slow-growing M. tuberculosis. Therefore, an alternative
approach is to use molecular diagnostic techniques to
identify resistance genes in the mycobacteria.

Until recently, the use of various drug combinations
selected from isoniazid, rifampicin, ethambutol, strepto-
mycin and pyrazinamide as well as improved living stan-
dards was instrumental in producing a declining
incidence for tuberculosis. However, this is now chang-
ing. The number of new cases is increasing. The tradi-
tional dogma that active cases usually arise from
infections acquired years earlier is no longer applicable
since DNA studies have shown that approximately one
third of active cases in some cities are the result of
person-to-person transmission. Contributing factors to
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Fig. 8.4 Drug resistance pathways involving multidrug
transporters.
Two major classes can be described. The first is the ABC (ATP
Binding Cassette) transporters that utilise ATP to transport
drugs out of the cell. This class is mostly found in eukaryotic
cells and would be predominantly involved in resistance
developing to cancer drugs, although it is also implicated in
drug resistance for a wide range of pathogens. The second
includes a number of families (MFS, SMR, MATE and RND).
They move drugs out of the cell at the same time as they
move in protons or sodium. Members of this class are found
predominately in prokaryotes and would be important in
antibiotic resistance.
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the increase in tuberculosis and the finding of multidrug-
resistant strains are HIV infection, intravenous drug use
and the decline in living standards resulting from politi-
cal changes or war. At the molecular level, the genes
associated with drug resistance are being defined (Table
8.9). To deal with these challenges, modern global strate-
gies directed to tuberculosis (and leprosy) will require
laboratory facilities that utilise state-of-the-art technology
to provide health professionals with accurate information
in an efficient and timely fashion.

Malaria
During the latter half of the twentieth century, chloro-
quine was the drug of choice for treating falciparum
malaria. However, the spread of drug-resistant Plasmo-
dium falciparum, and to a lesser extent Plasmodium
vivax, has made the prophylaxis and treatment of malaria
a global public health issue. Chloroquine-resistant P. fal-
ciparum is present in every major region where malaria
is endemic. Air travel means that drug-resistant strains
can appear in any city. Resistance is now spreading since
the 1950s from a limited number of foci in South East
Asia and South America. The epidemiology is consistent
with multigenic effects, i.e., rare events occurring initially
in South East Asia or South America and then spread-
ing slowly worldwide. In contrast, resistance to
pyrimethamine and proguanil has arisen independently
in many different regions where these drugs have been
used, consistent with a single gene being involved.

The molecular basis for resistance in malaria is slowly
being unravelled, and many genes are now implicated
(Table 8.10). As the molecular defects become more
comprehensively characterised, it will be possible to
predict the drug resistance pattern for various geographic

regions and so optimise drug selection. It might also be
feasible to use other drugs or genetic-based therapies to
bypass the resistance defect in the parasites, allowing the
continuing use of what are cost-effective and relatively
safe drugs such as chloroquine. Another positive devel-
opment in the therapy of malaria is the availability of the
DNA sequence from the genomes of the important
human and mouse malaria parasites. This development
will enable new targets to be found, i.e., genes for meta-
bolic pathways that differ between the parasite and
humans.

HIV
Monitoring response to AIDS drug treatment can be
undertaken by measuring the CD4+ cell count, as well as
the assessment of viral load by Q-PCR. In the USA, about
half the patients are infected with viruses that have some
resistance to drugs. The mutations causing resistance, as
well as their likely modes of action, are well understood
for HIV. They include many single base changes and the
occasional insertions of a few amino acids. Cross resis-
tance, once it occurs, is restricted to drugs within the
same class although all classes of drugs can develop
resistance, which tends to occur slowly over a period of
time (Box 8.1 describes the various drugs). Resistance is
the result of many mutations accumulating within HIV,
although one exception is the M184V mutation in reverse
transcriptase, which alone produces complete resistance
to lamivudine. When plasma viral loads rise despite
therapy, a change in regimen is needed. Because of the

Table 8.9 Drug resistance to mycobacterial infection (de
Viedma 2003)a

Drug Mechanism for resistance

Rifampicin Involves the rpoB gene encoding the b subunit of
the DNA-dependent RNA polymerase. Mutations
in this gene are found in a specific 81bp region.

Isoniazid Involves at least four different genetic loci: katG,
inhA, ahpC and oxyR genes, which affect different
metabolic pathways. One particular mutation
(katG315) has a frequent association with high-
level resistance.

Ethambutol Mutations are found in the embCAB gene
involved in metabolic pathways.

Streptomycin Mutations are found in rrs (coding for 16S RNA)
or rpsL (codes for the ribosomal protein 12S).

a Despite the many resistance-related mutations being identified, some
resistant strains of M. tuberculosis do not have mutations in these
genes.

Table 8.10 Drug resistance to malaria (Le Bras and Durand
2003)

Drug Mechanism for resistance

Chloroquine Impaired uptake of chloroquine by the parasite’s 
digestive vacuole due to mutations in the Pfcrt
gene is responsible for resistance to this drug. 
Mutations in genes Pfmdr1 and Pfcg2 may also 
be important.

Antifolates Mutations in Pfdhfr gene (dihydrofolate 
(pyrimethamine reductase) which is the target of the antifolates. 
and proguanil) Point mutations interfere with inactivation of the 

dihydrofolate reductase.

Sulfonamides Mutations in Pfdhps gene (dihydropteroate 
and sulfones synthase) which is the target of these drugs. 

Mutations interfere with inactivation of 
dihydropteroate synthase.

Sulfadoxine- Through selection of dhfr and dhps mutants.
pyrimethamine

Amino alcohols Unknown.
(quinine, 
mefloquine and
halofantrine)
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cross-resistance within classes, what drug to substitute is
not an easy decision. Assays to detect HIV resistance
include genotypic (detecting RNA mutations) as well as
phenotypic (in vitro viral cultures).

VIRULENCE FACTORS

Streptococcal Virulence Factors
Group A streptococcus (GAS) is responsible for a wide
range of human infections. Virulence factors in this
organism produce a broad spectrum of toxic effects from
antiphagocytic, cellular adherence, internalisation, inva-
sion and systemic toxicity. An important toxin associated
with GAS is now better understood through analysis of
its gene. This is the b haemolysin effect, which was 
difficult to study without DNA technology. The b
haemolysin effect in GAS is due to a powerful cytotoxin
called streptolysin S, which has a very broad toxic effect
on cells and is non-immunogenic. The gene for strep-
tolysin S has now been isolated and is called sag. It com-
prises 9 different contiguous genes sagA through to sagI.
The corresponding gene for b haemolysin in group B
streptococci is cyl and involves 11 contiguous genes.

Helicobacter Pylori Virulence Factors
H. pylori is an important gram negative slow-growing
bacterium that colonises the gastric epithelium and can
lead to chronic gastritis, ulceration and cancer. Infection
is strongly associated with socioeconomic status, with
prevalences >80% in developing countries and much
lower ones (20–50%) in affluent regions. Disease
outcome depends on a number of factors including bac-
terial genotype. Infection with H. pylori can be treated
with antibiotics. However, because it is so common in
some communities, a vaccine approach for prevention
would be more economical and effective. To identify
potential targets for vaccines in this organism, the various
virulence factors have been identified. They include
urease, vacuolating toxin, a cytotoxin and an adherence
factor. The genome of this bacterium was sequenced in
1997, and from this it was possible to understand better
the bacterium’s acid tolerance and genes involved in
pathogenesis. A number of the virulence-producing
genes have been characterised. They include vacA—exo-
toxin-producing vacuoles in epithelial cells associated
with greater risk for ulcers; cag PAI region associated
with the induction of a more intense host inflammatory
response leading to more severe disease in Western pop-
ulations. The significance of cag PAI in the developing
world is less obvious because almost all strains are cag
positive.

CANCER
DNA and RNA viruses cause tumours in humans. Onco-
genic viruses include hepatitis B (DNA), hepatitis C
(RNA)—hepatocellular carcinoma, and papillomavirus
(DNA)—cervical cancer. The Epstein-Barr virus (EBV), a
DNA virus, is associated with the development of both
lymphoid and epithelial tumours.

Hepatitis B Virus (HBV)
The hepatitis B virus is a hepatotropic DNA virus. Its
replication cycle within the liver nucleus leads to the for-
mation of mature virions via reverse transcriptase, and
they are exported from the cell. Alternatively, the newly
formed viral DNA can be recycled back into the nucleus
for conversion to a plasmid form that generates further
genomic transcripts and so maintains a constant intra-
nuclear pool of templates for transcription. The HBV
replication cycle within the hepatocyte is not directly
responsible for liver damage, consistent with the obser-
vation that many HBV carriers are asymptomatic with
minimal liver damage. It has also been observed that
those with immune defects tend to be chronic carriers of
HBV but usually in association with mild liver damage.
Therefore, it has been proposed that liver damage fol-
lowing chronic HBV infection is predominantly the result
of the host’s immune response, in particular: (1) cytotoxic
T cells, natural killer T cells and (2) inflammatory prod-
ucts, including tumour necrosis factor (TNF), free radi-
cals and proteases.

Most primary HBV infections in adults are self-limited
(compare this with hepatitis C virus discussed under
Future). About 5% of primary infections in adults con-
tinue and lead to persistent infection. It is estimated that
about 350 million people worldwide are HBV carriers.
About 20% of chronic carriers go on to develop the
serious complication of cirrhosis. Liver transplantation in
HBV will be associated with a recurrence of the infec-
tion in more than 80% of patients unless preventative
measures are undertaken to reduce the risk for reinfec-
tion. They include the use of hepatitis B immune globu-
lin and an antiviral agent such as lamivudine that is also
used for treating AIDS (see Box 8.1). Another serious con-
sequence of chronic HBV infection is hepatocellular 
carcinoma, with carriers being 100 times more likely to
develop this than non-carriers. Those who are HBeAg
positive carriers are particularly at risk, which is not sur-
prising since this serologic marker is associated with high
HBV titres. Despite the HBV genome being sequenced
and characterised, it is disappointing that even today
there is incomplete understanding how this DNA virus
leads to the development of hepatocellular carcinoma.
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Papillomavirus
Papillomaviruses are DNA viruses that exhibit species
specificity and induce hyperplastic epithelial lesions as a
result of infection. Cervical cancer is the second most
common cancer in women worldwide, and there is 
now unequivocal evidence implicating certain types of
human papillomavirus (HPV) as the primary cause of cer-
vical cancer and its precursor, cervical intraepithelial
neoplasia. HPV is acquired mainly through sexual activ-
ity. More than 80 types of HPV have been identified, and
about 40 can infect the genital tract.

Cervical cancer begins as a preinvasive neoplastic
change in cells (histologically described as CIN—
cervical intraepithelial neoplasia). This may regress,
remain unchanged or progress to an invasive malignancy.
Human papillomavirus has been implicated in the
various stages of cervical cancer with different types cor-
relating with the histological findings. Human papillo-
mavirus has more recently been implicated in anal
cancer (particularly in those who are HIV positive),
penile, laryngeal and oral cancers. Human papillo-
mavirus–related skin cancers can be found in the
immunosuppressed.

Human papillomaviruses induce cellular transforma-
tion and may also interact with other viruses, oncogenes
or carcinogens to bring about neoplastic changes. The
virus is not the sole factor in the progression to invasive
cervical cancer (Figure 8.5). The E6 and E7 oncoproteins
code for proteins essential for viral replication in HPV
types 16 and 18. E6 binds to and inactivates TP53,
thereby disrupting a key cell cycle checkpoint (see Figure
4.13). The E7 oncoprotein binds to and inactivates
retinoblastoma gene products, leading to further uncon-
trolled cell cycle progression.

The various types of human papillomaviruses can be
distinguished on the basis of their DNA sequences. Com-
parisons between histological findings and viral types

have enabled classification into three groups—low, inter-
mediate and high risk (Table 8.11). Commercial kits
based on PCR assays are now available to identify most
of the high-risk HPVs. This test is considered to be very
sensitive. However, as mentioned previously, a DNA test
indicates only the presence of viral DNA. It cannot
predict whether the infection is active or transient.
Hence, the suggestion that HPV DNA testing would
replace the traditional Papanicolaou smear is incorrect,
particularly in young women who are more likely to have
a transient HPV infection. However, used in conjunction
with the Papanicolaou smear, the papillomavirus DNA
screen will be helpful if there is a suspicious result, or
this combination might become the preferred method for
screening women over 30 years of age. In this way the
combined tests will increase the overall sensitivity of
screening, and so increase the interval between testing.

Epstein-Barr Virus (EBV)
EBV is a ubiquitous human herpes virus that infects most
adults. After being infected, the individual remains an
EBV carrier for life. In developing countries, primary EBV
infection is asymptomatic and occurs early in life. In
developed countries, the primary infection is delayed
until adolescence or adult life, when it manifests as infec-
tious mononucleosis. An in vitro characteristic of EBV is
its ability to immortalise lymphocytes, an application that

Normal
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HPV
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Cervix
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Cancer
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HPV Infection

transient persistent

Fig. 8.5 Human papillomavirus (HPV) in cervical infection.
Similar to what has been described for colon cancer, the development of cervical cancer is a staged process predominantly 
in response to infection with HPV. Infection can be transient (and so reversal of the HPV effects on cervical epithelium is
possible), but once HPV infection is persistent, it can lead to pre-cancerous lesions that can progress to cervical cancer. Other
factors associated with the development of cervical cancer include early sexual activity (<16 years of age), >4 sexual partners, 
and a history of genital warts. Other independent risk factors that might interact with the HPV include HIV infection,
immunosuppression and cigarette smoking.

Table 8.11 Classification of HPV types and their risk for cervical
cancer (Munoz et al 2003)

High-risk HPV Indeterminate-risk Low-risk HPV
(probable high risk) HPV

Types 16, 18, 31, Types 34, 57, 83 Types 6, 11, 40, 42, 43,
33, 35, 39, 45, 51, 44, 54, 61, 70, 72, 81, 
52, 56, 58, 59, 68, CP6108
73, 82, (26, 53, 66)
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is very useful in the research laboratory to provide a per-
manent supply of a particular cell line (or an unlimited
source of DNA). In the immortalised lymphocyte, EBV
does not replicate but remains as multiple extrachromo-
somal copies of the circular viral DNA genome in the
cell. Latent infection with EBV is accompanied by the
expression of a set of viral latent genes. These genes and
their respective proteins are well characterised and
include (1) six nuclear antigens: EBNAs 1, 2, 3A, 3B, 3C
and LP; (2) three latent membrane proteins: LMPs 1, 2A
and 2B and (3) EBERs 1, 2—small, non-polyadenylated
non-coding RNAs.

Inappropriate expression of EBV latent genes leads to
tumour development. Tumours in which EBV is found
include Burkitt’s lymphoma, post-transplant B cell lym-
phoma, Hodgkin’s disease and nasopharyngeal carci-
noma. In each, various latent genes and proteins will be
detected. Two important ones (these are always present

in the laboratory-transformed lymphoblastoid cell lines)
are EBNA2 and LMP1. The former is a transcriptional 
regulator; hence, inappropriate expression of this gene
will have far-reaching effects on cell proliferation. LMP1
in experimental studies behaves as an oncogene.
Nasopharyngeal carcinoma is a tumour that is predomi-
nantly found in China and South East Asia. The latency
genes EBNA1, EBERs and LMP1 are frequently found in
this tumour. A recent study used Q-PCR to quantitate
EBV-specific DNA (in the form of EBNA3 and LMP1) in
the plasma and tumours from nearly 100 patients with
nasopharyngeal carcinoma. This study showed that the
amount of EBV DNA in the plasma correlated closely
with the stage of the cancer with the most DNA found 
in tumours that had metastasised. The authors (Lin et al
2004) suggested that monitoring for EBV DNA in the
plasma was an effective way to predict outcome to 
treatment.

EPIDEMIOLOGY

Conventional typing of pathogens based on their pheno-
types (phage susceptibility; biochemistry, antigen pro-
files; antibiotic resistance; immune response; fimbriation;
etc.) is not always successful in epidemiological studies.
A changing spectrum of infectious agents, particularly in
the immunocompromised host and in hospital outbreaks,
has meant that newer epidemiological approaches are
required to complement or replace the more traditional
methods. Five strategies based on characterisation of
pathogen-derived DNA or RNA are useful in these cir-
cumstances: (1) nucleic acid hybridisation, (2) plasmid
identification, (3) chromosomal DNA banding patterns,
(4) PCR and (5) sequencing.

ANTIGENIC VARIATION

Influenza A
The three RNA influenza viruses (A, B, C) are distin-
guished by their internal group-specific ribonucleopro-
tein. Only influenza A and B are medically significant
since epidemics or pandemics have not occurred with
influenza C. Influenza A has the potential to produce
pandemics because it infects other species apart from
humans (for example, birds, pigs and horses). In contrast
is influenza B, which infects only humans, and so its
antigenic structure does not become sufficiently different 
to cause pandemics. Influenza A viral envelope has 
two important antigenic glycoproteins—haemagglutinin
(HA—composed of 15 different types) and neu-
raminidase (NA—9 different types) (Figure 8.6). Although

the envelope antigens are capable of producing many
different combinations (as seen in water birds), a smaller
number are found in humans (Table 8.12). To date, only
a limited number have been implicated in human-to-
human spread (H1N1, H2N2, H3N2, H1N2, H5N1,
H9N2 and H7N7).

As the influenza A virus passes through its hosts, the
most important of which in terms of global spread are the
water birds, it undergoes genetic changes that are of two
types: (1) Genetic (antigenic) drift—new viral strains fre-
quently result from the accumulation of point mutations
in the surface glycoproteins (HA and NA). These muta-
tions are occurring continuously over a period of time.
The new strains produced are antigenic variants that nev-
ertheless remain related to viruses from preceding epi-
demics. Thus, they can avoid immune surveillance in
those who have developed immunity, and so outbreaks
occur. Because some immunity is still present, only epi-
demics result. (2) Genetic (antigenic) shift—this results
from an abrupt major change in antigenicity of the HA
protein or the HA and NA protein combination. Either
this is the result of a novel HA alone, or in combination
with a novel NA. This virus is antigenically distinct from
previous ones and has not arisen from them by mutation.
It is likely that the sources of the new viral gene are water
birds that have a large reservoir of different HA and NA
genes. They then get into humans via other animals such
as pigs or directly from chickens such as occurred with
the H5N1 virus discussed below. The new viral subtype
is the precursor to a pandemic because populations have
never been exposed to it before (Figure 8.7).
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Avian Influenza (Avian Flu, Bird Flu)
A contemporary worldwide threat to health is the large
avian flu epidemic (influenza A—H5N1) presently infect-
ing chickens across many South East Asian countries and
mainland China. In 1997, the first cases of human infec-
tion from exposure to sick birds or their droppings were
reported in Hong Kong. Eighteen patients were admitted
to hospital and six died. Fortunately, the culling of more
than a million chickens controlled this particular out-
break. Since then, there have been other human cases,
with the most recent reported in Vietnam and Thailand.

Lipid membrane

Haemagglutinin

M protein

RNA

Neuraminidase

Fig. 8.6 Structure of the influenza virus.
This RNA virus has two key surface glycoproteins: (1) haemagglutinin (HA), which facilitates the entry of virus into host cells
through attachment to sialic acid receptors, and (2) neuraminidase (NA), which is involved in the release of progeny virions from
infected cells. The HA is the major determinant against which are directed neutralising antibodies and so also the target for
influenza vaccines. In contrast, the NA is an important target for antiviral agents.
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Fig. 8.7 Important animal-to-human and human-to-human
influenza outbreaks.
Since the 1918 pandemic, a number of important outbreaks
have been recorded (subtypes and dates are given as well as
hosts involved). The hosts include water birds, chickens, pigs
and humans. A worrying trend is the increasing number of
new subtypes in humans, as well as an expanding animal
involvement since 1997.

Table 8.12 Species range and types of the influenza A
glycoproteins

Animal Haemagglutinin Neuraminidase

Water birdsa H1–H15 N1–N9

Humansb H1–H3, H5, H7, H9 N1, N2, N7

Pigs H1, H3 N1, N2

Horses H3, H7 N7, N8

a Wild birds do not usually develop an illness following infection with
influenza A. However, domestic birds (chickens, turkeys) can get severe
infections, with mortality in some cases (such as the H5N1 subtype)
nearing 100%. b Subtypes that currently infect humans are H1N1,
H1N2 and H3N2.
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By late 2004, 44 humans had contracted the avian flu,
and 32 of them had died (73% mortality if the infected
person was ill enough to be admitted). The “Spanish”
(H1N1) flu epidemic in 1918 killed over 20 million
people. However, mortality associated with this infection
was estimated to be 2.5%, and so considerably less than
what is being seen with H5N1 avian flu. It is possible that
there have been milder cases of the H5N1 flu that have
gone unrecognised, but this worrying comparison as well
as the broadening host range for the H5N1 virus (par-
ticularly the involvement of the pig) remain important
global concerns.

In contrast to the common human influenza virus
(H3N2), which is highly contagious but rarely lethal, the
avian flu in chickens is a particularly virulent type that
can kill rapidly and that causes widespread organ
damage. On the other hand, it is not easily transmitted
from birds to humans or human to humans. So far only
two probable cases of human to human transmission
have occurred. However, swapping of genetic material
should an individual be co-infected with both might
produce a hybrid H5 (avian flu) N2 (human flu) virus with
devastating effects. Another way for this mixing to occur
(called reassortment) would involve an animal such as a
pig being simultaneously infected with both the human
influenza virus and the bird flu virus. This mixing might
produce a new virulent virus if it had human genes
(allowing human-to-human spread) and lethal genes
from the bird virus. DNA sequencing of the viral genome
from various outbreaks has shown: (1) Viruses from 1997
and 2003 Hong Kong infections have mutated; i.e., their
DNA sequences are different. (2) Viruses from the most
recent Vietnam and Thailand outbreak show that the virus
is resistant to two of the four antiviral agents available.
(3) Fortunately, the genes remain of bird origin; i.e., the
virus has not acquired genes from human influenza virus,
the precursor to a pandemic.

Other outbreaks of bird flu recently reported show sub-
types H7N3, H5N2, H7N2, H2N2. These outbreaks have
involved poultry in various parts of Canada and the USA.
The H7N3 infection resulted in two humans getting a
mild flu-like illness following exposure to sick poultry.
One person died in New York in late 2003 from an
H7N2-type influenza A infection although details of how
this occurred are not known. The culling of many birds
has controlled the risk of avian flu to humans, but the
virus continues to re-emerge in poultry in several Asian
countries, with a suggestion that H5N1 might be increas-
ing in pathogenicity and becoming more widespread.
Close surveillance by the WHO, the CDC and other
bodies continues. Another concern is that clinical fea-
tures and travel history of individuals who might have
SARS (discussed below) and flu virus H5N1 are similar.
Hence, vigilance by health professionals and airport
monitoring continues, particularly in those with a travel
history and respiratory symptoms suggestive of these

infections. In this unpredictable environment, the value
of rapid DNA-based diagnostics is obvious.

Vaccines
Characterisation of the different viral types and their
mode of development depends on the analysis of the HA
and NA amino acids, and more recently, the sequencing
of the single-stranded RNA genome of this virus. For this
purpose, the WHO has a number of collaborating centres
that sequence (by RT-PCR) various viral strains, particu-
larly the HA and NA genes, to monitor the changes as
they occur. The ability to identify the functional compo-
nents of the viral ribonucleoprotein complex and then
produce these by rDNA means will provide a potential
source of antigens for immunisation programs.

Another contribution from molecular medicine has
come in developing a vaccine to the potentially serious
avian flu virus. Normally, influenza vaccines are pre-
pared in chicken embryos, but since H5N1 is very lethal
to chickens, it cannot be grown in this way. An additional
step is necessary using recombinant DNA means to take
out the H5N1 genes required for the vaccine and place
them in a less toxic laboratory virus that will grow in the
chicken embryos.

TAXONOMY

Echinococcus
Worldwide, the tapeworm Echinococcus granulosus is 
an important public health problem leading to the devel-
opment of cysts in many body organs (hydatid cyst
disease). An interesting feature of this parasite is the phe-
notypic heterogeneity observed in the various isolates,
including those obtained from different intermediate
hosts such as sheep, cattle, goats and camels. The para-
site’s variability has made it more difficult to understand
its life cycle, to distinguish pathogenic from non-patho-
genic types and to determine the best approaches to
treating animals that are carriers. However, these issues
are now less problematic, with DNA studies providing a
more objective way to distinguish the different types,
including the potential to distinguish the parasites in their
intermediate hosts, making it possible to determine
which parasitic strains are more likely to be infective for
humans.

The DNA-based taxonomic classification of Echino-
coccus has identified nine different genotypes (G1–G9).
Some of these genotypes are found in particular animal
intermediate hosts; for example, G1 is the sheep form;
G2, Tasmanian sheep; G6, camel; G5, cattle; and so 
on. The horse strain (G4) is not infective to humans.
Another strain (G8) is associated with E. granulosus infec-
tions in Alaska and was not considered to be highly 
pathogenic until DNA analysis of a severely affected 
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individual showed that this was not the case (Box 
8.2).

Anopheles
Anopheles are insects that are medically important
because of their association with malaria, filariasis and
arbovirus infections. There are nearly 500 recognised
species of the Anopheles mosquito. However, only a
small number are vectors for human diseases. The impor-
tance of being able to identify them is illustrated by a
mosquito eradication program in Vietnam that failed
because the wrong mosquito was targeted. This error was
discovered by DNA typing, and it occurred because the
female forms of different strains in that particular geo-
graphic region were difficult to distinguish, and so a non-
vector form of mosquito was mistaken for one involved
in the spread of malaria.

Taxonomic classification of these mosquitoes relies on
the traditional morphology, to which has been added
chromosome analysis, and DNA markers. Recently, the
publication of the complete genome sequence for
Anopheles gambiae has opened up a new source of

information that will allow even better characterisation
of the Anopheles mosquito. There is also the potential 
for microarray studies of gene expression to understand
better the mosquito’s metabolic pathways and so expand
the options for therapeutic targets.

Fungi
Fungi are eukaryotes that belong to a separate kingdom
from plants and animals. They are ubiquitous in the envi-
ronment and, in addition, have many commercial appli-
cations. In humans, infections caused by fungi (mycoses)
can be superficial (e.g., skin, hair, nails) or deep (e.g.,
pneumonia, systemic infection, septicaemia). At particu-
lar risk are the immunocompromised for whom mycoses
can be life-threatening. Treatment options in fungal 
diseases are limited. Until recently, there were few 
medically important fungi. Today, many new infectious
opportunistic fungi are emerging.

The large diversity in fungal morphology, their eco-
logical habitats and the wide spectrum of clinical con-
sequences have complicated diagnostic approaches and
our understanding of infections caused by these organ-
isms. An important objective in studying fungi is to
deduce evolutionary comparisons and, from them, deter-
mine relatedness. Fungal phylogenetics relies on param-
eters described earlier such as morphology, biochemistry
and staining characteristics. In addition, life cycles (e.g.,
morphological appearances, particularly of the sexual
reproductive structures) provide additional sources of
information for comparison. However, traditional typing
methods are not always helpful or sensitive enough and
even life cycles can be uninformative; e.g., the presence
of asexual forms of Coccidioides immitis has made clas-
sification particularly difficult.

An early breakthrough in fungal taxonomy based on
DNA typing was the finding that Pneumocystis carinii, a
very common and serious infection in AIDS as well as in
other immunocompromised patients, is a fungus and not
a protozoan as considered initially. Culture of human-
derived P. carinii was always difficult. Its life cycle and
metabolic processes were poorly understood. However,
based on rRNA and DNA sequence comparisons, this
organism is now considered a fungus. Today, there are
new opportunities in fungal research as a result of the
number of organisms that have had their genomes
sequenced. This started with the S. cerevisiae yeast
genome project that was completed in 1996, and there
are many others in progress.

Genomics approaches are now very much part of basic
research into fungi, and so microarrays (both genomic
and protein) are being applied to study important
pathogens. By cataloguing the gene profile of these
organisms, it is expected that virulence pathways can be
identified and then targeted by specific therapies. In an

Box 8.2 Hydatid disease in Alaska (McManus
et al 2002).
Hydatid disease caused by Echinococcus granulosus
has two different forms in North America: (1) Domes-
tic (pastoral)—dogs are definitive hosts, and typical
intermediate hosts are sheep. Humans get infected
through exposure to E. granulosus eggs shed by the
dogs. (2) Sylvatic—this is found in higher latitudes,
and the corresponding hosts are wolves or sled dogs
and moose or reindeer. Based on experience of
hydatid disease in Alaska, treatment of the sylvatic
form is usually conservative rather than surgery since
the natural history of hydatid disease in the higher 
latitudes is fairly benign. Therefore, it was surprising
when two patients developed a severe form of hydatid
disease in Alaska. One explanation for this different
clinical profile was infection from some other geo-
graphic region (both had visited the lower United
States). However, in one patient, DNA analysis of the
E. granulosus showed that it was the G8 genotype,
i.e., what would normally be found in Alaska. 
This was confirmed by showing that a number of
infected moose carried the identical strain. The case
provides further understanding of the G8 variant of 
E. granulosus, which normally follows a relatively
benign natural history, but in some unusual cases (for
reasons as yet unknown) it can produce severe
disease. Until DNA analysis became available, this
level of understanding of hydatid disease would not
have been possible.
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epidemiologic sense, an understanding of virulence
pathways facilitates the investigation of disease out-
breaks, particularly nosocomial ones, since it allows a
mix of organisms that are likely to be present to be accu-
rately typed and, from this, determine which strains or
subtypes are responsible for the infection.

NOSOCOMIAL INFECTIONS
Nosocomial (hospital acquired) infections include blood-
stream infections, pneumonia, ventilator-associated
pneumonia, intra-abdominal sepsis, wound infections
and infections in immunocompromised patients.
Pathogens causing these infections are often resistant to
many antimicrobial agents. Suboptimal treatment within
the hospital environment only exacerbates the problem
of drug resistance. In one study of intensive care patients,
the effect of bloodstream (bacteraemia and septicaemia)
nosocomial infections increased the stay in intensive care
units as well as the associated financial costs.

It is important in nosocomial infections to have
methods to type pathogens to enable their source(s) and
mode of spread to be identified. A composite of DNA
polymorphisms will provide a unique DNA pattern for
an individual person. DNA fingerprinting, as it is popu-
larly known, is now well established in forensic practice
(see Chapter 9). The DNA/RNA profile of infectious
agents is similarly being exploited for diagnostic or epi-
demiological purposes. DNA markers can be selected
from a conserved region of the microbial genome if less
discrimination is required. On the other hand, choosing
a DNA probe from a highly variable (i.e., polymorphic)
region of the genome will allow discrimination between
closely related organisms. The ultimate in DNA finger-
printing is now available in infectious diseases, and this
is the use of DNA sequencing including the option to
sequence the pathogen’s entire genome.

Legionella
Legionella spp. are ubiquitous bacteria present in domes-
tic and industrial water systems, tanks and other sources
of pooled or collected water. About 45 different species
of the genus Legionella are described. It is now consid-
ered to be a relatively common pathogen involving both
community acquired as well as nosocomial legionellosis.
Infection with this organism is easily overlooked because
traditional diagnostic tests are not sensitive enough, par-
ticularly with species other than the common L. pneu-
mophila. Although air conditioners and cooling towers
are recognised sources of this organism, more recently
the finding of Legionella spp. in drinking water provides
another explanation for sporadic or larger outbreaks.

Legionella spp. are found in the water supply of many
hospitals. In one study, 17 of 20 hospitals tested were
positive, and genotyping showed that each hospital had
its own different Legionella spp. It is considered that
water-borne Legionella causes infection when contami-
nated aerosols are inhaled or there is aspiration of 
contaminated water. The link between hospital water
supplies and various other types of nosocomial infections
is slowly growing as DNA typing provides the evidence
for similarity between the infecting organisms and those
found in the water supply (Table 8.13).

A proportion of cases with Legionnaire’s disease is
considered to be nosocomial in origin. Both sporadic
cases and outbreaks of this respiratory disorder have
been reported. The organism (e.g., L. pneumophila) is dif-
ficult to grow, and so it is frequently necessary to obtain
bronchial aspirates or lung biopsies for direct detection.
Serological testing is the mainstay of diagnosis although
a number of DNA-derived tests are now being devel-
oped. These tests can utilise DNA hybridisation with
probes that are often rRNA-specific. Another useful rDNA
approach to fingerprinting bacterial genomes such as
Legionella spp. is pulsed field gel electrophoresis (PFGE).

Table 8.13 Water supply and nosocomial infections (Merlani and Francioli 2003)

Organism Traditional sources of infection New source of infection from DNA analysis

Pseudomonas In intensive care units, P. aeruginosa infections Genotyping of the organisms showed in some studies that
aeruginosa can originate from the endogenous gut flora the taps in the patients’ rooms were the source of infection 

of the patients. in more than a third of cases.

Mycobacteria spp. Non-TB forms of mycobacteria can cause a Non-sterile ice and the inappropriate uses of tap water
wide range of infections including abscesses (rinsing of instruments) have been shown by DNA typing 
from the use of catheters or endoscopes, the to be another source of these infections.
surgical sites or sites related to dialysis.

Fungi Aspergillus is a life-threatening infection in In a three-year prospective study, aspergillus was detected 
immunosuppressed patients and is thought to in a hospital’s water system. Higher titres were found in 
be caused by fungal particles in the air. bathrooms. Genotyping one isolate of Aspergillus fumigatus

from an infected patient showed that this fungus was the 
same as isolates recovered from the shower wall in the
patient’s room.
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The technique allows large segments of DNA to be sep-
arated by using restriction enzymes such as NotI and SfiI
that digest DNA very infrequently. The upper limit for 
resolution in conventional DNA gel electrophoresis is
approximately 30kb, whereas for pulsed field gel elec-
trophoresis it is approaching 10Mb (10 ¥ 103 kb). Pulsed
field gel electrophoresis has been particularly attractive
in microbiological work because the genomes of infec-
tious agents are relatively small. For example, total DNA
from Legionella spp. can be cleaved into a limited
number of fragments (5–10 with NotI, depending on the
strain), and these fragments or fingerprints can be directly
visualised from an ethidium bromide stained gel, thereby
avoiding the requirement for a DNA probe and a hybridi-
sation step. However, the technique is very demanding.
Not surprisingly, PCR-based approaches are increasingly
becoming the preferred method for DNA fingerprinting.
Typing of Legionella spp. for epidemiological purposes
follows similar strategies.

Methicillin Resistant Staphylococcus Aureus
(MRSA)
The first isolate of methicillin resistant S. aureus was
reported in 1961, one year after methicillin became
available. This was followed by the emergence of 
vancomycin-resistant MRSA in 1996. MRSA developed
when S. aureus acquired a large segment of DNA (called

SCCmec) that integrated into the S. aureus chromosome.
This segment of DNA looks like an antibiotic “resistance
cassette” because it contains genes for b lactam resis-
tance and genes for resistance against non–b-lactam
antibiotics. Vancomycin resistance is thought to have
occurred with the emergence of a strain of S. aureus that
had a thickened cell wall, thereby preventing the van-
comycin from getting into the pathogen.

Antibiotic-resistant S. aureus is an important and fre-
quent cause of nosocomial infections in hospitals. When
this occurs, infection control protocols need to identify
the source(s) of the methicillin-resistant S. aureus and
then determine whether there has been a breakdown in
infection control practices so that more effective preven-
tative measures can be implemented in future. For the
above to occur, the different bacterial subtypes need to
be distinguished. Phage typing has been the traditional
tool in epidemiological studies involving S. aureus.
However, this method has poor reproducibility, it is not
able to type all isolates and it is impractical for most lab-
oratories since it requires a large number of phage stocks
to be maintained. Phage typing is now being replaced by
DNA-based tests. Like the example of Legionella, MRSA
typing can involve a wide range of techniques from PFGE
to PCR. Although these techniques are often more dis-
criminatory than the traditional approaches, they now
need to be standardised to allow better inter-laboratory
comparisons to be made.

EMERGING INFECTIONS

Emerging infections describe infections that are newly
identified or whose incidence in humans has significantly
increased in the past 20 years. Many factors contribute
to the emerging infections, including (1) changes in
human behaviour, (2) globalisation (i.e., increased travel,
tourism), (3) technologic advances, economic develop-
ment and changes in the environment and (4) lapses in
public health measures including those resulting from
poverty and war. Very few of the emerging infections rep-
resent novel pathogens. Most are the result of a change
in the epidemiology or virulence of a pathogen, or sec-
ondary to microbial adaptation. Important sources of
emerging infections are animals.

ZOONOSES
In the past, the emergence of infectious agents reflected
changed patterns of human movements that disrupted
traditional geographical boundaries. For example, yellow
fever is thought to have emerged in the New World as 
a result of the African slave trade, which brought the 
mosquito Aedes aegypti in ships’ water containers. More
recently, Aedes albopictus, a potential vector for dengue

virus, has become established in the USA following its
conveyance from South East Asia in old car tyres. With
this, the threat of dengue in the North American conti-
nent has become real. Most emergent viruses are
zoonotic; i.e., they are acquired from animals, which are
reservoirs for infection. Thus, completely new strains are
less likely than the appearance of a virus following a
change in animal reservoirs. This is particularly relevant
to the modern world where the consequences of easy
migration, deforestation, agricultural practices, dam
building and urbanisation are making, and will continue
to have, a major impact on the ecology of animals. At
the same time, humans have increasingly populated rural
areas and are pursuing more outdoor recreational activ-
ities. There is also a growing trend for keeping exotic
animals as household pets. Changes in global climate
may also contribute directly, through their effects on 
vegetation, insect and rodent populations.

Table 8.14 lists a number of zoonoses that have
become established as new infectious diseases or are
emerging as problems for the future. Some of them are
newly acquired in the West, whereas others remain
endemic to specific countries. In many cases, molecular
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Table 8.14 Examples of zoonoses and new human infections

Pathogen Clinical problems Epidemiology Emergence Role of DNA technology

West Nile Virus Febrile illness complicated Transmitted by mosquitoes; Isolated in 1937 from NAT is used to screen
by meningoencephalitis, blood or organ donation; Uganda and found in blood donors and is

RNA weakness and paralysis. pregnancy, lactation; infected many parts of the world. potentially useful for
Flavivirus related needles or laboratory Appeared in the USA in immunosuppressed
to Yellow fever; specimens. The virus is 1999 and has rapidly individuals who cannot
Japanese maintained by a bird- spread across North mount an antibody 
encephalitis mosquito-bird cycle. America. response for serologic 

testing.

Monkeypox virus Self-limited febrile illness Primary animal reservoir is Recognised in 1958 and DNA characterisation 
with vesiculo-pustular the rat. remained localised to helped in identifying this

DNA virus related eruptions. Can be confused Africa. In 2003, outbreak virus as monkeypox.
to smallpox with more serious illnesses. in Midwest USA shown 

to be monkeypox.
Traced back to rats 
imported from Africa 
to which native prairie
dogs were exposed and
became infected and
then infected humans. 
Appears to be contained.

Ebola Haemorrhagic fever in Example of increased First isolated in 1976  PCR-based assays for 
humans (mortality 20– human-to-animal contact from Sudan and Zaire. rapid and sensitive 

RNA filovirus 100%) in tropical forest. Animal Since then, sporadic diagnostic tests 
host remains unknown outbreaks have occurred. described.
(bats are suspected). Remains isolated to 

Africa.

Lassa fever Haemorrhagic fever with Rats infect humans (by Endemic in West Africa Nil
20% having severe contact or if eaten). Virus since 1950s.

RNA virus multisystem disease. excreted in human urine/
semen for months after
infection.

Hantavirus Haemorrhagic fever with Infection occurs through Isolated in 1979 in Korea. The types of Hantaviruses
renal syndrome and exposure to rodent excreta. Now established within in different locations 

RNA virus pulmonary syndrome the Eurasian continent. show a close relationship 
(severe disorders). Outbreaks in the USA in to their rat host. But now 

1993 and 1998 thought shown by DNA analysis
to be due to climatic that hantaviruses can 
changes, increasing jump from one rat species 
vegetation and so an to another. This will make 
increase in the rodent it more difficult to know 
population. Now from studying the rat 
established throughout populations if a particular 
North Central and South type is likely to be 
America. virulent.

Lyme disease Early non-specific malaise Tick (Ixodes spp.) transmitted First recognised in the DNA characterisation 
can be complicated by disease. Mice, rodents and USA in 1957; since then useful for epidemiologic 

Bacterial arthritis, neurologic and birds are the intermediate reported in many purposes and to explain 
spirochaete cardiac problems. hosts. countries. different clinical features 
Borrelia in various countries.
burgdorferi

HIV Serious acquired Cross-species transmission Evidence for the link DNA technology has been
immunodeficiency from non-human primates between non-human helpful in all phases of 

RNA lentivirus disorder. followed by human-to- primate and human this particular disease 
human spread. disease includes (1) from diagnosis to 

similar viral genomes, prognosis (in terms of viral
(2) prevalence in the load determination and 
natural host, (3) detection of viral 
geographic co-location. resistance).
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medicine offers little to current management including
diagnosis, although much knowledge about these infec-
tions has come from analysis of the organisms’ DNA or
RNA. However, the potential for spread of any disease is
high because of international travel or the mass disloca-
tion of large populations following civil unrest. There is
also an increasing awareness that a number of pathogens
could be used for bioterrorism. Some of the zoonoses
associated with a viral haemorrhagic clinical picture can
be confused with other clinical infections including
malaria, leptospirosis and Neisseria meningitidis, and in
these potentially fatal conditions, a rapid screening test
is essential. In terms of bioterrorism and the differential
diagnosis of haemorrhagic fevers, PCR (NAT) based
assays are presently the only options with the potential
to allow rapid and sensitive diagnostic tests to be 
developed.

SARS
SARS (severe acute respiratory syndrome) attracted a lot
of publicity and provoked fear in 2003. It has been
described by some as the first pandemic of the twenty-
first century since it involved over 8000 patients and
caused more than 800 deaths in 30 countries on five con-
tinents (Peiris et al 2003). The economic impact of this
infection in Hong Kong was estimated to be nearly US$6
billion. SARS also represents a contemporary paradigm
that illustrates the value of molecular-based DNA
approaches in dealing with a serious emerging infection.
The journal Science acknowledged the impressive work
undertaken to control SARS, citing it as the outstanding
achievement of the year: “SARS: a pandemic prevented”
(see Table 1.1). A chronology of events in the SARS story
is given in Table 8.15.

Traditional approaches such as viral culture, electron
microscopy and serology played a key role in character-

ising the SARS virus now shown to be a coronavirus
(CoV). Nevertheless, the molecular approach enabled the
following key information to be obtained in a very short
time frame:

• Molecular typing of this virus from an outbreak in
Taiwan confirmed that the virus was identical in its
DNA sequence to a virus isolated from a Hong Kong
outbreak; i.e., human-to-human spread had occurred
through an individual who had been in Hong Kong.
Similar comparisons were possible, linking various
outbreaks through molecular epidemiology.

• Rapid whole genome sequencing of the viral RNA 
provided a firm base for the development of PCR-
based diagnostic assays, a critical requirement for
acute infections such as SARS-CoV.

• In searching for animal reservoirs, RT-PCR–based
techniques were used. They enabled the SARS-CoV to
be detected, as well as identified genetic differences
between the human and animal virus.

• Future understanding of the virus, how it evolved,
what strains were pathogenic and its mode of spread
to populations could be addressed through DNA
approaches. For this, the US National Institute of
Allergy and Infectious Diseases released a genome
chip containing the full 29700 base pairs of the SARS
viral genome.

The SARS outbreak ended just as quickly as it started.
Only the occasional cases were reported in early 2004,
and none was reported after the end of April that year.
However, there remain many unanswered questions,
including the inconsistent human-to-human transmission
with documented cases of one infected passenger trans-
mitting to a number of others on a particular flight, while
on another flight no transmission occurred despite a
number of passengers being ill with this virus. These
inconsistencies were explained by proposing that some

Table 8.14 Continued

Pathogen Clinical problems Epidemiology Emergence Role of DNA technology

BSE, CJD, vCJD Fatal spongiform BSE detected in mid-1980s vCJD, the human Infectious agent does not 
encephalitis with a long in cattle, resulting from equivalent of BSE, have nucleic acid and 

Bovine incubation peiod. transmission of prions in identified from 1996 due so not detectable by
spongiform meat and bone meat to the ingestion of meat conventional means. DNA
encephalitis, products used as animal from infected cattle. analysis has shown
Creutzfeldt-Jakob feed in the UK. Theoretical risk that mutations in the PRNP
disease and it can be transmitted gene (see also Figure 8.8
variant CJD through blood, although and Chapter 4).

not proven.

PERV Xenotransplants (especially Concern that endogenous Theoretical risk based on DNA testing can detect
from pigs) considered as pig retroviruses (PERV) in vitro evidence that PERV but does not

Pig endogenous a source of organs or might jump the species PERV can infect human necessarily indicate
retrovirus cells because there are barrier particularly if cell lines. Nevertheless, infectivity.

insufficient human donors. immunosuppression is a concern holding back 
needed for the xenotransplantation.
xenotransplant.
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of those infected were “super-spreaders.” Another intrigu-
ing observation with SARS is the relatively large numbers
of health workers that have been infected; i.e., SARS
transmission seems to be more likely within a hospital
setting.

Although a number of emerging viruses have been
described recently, SARS-CoV is particularly worrying
because it is one of the few that has shown human-to-
human transmission, although fortunately this seems to
be relatively inefficient. For the future, a key issue will
be early and prompt recognition of new cases to enable
traditional public health measures (the reason for effec-
tive containment on this occasion, although the seasonal
changes may also have contributed) to be implemented
even faster. The WHO has also flagged the importance of
laboratory containment when dealing with this virus. This
became an issue when two of the nine persons infected
in China in 2004 worked in a reference laboratory con-
ducting research into SARS-CoV. A similar scenario was
reported earlier from Singapore. The latter case was
clearly documented on DNA sequencing of the virus to
be due to a contaminated laboratory culture that the sci-
entist had been working with three days before showing
signs of the infection.

An issue that is still outstanding with SARS-CoV is how
this virus is normally spread. Communicable respiratory
infections traditionally infect others because of droplet
spread or contact with contaminated surfaces. Some 
preliminary data are now being reported that SARS-CoV
involves airborne transmission. If proven, this will be an
interesting public health challenge requiring a better
understanding of this mode of transmission, including its
relationship to modern housing, travel and working envi-
ronments. Detecting viral particles involved in airborne
spread will not be easy, and for this PCR will become an
indispensable tool for the public health professional.

BIOTERROR
After the 2001 anthrax bioterror cases in the USA, the
world has been placed on alert. A new form of modern
terrorism had been launched. In Chapter 9 reference is
made to the US government’s move to develop “micro-
bial forensics” as a way in which to deal with bioterror-
ism or biocrimes involving the use of human or animal
pathogens. DNA technology will be a particularly valu-
able asset in microbial forensics, allowing the rapid iden-
tification of various pathogens, and as part of the
detective work, to find the source of the infection. As dis-
cussed further in Chapters 1 and 9, it is fortuitous that 
a component of the Human Genome Project was the
sequencing of genomes from a number of pathogens. This
information will be needed in combating bioterrorism.

Biological warfare or bioterrorism is possible through
many ways, including the contamination of food or water

Table 8.15 Chronology of events in the SARS story

Date Event

November Atypical pneumonia cases in Guangdong 
2002 Province, China.

January 2003 Outbreaks of pneumonia in same province.

February 11, WHO notified about outbreaks of pneumonia 
2003 in Guangdong Province. At this stage concern 

that this represents influenza A (H5N1) cases 
identified in Hong Kong.

February 21, Resident from Guangdong Province checks 
2003 into Hong Kong hotel. He becomes ill and is 

hospitalised. Subsequently shown that he has
infected at least 17 other visitors/guests at the 
hotel (they will later travel to Vietnam, Singapore
and Toronto to spread SARS locally).

February– Contacts at Hong Kong hotel become ill, and 
March 2003 some infect health care workers. Hotel contact 

dies in Toronto.

March 12–14, WHO issues global alert; clusters of atypical 
2003 pneumonia are reported in Singapore and 

Toronto (later, it will become evident that these
clusters are linked to the Hong Kong hotel).

March 15, The atypical pneumonia is called SARS; more 
2003 than 150 new cases are reported; WHO issues 

a travel warning.

Mid-late Novel coronavirus isolated from SARS patients.
March 2003

May 12,2003 The complete sequence of the coronavirus is 
announced; virus now called SARS-CoV.

June 2003 Virus related to SARS-CoV isolated from animals.

July 2003 Official end of the SARS outbreak in humans.

August 2003 The identification of SARS-CoV as the cause of 
an outbreak of mild respiratory infection in a 
Canadian nursing home is recanted. Error
based on laboratory misdiagnosis.

September Laboratory-acquired SARS-CoV infection (mild) 
2003 reported in Singapore.

October 2003 Concern expressed that the definitive animal 
reservoir for SARS-CoV remains unknown and 
so future outbreaks are possible. Virus detected
in civet cats and a raccoon dog in a Chinese 
market. These are a likely source for the human
infections, but the source for these animals
remains unknown.

December 19, Breakthrough of the Year by Science magazine: 
2003 SARS: A pandemic prevented.

January– In January, two suspected cases of SARS-CoV 
April 2004 confirmed in Guangdong. The last cluster of 

nine cases (one fatal) reported in China in April.
No further cases of SARS described after April
29, 2004.
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supplies, or via infected animals including insects. A
more serious form would involve the use of aerosols con-
taining the pathogens because now there is the risk for
infecting a very large number of people. The length of the
incubation period is also a consideration since it would,
to some degree, influence the number infected before
containment or treatment was initiated. Biosensors are
being developed to assist early detection. In some infec-
tions, DNA-based chip technology is being tried as a way
in which microbes can be detected directly through their
DNA sequence. This will ensure rapid detection and
typing of pathogens.

Two pathogens of particular relevance to bioterror 
are anthrax and smallpox. DNA-based genotyping has
already proven its value in the case of the 2001 US

anthrax cases (Box 8.3). Promising reports now suggest
that a pathogen such as anthrax could be detected within
an hour by real-time PCR. Smallpox is another serious
infection since routine vaccination was stopped in the
USA in the early 1970s, leaving many unvaccinated and
so vulnerable targets in this and other countries. In Asia,
case fatality rates of around 30% were observed during
epidemics, and there are no known treatments for small-
pox. As part of its biologic warfare program, the former
Soviet Union produced smallpox, anthrax and other
pathogens, and it remains a concern that some could fall
into the hands of potential terrorists.
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Fig. 8.8 BSE, CJD and vCJD.
BSE (mad cow disease) is caused by a prion, i.e., abnormal
form of a protein (PrP) that can spread from one organism to
another and interfere with the shape of the normal protein.
The gene producing the PrP protein is called PRNP, and the
two forms are PrPc (normal protein; the c = cellular) and PrPSc

(abnormal protein; the Sc = scrapie). In the UK, BSE resulted
from the feeding of contaminated food to cattle. A similar
disease is found in sheep and goats (called scrapie). In
humans, the same disease is called CJD (Creutzfeldt-Jakob
disease). There are a number of forms of CJD. The sporadic
type is rare and occurs in the elderly. The inherited form is
also rare, and it can be shown to have mutations in the PRNP
gene. Iatrogenic CJD occurs from contaminated instruments or
human products. Because the prion is not a traditional
pathogen, sterilisation methods are not effective. Variant CJD
(vCJD) is the result of direct animal-to-human spread (through
contaminated beef products). vCJD has not been transmitted
by blood, but because of the long incubation period possible
(perhaps 30 or more years), this cannot be excluded, and
some disturbing experimental data suggest that this is possible.

Box 8.3 Bioterrorism using anthrax (Griffith et
al 2003).
Anthrax is caused by B. anthracis, a gram positive
spore-forming organism. It is usually acquired by
humans through exposure to infected animal prod-
ucts or contaminated dust. The major forms of anthrax
are cutaneous (95% of cases, with a mortality of
about 20%) and pulmonary (100% mortality if not
treated before symptoms develop). In October and
November following the September 11, 2001, World
Trade Centre disaster, 7 cutaneous and 11 inhala-
tional cases of anthrax occurred in Florida, New York
City, New Jersey, Washington DC and Connecticut.
They were examples of bioterrorism since all bacte-
ria came from the one source based on DNA typing,
which showed an identical genotype. The likely route
of infection was intentionally contaminated mail.
Apart from two cases, all others were mail or gov-
ernment workers, or employees at news media
outlets. The two exceptions were a 61-year-old
woman in New York City and a 94-year-old woman
in Connecticut. Both died after developing inhala-
tional anthrax. It was possible to detect a likely source
of infection in the case of the Connecticut victim. 
The postal processing and distribution centre (PDCs) 
for the letter-related cases had been identified
through the finding of contaminating bacteria.
However, for this victim, no samples from her home
or personal items tested positive for B. anthracis. It
was known that she had received mail (including junk
or bulk mail) from one of these PDCs. It was also 
subsequently shown that her local PDC (Southern
Connecticut) had a heavily contaminated sorting
machine. From this, it was assumed that B. anthracis
identical to those involved in the other outbreaks had
infected her through a letter directly contaminated 
in a PDC implicated in the earlier infections, or sec-
ondarily contaminated in the Southern Connecticut
PDC.
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Over the past century, there has been a steady decline 
in infectious diseases in affluent countries, and these 
diseases have become relatively minor problems when
compared to the increasing role played by chronic and
neoplastic diseases. During the 1980s this situation
started to change with the onset of AIDS and its related
infections such as tuberculosis. Other emerging infec-
tions have appeared and are important concerns for the
future.

The hepatitis C virus is an example of a pathogen that
is starting to impact on the health and well-being of many
communities. Although it does not have the same
emotive force as HIV, it is an important modern scourge
that will need to have its spread controlled more effec-
tively, and those infected will need access to antiviral
agents (Box 8.4).

A key to controlling the spread of modern pathogens
will be effective vaccines that are developed on the 
basis of the organism’s genome sequence (some call 
this reverse vaccinology). This is illustrated by the group
B meningococcus for which a vaccine could not be
developed by traditional means. However, soon after 
the genome was sequenced, it was possible to identify
many potential vaccine candidates that are now being
tested in clinical trials. The genomic era has opened 
up new opportunities for the control of infectious 
diseases.

The SARS example also illustrates the value of
genomics in public health medicine. In particular, the
very rapid sequencing of the genome of what appeared
to be a coronavirus-like pathogen enabled a definitive
diagnosis to be made and potential vaccine targets to be
identified, some of which are already in the animal phase
of testing.

Developments in technology are addressing many of
the potential problems related to DNA testing in micro-
biology. A challenge for the future will be a better under-
standing of what the finding of a DNA (or RNA) sequence
means in terms of infectivity and pathogenesis. The 
traditional approach has many years of experience to
help in interpreting a result such as a positive culture. The
same experience is not available with DNA testing, but
it will be necessary to do the hard work and determine
the significance of various DNA tests. An example would
be persistence of mycobacterial growth in culture despite
treatment. This would suggest a compliance issue or the
development of drug resistance. The finding of a persis-
tently positive DNA test in this circumstance would be
more difficult to interpret. The validation of positive DNA
test results will be necessary for a wide range of infec-
tions; for example, the finding of CMV DNA by PCR in
a patient’s serum could mean active disease or latent
infection. How these issues are resolved will be impor-

tant for the integration of molecular diagnostics into
routine microbiological laboratory practice.

No doubt the potential for genomics will allow novel
ways to detect infection with pathogens. One early
model described involves the use of microarrays to detect
gene profiles in the patient rather than attempts at detect-
ing pathogen-specific nucleic acids. Using this approach,
it was claimed that peripheral blood mononuclear cells
exposed to M. tuberculosis, a protozoan (Leishmania
donovani) and a worm (Brugia malay) demonstrated 
discrete expression profiles particular to the infectious
agent.

FUTURE

Box 8.4 Hepatitis C virus (HCV).
Thirteen years after the term “non-A, non-B” hepati-
tis was first used, the HCV virus was found. A mile-
stone in molecular virology came when HCV was
cloned in 1988, years before it was visualised, cul-
tured or even characterised. Based on its amino acid
sequence and genomic organisation, HCV was
classed in a separate genus in the viral family Fla-
viviridae. HCV is an RNA virus and has six genotypes
(1–6). The main source of infection today is intra-
venous drug use. Transfusion-related HCV is rarely
seen because of the effective screening methods in
place. Unlike HBV, mother-to-infant and sexual trans-
mission is rare. Nearly 170 million people worldwide
are infected with HCV, which is now the most
common reason for liver transplantation in the USA.
Unlike HBV, which infrequently leads to chronic hep-
atitis, about 70% of those infected with HCV develop
this complication. Like HBV, the hepatic damage
caused by HCV is thought to be secondary to an
immune response rather than a direct viral effect. In
addition, age, male sex, alcohol consumption, coex-
istent HIV infection, low CD4+ count and metabolic
disorders such as diabetes predispose to the devel-
opment of liver cirrhosis and subsequently hepato-
cellular cancer. Like HIV, excellent serologic or
DNA-based assays are available for accurate diagno-
sis. Quantitative RNA assays and genotyping enable
predictions to be made of how an individual will
respond to antiviral therapy. Treatments using inter-
feron alpha and ribavirin are effective, particularly
with HCV genotypes 2 and 3 (88% response rates
compared to 48% for the other four genotypes).
However, because of inadequate detection (or the
money to pay for the above drugs), there is consider-
able concern that what is being seen at present is only
the tip of the iceberg since the virus has a long incu-
bation period, and many who are carriers remain
asymptomatic until complications develop.
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crime scene and the accused) would be of doubtful value
if the probability was sufficiently high that they could
represent chance events. For protein markers, the prob-
ability that coincidence could explain genetic identity is
in the vicinity of 1 in 100 to 1 in 1000. Therefore, the
legal emphasis with protein polymorphisms focused 
predominantly on exclusion (i.e., samples from a crime
scene and the accused had different protein polymor-
phisms) rather than positive identification (i.e., samples
from a crime scene and the accused had the same protein
polymorphisms).

Other problems inherent in protein analysis included
(1) The relatively large amount of tissue required for
testing. (2) The ease with which proteins degrade. These
considerations are particularly relevant to the crime
scene where the ideal laboratory conditions will not be
found, and tissue available for analysis will, more often
than not, be limited in amount and quality. (3) Finally,
evidence derived from protein markers was unlikely to
be helpful or even available for a crime committed in the
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HISTORICAL DEVELOPMENTS

FINGERPRINTING AND PROTEINS
The traditional (dermatoglyphyic) fingerprints made their
appearance in the 1890s and were adopted by various
courts over the next few decades (Table 9.1). This adop-
tion was followed by the use of protein polymorphisms
to compare crime scene samples (blood, semen, tissue)
with blood samples taken from the accused. Genetic dif-
ferences detected through protein polymorphisms have
been used in forensic laboratories since the late 1960s.
Initially, protein markers were based on the ABO blood
groups. Subsequently, other blood groups, serum pro-
teins, red blood cell enzymes and then histocompatibility
(HLA) antigens have been typed. These markers comple-
mented the fingerprints and, in some cases, became the
primary forensic evidence in the courts.

A major disadvantage of protein polymorphisms is
their limited degree of variability (known as polymor-
phism). Thus, the finding of commonly occurring protein
polymorphisms in two samples (e.g., samples from the



9 FORENSIC MEDICINE AND SCIENCE

222

past because protein, unlike DNA, does not last or
cannot be stored for long periods.

DNA
In 1978, the first human DNA polymorphism related to
the b globin gene was used to identify a genetic disease.
In 1980, it was reported that restriction fragment length
polymorphisms (RFLPs)—i.e., small variations in DNA
detected with restriction endonucleases (see Chapters 1,
2)—were dispersed throughout the entire human
genome. More complex and so potentially more inform-
ative DNA polymorphisms were described in 1985. They
were called minisatellites. DNA rather than the protein
polymorphisms now opened up the potential for a more
sophisticated approach to tissue comparisons. In the
forensic scenario, this would lead to an exclusion or even
a positive identification of an accused since the chance
that a match between DNA markers taken from the crime
scene and the accused being coincidental were highly
unlikely, with probabilities between 1 in 105 to 1 in 106

achievable (contrast this to the 1 in 100 to 1 in 1000
given earlier for protein-based markers). Subsequently,
the availability of PCR and the finding of another DNA
polymorphism (the microsatellite) propelled DNA fin-
gerprinting into becoming powerful evidentiary material
for the courts.

Not surprisingly, it soon became possible in British and
North American courts of law for DNA evidence to be
used in civil and criminal cases (see Table 9.1). Today,
courts are familiar with DNA evidence and allow it for
criminal trials and paternity disputes. DNA evidence 
has also been shown to be invaluable in excluding an
accused, as well as identifying a likely, suspect. In a 
USA National Institute of Justice review of DNA evidence
in the courts, it was shown that at least 28 individuals
accused of serious crimes (including crimes for 
which there was the death penalty) were subsequently
freed because of DNA evidence proving their 
innocence!

An appealing aspect of the DNA fingerprint lay in the
robustness of DNA, so that samples from a crime scene,

Table 9.1 Some key developments in DNA-based forensic evidence

Year Event Role played by DNA

1890s Recognition of the traditional (dermatoglyphic) Traditional fingerprints gradually accepted by the courts without the
fingerprint as a unique identifier of an rigour now imposed on DNA fingerprints. Nearly 100 years later, the
individual DNA fingerprint arrives. 

1985 Immigration authorities deny entry of a One of the first non-criminal uses of DNA evidence which confirmed 
Ghanaian child into the UK that the Ghanaian boy was related to a woman with UK residency, and

it was likely that she was his mother, and not his aunt. On the basis 
of this, the child was allowed entry into the UK.

1987 Youth arrested for two rape-murders DNA excludes the individual as a suspect but links the two crimes. 
committed in 1983 and 1986 Subsequently, a new suspect is convicted.

1989 New York Supreme Court—State of New York One of the earliest cases in which the courts questioned the validity of 
versus Castro involving a double murder DNA evidence.

Mid-1990s Move to PCR-based STR (short tandem repeat) This represented a key technologic advance in DNA fingerprinting.
analysis

1994 “DNA fingerprinting dispute laid to rest” Two key players in a prominent dispute about the value of DNA 
(Nature 1994; 371:735) fingerprinting publish a joint paper indicating that concerns about the

scientific basis for DNA fingerprinting are now resolved.

1995 OJ Simpson declared innocent in a case This case emphasised the importance of crime scene investigation and 
involving a double murder chain of custody of samples for DNA testing.

1995 DNA national forensic database established Early example of how a national database can help solve a number of
in UK crimes. On the other hand, it also illustrated the potential civil liberty

issues that will arise.

1996 US National Institute of Justice commissioned Study identified that 28 individuals convicted of serious crimes (some 
report on DNA evidence in the courts on death row) were subsequently exonerated because of DNA

evidence.

2001 Anthrax bioterror threat Potential for bioterrorism becomes real and expedites the development
of DNA-based response systems.
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even long after the crime was committed, remained
admissible as evidence. Another advantage lay in the
intrinsic variability of DNA (i.e., its polymorphism
content) so that exclusion was not necessarily the only
option available. Thus, it became possible to aim for a
unique DNA profile for each individual similar to the tra-
ditional (or dermatoglyphic) fingerprint (Figure 9.1).

In the late 1980s–early 1990s, DNA fingerprinting
passed through an unsettled period with the courts. This
period started with a pretrial hearing for a double murder
case involving the State of New York versus Castro, at
which time DNA evidence was first seriously questioned
by a number of leading scientists. This case led to the
demonstration of suboptimal laboratory practices as well
as doubtful interpretations of the statistical significance
of DNA polymorphic data. Evidence based on DNA
studies in this case was thereby deemed inadmissible
(although the accused later confessed). Subsequently, a
number of other cases had to be withdrawn by the 
prosecution because DNA data comprised an important
component of the evidence. Cases already decided were
appealed. The scientific controversies about DNA finger-
printing continued into the 1990s, particularly in respect
to the significance of identical matches. Public interest
reached extraordinary levels with the trial of OJ Simpson
in the USA in 1995 when, despite very strong DNA evi-
dence presented by the prosecution, the accused was

acquitted. This case highlighted that DNA evidence is
only as good as the laboratory that produces it, and
equally important, the way in which police and forensic
experts handle the evidence to ensure that the chain of
custody cannot be challenged.

The early adoption of forensic DNA technology, par-
ticularly by commercial companies, produced a specific
set of problems. They related to patented DNA polymor-
phisms that could not be used by competitors. Compar-
isons were not possible, and so the standard of quality
assurance was severely compromised. The way in which
the likelihood of DNA matches was calculated was
another controversial issue following some absurd claims
made about matches. Particular concern was expressed
when the accused came from a minority ethnic group.
For example, in the State of New York versus Castro
example, the laboratory reported that a DNA match
between a blood stain found on the accused and blood
from the victim had a 1 in 108 probability of occurring
by chance alone. However, the comparisons to derive the
chance association were considered invalid for a number
of reasons, including the fact that they had not been
made against an ethnic group to which the accused
belonged, i.e., Hispanic.

The problems described have now generally been
resolved with input from government and the involved
laboratories. In a very short time, DNA technology has

DNA Fingerprint

NO MATCH AMBIGUOUS
or

NO result

MATCH

exclude
(~20%)

inadequate
sample

2 specimens same
random match
false result

Fig. 9.1 Outcomes from a DNA comparison in the forensic situation.
DNA results comprise one piece of evidence in the forensic case. A number of outcomes are possible: No match: If the test is
done properly, this is a powerful reason for excluding an individual as a suspect. Ambiguous or no result: The crime scene is not
always an optimal source of material for DNA. In this circumstance, it is important that the laboratory does not waste police or
court time with evidence that will not be acceptable. Match: The finding of a match is only the beginning. This result can be
interpreted in a number of ways, and it is the function of the laboratory, expert witnesses and the court to determine which option
is the most likely in this particular case, including (1) DNA samples from the crime scene and the suspect are the same; i.e., the
suspect has powerful evidence implicating him or her. (2) DNA samples from the crime scene and the suspect are the same by
chance. A mathematical value needs to be attached to distinguish which of (1) and (2) is the more likely. (3) The result is false and
could come from a number of errors, including collection or processing of the sample; misinterpretation or incorrect reporting of
the laboratory results; and even criminal intent on the part of the police, laboratory staff or the victim. Some possibilities for (3)
will be excluded if the chain of custody is firmly established.
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had a major impact on the judicial system, and this
impact is extraordinary given the slow pace with which
the legal system usually moves. In 1995, it became legal
in the UK for law enforcement agencies to take DNA in
the form of hair roots or buccal swabs (i.e., non-intimate
samples) from those convicted of serious crimes. The aim
was to establish a national DNA database from such
offenders. This approach was successful, and by 1999 the
database had >700000 DNA profiles, and from these, a
number of crimes were able to be solved. In 1990, the
FBI set about creating a DNA database of forensic DNA
profiles (CODIS—Combined DNA Index System). Today,
CODIS is a national system assisting criminal investiga-
tions at the local, state and federal levels.

Initially, there were two databases: (1) convicted
offenders and (2) forensic crime scene samples from
unknown offenders. However, the utility of CODIS
prompted the US Government to expand this database to
include two additional ones for (1) relatives of missing
persons and (2) unidentified human remains. CODIS has
also had an indirect benefit on DNA fingerprints by 
validating a set of STRs that could be used with greater
confidence (Box 9.1). Despite the success stories 
associated with the various police DNA databases, the
ethical and privacy issues emerging from such databases
are considerable and will be discussed further in 
Chapter 10.

Box 9.1 CODIS and validation of STRs for
forensic purposes.
When the FBI developed its DNA database in the
early 1990s, an important component to this work
was the selection and validation of STRs (microsatel-
lites) that would be used for such a database. Thirteen
STRs are now validated for CODIS. All but two are
on different chromosomes. None is in a coding region
(thereby avoiding potential ethical issues such as the
finding of a genetic abnormality in an individual
without that person’s consent, and the possibility that
there could be some selective effect on the STR if a
coding DNA polymorphism was used). In addition, a
14th DNA marker is available involving the amelo-
genin gene (located on both the X and Y chromo-
somes) and so useful to sex a sample of DNA. Using
the CODIS 13 STRs, Chakraborty et al (1999) esti-
mated that a random match with these markers would
occur by chance 1 in 1 trillion times! Today, many
countries now use kits containing various combina-
tions of these STRs numbering from 9 to 13. Recently,
the value of the amelogenin marker has been ques-
tioned since in some rare instances, a small deletion
on the X chromosome takes away the amelogenin on
that chromosome, and these DNA samples would
then be falsely typed as female (see also Figures 9.3
and 9.4 for further discussion on the STRs and the cal-
culation of probabilities).

REPETITIVE DNA

SATELLITE REPEATS
Only 1–2% of the DNA making up the 3.3 ¥ 109 base
pairs of the human haploid genome codes for genes.
About 50% of human DNA is composed of repetitive
DNA sequences that appear to have no function. The
remainder of the human DNA is non-coding and non-
repetitive, and also appears to have no function. Unfor-
tunately, the term junk has been used to describe DNA
that is non-coding and not related to genes. Today, this
name is inappropriate since the distribution of repetitive
DNA is non-random, and there remains some inter-
species homology. Of particular relevance to this chapter
is that a proposed role for repetitive DNA is as a hot spot
for recombination. This is appealing as an explanation
since the repeat sequences have no apparent coding
(exon) function, and so there would be less evolutionary
pressure for conservation. A greater degree of mutational
activity would thus be possible at these loci. In an evo-
lutionary sense, this would be useful to develop new
genes (see Chapters 1 and 2 for further discussion on the
role of non-coding DNA).

Irrespective of the functional role for repetitive DNA,
it forms the basis of the DNA fingerprint. Repetitive DNA
can be divided into two major classes: the tandem repet-
itive sequences (known as satellite DNA) and the inter-
spersed repeats. The term “satellite” is used to describe
DNA sequences that comprise short head-to-tail tandem
repeats incorporating specific motifs. They make up 
one third of DNA repeats and are exemplified by the 
minisatellites, microsatellites and macrosatellites. A
summary of the satellite DNA repeats is given in Table
9.2, and they are illustrated in Figure 9.2. The inter-
spersed repeats are not described further since they have
never been applied to the forensic scenario.

MICROSATELLITES
DNA polymorphisms now used in the forensic situation
are the microsatellites; they are also called STRs for short
tandem repeats or SSRs for simple sequence repeats (see
Figure 9.2). These single locus VNTRs consist of tandemly
repeated simple nucleotide units of about 2–6 base pairs.
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The best described are the dinucleotide repeats involv-
ing bases such as adenine and cytosine (AC)n, where n
(the number of repeats present) varies from 10–60. For
forensic purposes, tri and tetra repeats are preferred—for
example (AACT)n—because they produce more techni-
cally satisfactory results. Each STR identifies one unique
segment of the genome. Microsatellites, because of their
potential hypervariability, are more informative than the
biallelic RFLP system, but less than the minisatellites.
Nevertheless, the microsatellites can be assayed by PCR,
and their value or informativeness is increased by mea-
suring a number of them and adding the information
obtained from each marker.

Today, it can sometimes be embarrassing to view an
old minisatellite DNA profile that was tendered in 
evidence 10–15 years ago. Depending on the standard
of the DNA testing laboratory, the quality of the South-
ern blot can be pretty ordinary, and band shifts are 
often present. Band shifts refer to different mobilities 

for the same DNA fragment. They occur because of
imperfections in gels resulting in non-uniform elec-
trophoresis. However, these technical issues are now a
thing of the past as a result of DNA profiler kits being
produced commercially. These kits are validated and
quality controlled, and the same DNA polymorphisms
can be sought in different laboratories, making it 
easier to implement internal and external quality control
measures and to compare data (see Box 9.1). Results 
for evidentiary specimens can be rechecked at a future
time or by an independent laboratory because PCR is
used. Previously, this was not an option with the 
minisatellites because most of the DNA from the crime
scene would have been used in the initial Southern blot
test. PCR also allows automation to be used, and so the
sizing of the DNA fragments is no longer done visually
but with proprietary software, thereby increasing the
accuracy and reproducibility of the DNA fingerprint
(Figure 9.3).

3'

5'

etc

etc

Minisatellites

RFLP VNTR

VNTR

Single Locus

Multilocus

1 2 3

Microsatellites

Single Locus
Multiple STRs

Fig. 9.2 The various types of polymorphisms used in DNA testing.
� Indicates an RFLP present at a single locus, and producing two polymorphic bands (large and small) of fixed size. The number
of combinations generated by this biallelic polymorphism is limited to large/large, small/small and large/small. � Two
polymorphic bands are also obtained for the single locus VNTR minisatellite, but these polymorphisms are more informative
because there is greater variability between the sizes present for each of the two bands and so there is more chance that
individuals will have different profiles. Combining a number of different single locus VNTRs produces an even more characteristic
set of markers per individual. � is the most informative of all polymorphisms because the multilocus VNTR pattern is a composite
of many VNTRs that are scattered throughout the genome. A complex DNA profile (fingerprint) results. � represent microsatellites.
Each is a separate locus producing a different profile, like the VNTR single locus. However, with PCR, it is easy to type a number
of microsatellites to build up a complex DNA profile, which provides good discriminatory power between two samples.
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Table 9.2 Some examples of repetitive DNA in the human genome

Type of Features Utility in forensic analysis
satellite

Minisatellite Comprise core DNA repeats, e.g., (AGAGGTGGGCAGGTGG)29. These markers were the original DNA fingerprints used
They are relatively large (1–30kb) and are either single or until the early 1990s. The limitations of these DNA
multilocus. A combination of 4–6 of these markers would markers included the requirement for a large amount
enable a reasonable DNA fingerprint to be established, of DNA from the crime scene, the tedious and 
including the potential to obtain a close-to-unique profile demanding Southern blotting technique and, finally,
for an individual. Repeats called VNTRs (variable number the band patterns obtained were difficult to interpret, 
of tandem repeats). particularly when there were band shiftsa.

Microsatellite This repeat is <1kb and comprises a simple sequence repeat SSRs are presently the ideal DNA repeat for forensic 
(abbreviated to SSR) or short tandem repeats (STRs) such as work because they are detectable by PCR (so only
(XX)n, (XXX)n etc., where X are different nucleotide bases— a very small amount of DNA is needed from a crime 
e.g., (AC)n. scene). By assaying a number of SSRs (e.g., 13), it is 

possible to sum the results and so obtain a powerful
discriminator to compare crime scene and accused 
DNA. SSRs can be automated, thereby avoiding 
technical issues such as band shifts.

Macrosatellite Although repeat units are small in size (hundreds of base These repeats are mostly found in the centromeres 
pairs), they are repeated many thousands of times, making and telomeres of chromosomes.
for a large DNA repeat that is not useful for forensic
analysis.

a Band shifts were a major problem in the early forensic laboratories and resulted from the use of minisatellites and the type of electrophoresis
undertaken with lack of automation, making it particularly difficult to establish standards in and between laboratories.
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Fig. 9.3 Automated measurements of DNA band sizes.
To size a DNA fragment obtained by PCR, computer-based automated fragment sizing can now be used. This approach ensures
both accuracy and reproducibility. (1) Each ≠ shows a DNA polymorphism (SNP) detectable by PCR. In total, seven different SNPs
can be multiplexed, and so detected with the one PCR. Next, PCR products are electrophoresed and distinguished from each
other on the basis of fragment size. When there is overlap in sizes (for example, fragments a and b), the primers for PCR are
labelled in different colours, and so fragments with approximately the same size remain distinguishable. Each fragment has the
potential to have two different alleles; for example, a and c, d and e are alleles for the same two fragments. These alleles are
separable on the basis of size and colour, thereby enhancing accuracy of the electrophoresis. (2) This graph illustrates regular QA
measurements over a period of six months for four DNA fragments in the size range 55 to 65bp. The graph confirms the
reproducibility of the DNA electrophoresis with very little drift over this period of time.
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OTHER REPETITIVE DNA

MtDNA
Apart from nuclear DNA, another target for the forensic
laboratory is mitochondrial DNA (mtDNA), which is
highly variable in a region known as the D loop. This
variability predominantly results from single base
changes and some length polymorphisms. Advantages of
mitochondrial DNA in the forensic scenario include (1)
The exclusive maternal origin facilitates the determina-
tion of family relationships. (2) Thousands of copies are
present in each cell (in comparison, there are only two
copies of nuclear DNA per cell). Therefore, even smaller
crime scene samples can be tested. (3) Hair is frequently
found at the scene of a crime, but there are many poten-
tial sources for this tissue, e.g., victim, accused, police,
bystanders, etc. Individual hairs must be studied. Nuclear
DNA (present as two copies per cell) is extractable 
from hair roots but not the shafts, and so hair has limi-
tations in forensic DNA testing. However, since multiple
copies of mitochondrial DNA are present in the shafts, 
it becomes possible with PCR to type individual 
hairs without the necessity for roots to be present. Other
useful sources of mtDNA are bones and teeth. These are
robust specimens from which DNA can be extracted
even though many years may have lapsed since the
crime.

Disadvantages of mtDNA testing in forensics include
the ease with which contamination occurs compared
with nuclear DNA testing. Therefore, technical demands
are greater. Another concern about mtDNA is hetero-
plasmy, i.e., the presence of one or more mtDNA types
in an individual. It has been shown, for example, that
hairs from an individual might demonstrate a different
mtDNA profile because of heteroplasmy (see Chapter 4
for further discussion on mtDNA).

SNPs
The recently described single nucleotide polymorphism
(SNP) provides an alternative to the microsatellite for
DNA forensic fingerprinting. Indeed, the SNP has the
potential to produce an even more unique profile of an
individual than the microsatellite because of the numbers
of these polymorphisms in the human genome (in the
millions). However, costs for SNP analysis remain high,
and because of their biallelic nature (in contrast, the
microsatellites have a larger number of alleles and so
better discriminatory power), it has been estimated that
somewhere in the vicinity of 25–45 SNPs would be
required to match the power presently available through
the standard 13 SSR profile kit (Chakraborty et al 1999).
However, SNP costs will only come down, and in the
longer term, it is highly likely that the forensic laboratory
of the future will provide even better profiles of DNA

from crime scenes by using a large number of SNPs as
the basis for the genetic DNA fingerprint.

Y Chromosome STRs
The use of the Y chromosome for forensic analysis is only
a fairly recent development because the appropriate STRs
had to be found. For example, the X and Y chromosomes
share some DNA sequence, and this shared DNA would
not be an appropriate place for an STR that was to be Y
chromosome specific (see Chapter 7 for more informa-
tion on the X and Y chromosomes and their evolution).
There are now a number of validated Y chromosome
STRs, and they are particularly useful in sexual assault
crimes because the DNA from female (victim) cells in
these cases does not interfere with examination of the
male-derived tissue (blood or semen). The alternative,
when there are mixed tissues, is to differentially extract
DNA from sperm and the female victim’s own tissues.
However, in some cases differential DNA extraction is
not possible, and now the Y chromosome STRs would be
useful. Another application for Y chromosome STRs is in
mass disasters or missing person identification when
DNA from only male relatives was available. The down-
side of the Y chromosome STRs is their reduced power
of discrimination (only one band will be present because
there is only one Y chromosome), and so a number of 
Y-STRs will be required.

DNA AMPLIFICATION (PCR)
Four properties of DNA amplification by PCR make it
ideal for the forensic situation: (1) Minute amounts of 
evidentiary material left behind at the scene of the 
crime will provide enough template for DNA analysis. (2)
Degraded DNA can still be amplified, since only a small
segment of DNA is required for primers to bind in PCR.
(3) It remains possible to retest the sample in another lab-
oratory or at some future date. (4) Automation is avail-
able, leading to less chance of contamination and more
accuracy in fragment sizing.

Balancing the above are a number of potential prob-
lems of particular relevance to forensics including (1)
PCR-based errors. Does exposure to the environment
with its consequent DNA-damaging effects lead to errors
in PCR? Experience would now suggest that this does not
occur. In other words, if amplification is possible after
environmental exposure, then the end product is free of
artefacts resulting from damaged DNA (because PCR
amplifies very small fragments, and so even damaged
DNA remains a suitable template for the PCR to work).
There is always the potential for errors to occur through
misincorporation by the Taq polymerase enzyme or dif-
ferential amplification of DNA sequences. These errors
are not necessarily a problem with PCR in forensic prac-
tice since the test can usually be repeated, and modern
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Taq enzymes are less likely to produce a misincorpora-
tion (see Chapter 2, Appendix for further discussion of
PCR). (2) Contamination. The effect of contaminating
sources of DNA on PCR has already been mentioned 
in relation to genetic disorders and the detection of
pathogens. Contamination occurs in the ideal laboratory

despite strict care and the highest standards. Sources of
contamination include the laboratory scientists, equip-
ment or, more frequently, other amplified products. Con-
tamination becomes an even more significant issue in the
poorly controlled crime scene, with the environment
itself a potential source of many different DNAs.

FORENSIC ANALYSIS

LABORATORY

Crime Scene
At the scene of a crime, there may be stains (e.g., blood
or semen on the victim’s clothing) or other tissues (e.g.,
skin, hair under the victim’s fingernails) that require iden-
tification and characterisation. DNA from evidentiary
samples is used to build the DNA profiles. They will then
be compared to DNA patterns from the suspect(s) or 
evidence linked to the suspect(s). In the crime scene, it
is important to realise that there are likely to be a number
of DNA sources, e.g., the victim him/herself, third parties
or the environment. The potentially complicating issues
facing the forensic scientist are well illustrated by the evi-
dentiary samples obtainable in a case of rape. In this sit-
uation, DNA can come from (1) the victim in the form of
blood, body tissues or secretions (vaginal, anal or oral in
origin) and bacteria; (2) one or more assailants; (3) semen
from earlier voluntary intercourse; (4) animals or bacte-
ria from the crime scene and (5) a possibility that the
source of DNA was planted by a third party, including
the victim or police.

DNA testing remains feasible in the complex circum-
stances just described. DNA originating from microor-
ganisms or other animals does not usually cross-hybridise
with human-specific DNA. DNA obtained from sperm 
is more robust when it comes to isolation procedures.
Therefore, laboratory protocols can be designed to utilise
this property and enhance the isolation of sperm DNA at
the expense of DNA from other tissues. Thus, the level of
the contaminants can be reduced or even excluded. The
alternative described earlier is the use of Y chromo-
some–specific STRs. The problem of multiple human
DNA sources can also be overcome. First, the blood or
tissue from the victim is obtained to identify that person’s
DNA band patterns, which are then subtracted from the
overall profile. The contribution from an innocent third
party (e.g., sexual partner) can be treated in the same
way. Next, DNA patterns from evidentiary samples are
compared to those obtained from potential assailant(s).
From these comparisons it might be possible to identify
specifically the accused(s) as the source of the DNA stain
or semen. Alternatively, blood from the victim may have
spilled or splashed onto an assailant’s clothing or the

crime scene, e.g., a car. DNA isolated from the blood
spots will subsequently provide important evidence con-
necting the victim with the individual wearing the cloth-
ing or the crime scene.

No matter how good the DNA fingerprint is, its value
is ultimately dependent on a well-established chain of
custody. This is critical to avoid the criticism that the
police or others tampered with the evidence or planted
false evidence. Anything less will invalidate what might
be very persuasive DNA evidence.

Technology
The same DNA methods routinely used in the research
or hospital diagnostic laboratories will be technically
more challenging in the forensic situation. In the latter,
DNA is frequently tested under suboptimal conditions.
For example, the stability of DNA will depend to some
extent on the way it has been maintained or stored. 
This cannot be controlled at the crime scene. The older
the sample or the longer it has been exposed to the 
environment (particularly ultraviolet light, moisture, high
temperature and microorganisms), the more degraded
becomes the DNA. Artefacts or technical problems
resulting from contamination or degradation have led to
a substantial proportion of evidentiary samples being
considered inconclusive on the basis of DNA tests.

An important goal of the Human Genome Project was
technology development (see Chapter 1). There are now
new sophisticated methods for DNA analysis such as 
fluorescein-labelled DNA primers with PCR, the use 
of capillaries for DNA electrophoresis and the sizing 
of DNA fragments with lasers and computer software. 
These methods have all contributed to the forensic labo-
ratory becoming a highly sophisticated DNA analysis
facility, thereby providing the highest quality DNA 
fingerprinting.

The problems created by incorrect application or inter-
pretation of molecular techniques in forensic medicine
have provided a useful example of how utilisation of this
technology must be appropriate and scientifically based.
Following on from the State of New York versus Castro
case and various other examples of suboptimal labora-
tory protocols, more stringent legal requirements are now
in place to ensure that laboratories involved in DNA
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typing are able to maintain the highest standards, includ-
ing regular quality assurance and proficiency testing.

Quality Control
Quality control programs were particularly difficult to
organise in the beginning since many of the commercial
forensic laboratories utilised their own specific single
locus VNTR probes protected by patents. Therefore, inter-
laboratory comparisons were impossible. This became
less of an issue as microsatellite markers and PCR tech-
nology were utilised. Today, various externally based
testing programs involving the use of unknown samples
give the courts an indication of a laboratory’s perfor-
mance in DNA typing. The availability of commercial kits
adds another layer to quality control and allows inter-
laboratory testing and results to be compared directly.

Another aspect of quality assurance reflects the types
of evidentiary samples provided. For example, some
specimens are fresh, whereas others have been exposed
to the environment for variable periods of time. The dif-
ferent methods used to store the evidentiary sample once
it had been collected might also be another variable in
the DNA patterns obtained. Finally, there is the problem
of contaminating DNA and the overall effect this will
have on the test results. An experienced forensic labora-
tory will need to know how the above variables might
influence the testing procedures and, if necessary, have
the appropriate control samples or data should they be
required.

Statistical Comparisons
One advantage of DNA testing is its ability to show iden-
tical patterns (genotypes) between two samples being
compared, and then to take this one step further and
demonstrate that the genotypes are likely to be unique;
i.e., the probability of them being present in another indi-
vidual is insignificant. In this respect, it is essential to
know the frequency in the population of the various
markers that make up the genotype. This forms the basis
for the statistical calculation that the two specimens are
likely to be derived from the same source (Figure 9.4).
The product rule approach described makes a number of
assumptions; e.g., there is random mating and the alleles
for the multiple STR markers segregate independently of
each other (i.e., there is no linkage disequilibrium).

For some time there was considerable debate about (1)
random mating and the effects of linkage disequilibrium
in ethnic or minority groups within a community and (2)
whether a single allele present for one marker represents
homozygosity for that marker, an additional null allele
that has not been typed or two alleles that cannot be 
distinguished. These were some of the questions that had
been asked by scientists and the courts. Although the
debate had been vigorous, it ultimately enhanced the

quality of the science. A landmark article in Nature in
1994 reaffirmed the value of DNA fingerprinting, and
stated that a number of the earlier controversies had now
been resolved (see Table 9.1).

Today, there are now sufficient DNA databases 
with which to make direct comparisons even in sub-
populations. For example, a large city in the USA might
have STR allele frequencies for a variety of populations
including Black, Caucasian, Hispanic, American Indian
and Asians. Despite all the rhetoric about regional and
ethnic factors and their potential effects on the frequen-
cies of DNA markers, population geneticists now agree
that the differences these make to the final calculations
are minimal. For example, a probability of 10-7 might be
reduced to 10-6 because of population differences. A
tenfold or even hundredfold difference in probability
should not in itself be sufficient to convict or acquit a
defendant.

Exclusions
Evidence based on DNA testing will be used by the pros-
ecution to confirm a link between the victim and the
accused. On the other hand, DNA evidence could turn
out to be more beneficial to the defence if DNA patterns
excluded a match. An accused who is on trial because
of evidence obtained from an eyewitness may request
DNA testing as the only means by which his/her inno-
cence can be proven (a not-infrequent scenario identi-
fied by the Institute of Justice report mentioned earlier).
DNA fingerprinting will save time in police investigations
since suspects can be quickly excluded by their DNA
profiles. Despite being acquitted of a crime, an individ-
ual will suffer humiliation and possible stigmatisation fol-
lowing arrest and trial. This can be averted if DNA testing
avoids the arrest in the first place. Two experienced foren-
sic laboratories (the US Federal Bureau of Investigation
and the British Home Office) have reported that DNA
testing allowed suspects to be excluded in approximately
20–25% of cases.

EXPERT WITNESS
One important aspect of DNA fingerprinting is the way
in which the results are presented to the judge and jurors,
with the latter unlikely to have much knowledge of an
already complex subject. For example, a claim by the
prosecution that a DNA match between the accused and
blood obtained from the victim’s clothing represents a 1
in 106 chance of a random event is very persuasive evi-
dence. However, an equally crucial component to this
evidence is the requirement to explain to the court how
the test was done and what its potential drawbacks are,
including the methods used to assess the statistical prob-
ability of a random match. In this respect it is essential
that expert witnesses have both a scientific and practical
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knowledge of the subject and that they can provide 
this information in a meaningful way. The challenge of
imparting complex technologic information in an under-
standable format to the jury is particularly relevant to
DNA evidence. In the OJ Simpson trial, the evidence
from the prosecution’s expert witness in DNA statistics
was described by a local newspaper as “dry as sand 
and about as digestible” (Weir 1995). The dilemma 
surrounding the presentation of complex scientific DNA
evidence remains a major challenge.

The legal profession itself has taken on the importance
of DNA evidence in terms of self-education. In the USA,
a body called EINSHAC (Einstein Institute for Science,
Health and the Courts) specifically promotes the aware-
ness and understanding of science-based evidence in the
courts, including what are likely to be challenges in the
future. The Federal Court of Australia has taken the chal-
lenge and looked at new ways in which complex tech-
nical evidence can be presented in a more conducive
and rational atmosphere than might be possible under
the adversarial system. Initiatives by this court include the

appointment of third-party experts that have been agreed
to by both the defence and the prosecution, with the role
of the expert being to facilitate the court’s interpretation
of data. Expert conferences have also been considered to
allow the experts (without the adversarial environment)
to reach an agreement or clearly define the limit of con-
sensus and disagreement.

Proposed reforms to the way in which complex scien-
tific evidence might be given are criticised within the
legal profession because they are perceived as having the
potential to introduce bias (that of the expert), and also
junk science to the courts. These concerns are certainly
valid. On the other hand, from a scientific viewpoint, it
is frustrating to observe that molecular science can some-
times produce results in the forensic scenario that might
be explicable following a reasoned debate. In the adver-
sarial system, this can be difficult to achieve, and what
should be credible evidence can be rejected. A good
lawyer will understand the advantages and disadvantages
of the technology and use this information to the client’s
benefit. This may be particularly an issue in the 
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Fig. 9.4 Calculating the statistical chance of a random match using the product rule in DNA fingerprinting.
Following a violent crime, blood is found on the clothes of two suspects. DNA is prepared from the victim, and the profile is then
compared to DNA from the blood on the suspects’ clothing. The results of eight STRs (A–H) are given for DNA from the victim
(centre). For simplicity, only one allele is used although each STR can have up to two alleles. The frequency (%) for each allele in
the population is also given. Even without any calculations, suspect #2 can be excluded since, at four alleles (marked with an X),
the DNA profile taken from the blood on his clothes has different fragment sizes than blood from the victim. In contrast, the DNA
profile from the blood on the clothes from suspect #1 has the identical STR profile. The chance that this is a random event is
calculated by multiplying together the frequencies of all the allelic components making up the profile (called the product rule). In
this case, the chance that the DNA from the victim and the DNA from the blood on suspect #1 is a random event is 1 in 107.
Using more STRs would increase the probability that the two samples were related although the statistical chance that this is a
random match is already extremely low.
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adversarial court system (judge and jury) where lawyers 
have the opportunity to influence the jury more than
might be possible in the inquisitorial (judge alone) court
system.

AUTOPSY
A final application of DNA analysis is the forensic
autopsy to determine cause of death. This application is
well illustrated by a case involving a 44-year-old psychi-
atrically disturbed woman who had attempted suicide on

two occasions. She was found dead in the bath, and
although the cause of death determined at autopsy was
drowning, it was not clear whether this was a suicide or
there were other explanations. DNA testing to look for
mutations associated with sudden cardiac death showed
that she had a mutation which produced the long QT
syndrome. Therefore, in her case, a more likely explana-
tion for the drowning was ventricular arrhythmia, a
common complication in this genetic disorder, followed
by drowning rather than suicide (see Table 3.2 for more
information on the long QT syndrome).

HUMAN RELATIONSHIPS

TISSUE TYPING
The genes which comprise the MHC (major histocom-
patability complex or HLA locus) on the short arm of
chromosome 6 are divided into three classes occupying
a physical distance of approximately 3600kb (Figure
4.2). The HLA antigens continue to remain an important
set of markers for tissue typing, but they are no longer
used for comparative studies of populations that are now
undertaken with DNA-based markers. Traditionally, HLA
typing involved serologic testing although very subtle 
differences between antigens shared by individuals at 
the HLA-D locus were detected by a functional assay
known as the mixed lymphocyte reaction. HLA typing is
required in most types of tissue transplantation since the
closer the graft is to the donor in the immunological
sense, the less likely graft rejection is to occur. Compre-
hensive tissue typing can be time consuming, and despite
histocompatibility at various HLA loci, examples of rejec-
tion still occur, which may in part reflect hidden anti-
genic determinants. Today, kits allowing the identification
of all HLA classes by hybridisation-based DNA assays are
commercially available. They are routinely used in the
tissue typing laboratories.

PATERNITY TESTING
DNA typing using STRs has also replaced the HLA poly-
morphisms in paternity testing. Two paternity testing 
scenarios can be considered: (1) straightforward trio
cases—mother, child and alleged father and (2) more
complex motherless cases, for example, child and
alleged father. In paternity testing, the STRs provide high
sensitivity (few false negatives) but low specificity (false
positives can occur because unrelated people can share
STR alleles). However, this is less of an issue in the trio
case because apart from a random match, the problems
of mistyping through silent (null) alleles or allele dropout
(see Figure 2.8) are less relevant as all three individuals
are being examined and silent alleles will be detected.

The chance of a random match will never be completely
excluded, but the chance can be reduced further, if nec-
essary, by using a larger number of STRs or other DNA
polymorphisms such as mtDNA or Y chromosome–
specific STRs.

Two-person (motherless) paternity testing cases are
more of a dilemma because it is not known which alleles
in the child have come from the mother. Therefore,
assumptions need to be made, and more complex sta-
tistical analysis programs are required. With a missing
parent, the risks from mistyping due to null alleles or
allele dropout are now a real issue with the STRs. Simi-
larly, determination of paternity in alleged incest is diffi-
cult to resolve even with the STRs. A brief commentary
on paternity and kinship testing by Wenk et al (2003) sug-
gests that it is unfortunate that STRs have replaced the
more informative minisatellites in the difficult paternity
cases, as these markers are potentially more useful. This
is true, however, for the reasons mentioned in the Appen-
dix, very few diagnostic laboratories use a Southern blot,
and so the minisatellite is no longer a practical proposi-
tion. In the longer term, the SNP-based DNA fingerprint
will provide the same or even a better level of discrimi-
nation than the minisatellites.

KINSHIP TESTING
In addition to assessing inter-family relationships for
genetic disorders, the utility of DNA markers in legal
assessments of relationships within families has become
increasingly common. This is particularly so in immigra-
tion cases, and as illustrated in Table 9.1, this was one
of the first legal applications of DNA fingerprinting. Of
particular relevance is the distinguishing of uncle-
nephew pairs; i.e., an individual wants to emigrate to a
country and claims that a relative there (for example, an
uncle) is the father. Because of this close relationship,
STRs, even using a large battery such as nine markers,
may not be discriminatory enough to prove conclusively
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whether the case is a father-son or uncle-nephew. As for
the “motherless” paternity case, other DNA markers can
be tried, but these particular circumstances remain prob-
lematic and will, in the longer term, require more sophis-
ticated DNA fingerprints. SNPs might be the answer, but
they would need to be tested in large numbers and
presently such testing would be too costly.

The case of missing persons is another area in which
DNA fingerprinting is being applied, although like the
kinship examples illustrated above, the technology has
still some way to go before it has the same impact that
DNA fingerprinting has had in the criminal scenario.

TISSUE IDENTIFICATION

HUMAN REMAINS
DNA analysis has a role to play in the identification of
human remains. For example, the availability of parental
DNA samples might allow identification of a body when
conventional means (physical appearances, dermato-
glyphic fingerprints, dental charts) have been unsuccess-
ful. Dissimilar DNA profiles will exclude a relationship,
and similarities in DNA polymorphisms will confirm that
the deceased is likely to be or is related. This approach
was critical to identify dismembered bodies resulting
from the crash of a SwissAir flight from the USA to
Geneva in 1998 (Box 9.2). DNA fingerprints for military
personnel are used in combat situations when identifi-
cation of body parts may be required.

Teeth are important evidentiary material in forensic
cases since they are more resistant to postmortem degra-
dation as well as extremes of environmental conditions.
Teeth are also easy to transport and serve as a good
source of DNA. Comparisons of antemortem dental

records with skeletal remains provide useful means to
identify individuals—even in a mass grave. In affluent
societies, dental records may be decisive in determining
the identity of individual victims. However, in less 
affluent communities, and these are more likely to be
involved in human rights abuses leading to mass murder,
dental records are unlikely to be available. In this situa-
tion, the only option for identification is DNA analysis.

CANNABIS
An unusual but relevant application of tissue identifica-
tion in forensic science has involved the plant Cannabis
sativa, which is the source of cannabis (marijuana or
hemp). Throughout history Cannabis has been used to
produce hemp fibre for rope and fabric (plant stems),
food and oil (plant seeds) and as an intoxicant 
(plant flowers and leaves). Two distinct types of Cannabis
are grown depending on whether fibre or the intoxicant
(marijuana) is required. Used legally, Cannabis is a 
multipurpose plant with considerable economic 
potential.

There is interest now in determining if DNA finger-
printing can provide a Cannabis sativa gene profile that
will distinguish fibre and intoxicant plant varieties.
Another forensic goal is to characterise genetically the
plants so that illegally grown or seized material can be
traced back to the original sources.

The work has followed the standard DNA fingerprint
strategy with the identification of STRs in Cannabis sativa
and then a comparison of the profiles in various plants
(fibre versus intoxicant and plants from various geo-
graphic locations). Disappointingly, it has not been pos-
sible to use STRs to distinguish unequivocally the fibre
and drug varieties, and this is consistent with Cannabis
being a single species. Additional or better DNA markers
than the STRs are now being sought. However, the STRs
appear to be useful in discriminating between different
groups or accessions of these plants, suggesting that this
approach will have value in the courts to link various
crops, thereby providing information whether seized
plants are being produced locally or imported.

Box 9.2 DNA fingerprinting in the case of a
mass disaster (Carmody 2003).
SwissAir flight 111 crashed on 2 September 1998
with the loss of 229 lives (215 passengers and 14
crew). Bodies were dismembered when the plane fell
4km off the US coast at the beginning of its flight from
New York to Geneva. The grim task ahead was to
identify individuals, put together the human remains
(there were 1277 crash scene samples) and perhaps
determine cause of death, since a charred body might
suggest where an explosion had occurred. Also found
were various personal effects (toothbrushes, combs,
hair brushes). These effects would be used to extract
DNA for matching to family samples. More than 
300 living family members gave their DNA for com-
parative analysis, and within 3.5 months, the foren-
sic laboratory had unequivocally identified the 229
victims.
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The use of chemicals and infectious agents in war has
been recognised for more than a thousand years.
However, these agents as weapons of terrorism are a new
development, with a well-documented case dating back
only to 1984 in the USA (Table 9.3). The events of Sep-
tember 11, 2001, and the subsequent anthrax threat in
the USA have highlighted inadequacies in how potential
weapons of bioterror, particularly chemical and micro-
biologic, are dealt with in contemporary society. In this
forensic scenario, the application of modern genomic
and proteomic technologies will make important contri-
butions. It is interesting to note that many reasons were
given for the sequencing of model organisms in the
Human Genome Project. However, at the time, a defence
to bioterror was not a prominent justification, but it now
turns out that this is likely to be a very important contri-
bution from the Human Genome Project.

MICROBIAL FORENSICS
A new discipline called microbial forensics has been
developed. It is defined as “a scientific discipline 
dedicated to analysing evidence from a bioterrorism act,
biocrime, or inadvertent microorganism/toxin release for
the purpose of identifying those responsible for the

crime” (Budowle et al 2003). The US Government has
now developed a plan that will allow future use of infec-
tious agents for bioterror to be dealt with more effectively.
Since part of the bioterror agenda is to inflict fear, panic
and economic chaos in addition to the actual morbidity
and mortality, the traditional public health approach to
an infectious disease crisis is not adequate, and new
strategies are needed. Refer to Chapter 8 for further 
discussion on bioterror, specifically on pathogens such
as anthrax and smallpox.

Priorities that will need to be addressed in microbial
forensics include (1) Development of rapid DNA-based
(or proteomic-based) diagnostic strategies for infectious
agents. A DNA chip containing information about infec-
tious agents and/or a protein chip able to detect toxins
will eventually comprise the front line to rapid diagnos-
tics. (2) Understanding pathogenesis, including the host-
pathogen interactions. Knowledge of the organisms’
transcriptome will be invaluable in this goal. Fortunately,
a number of the key bacterial pathogens have now been
completely sequenced, and this information will provide
an invaluable resource to move ahead in understanding
where the genes are by using in silico methods, and from
this what are the functions of these genes. (3) The final
challenge will be how to treat or manage bioterror-

TERRORISM

Table 9.3 History of biological warfare and bioterror (Fraser 2004)

Time Agent Effect

Greeks, Romans and Bodies of humans and animals were used Plague outbreak in the fourteenth century attributable to the 
Tartars to poison drinking water or spread Tartars catapulting the bodies of plague victims over the 

infections. walls into the city of Caffa.

Seventeenth and British and French soldiers used smallpox Smallpox used to kill American Indians.
eighteenth centuries via blankets.

World War I German plan to use glanders to infect Not implemented.
horses (and then humans) in the USA.
Various neurotoxic chemicals used. Estimated to cause >1 million casualties.

World War II Japanese use of anthrax, cholera and Used against the Chinese.
plague.

Cold War 1970s–80s Accident in Soviet Union weapon’s Outbreak of inhalational anthrax.
laboratory.

1984 USA Religious cult in Oregon USA spread >750 cases of food poisoning with a delay of more than a
Salmonella to prevent voting in an year to determine the cause.
election.

1980–88, Iran-Iraq war; Chemical warfare using mustard and Difficult to confirm number of casualties, but one estimate is
1987–88, Kurds in Iraq other gases. >10000 killed by chemical weapons. 

1993–1995 Japan Japanese cult releases sarin and also >5000 injured and 12 deaths due to Sarin in Tokyo subway; 
botulinum toxin and anthrax. 7 deaths from Sarin in Matsumoto.

2001 USA Anthrax dispersed by mail. Five deaths. Crime remains unsolved.
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related outbreaks. Vaccines have always played a key role
in the control of infectious diseases, but they may not 
be enough in the bioterror scenario, with the infectious
agent having the potential to be distributed widely and
acutely or indolently and not recognised for some time.
New therapeutic approaches (for example, gene therapy
based) may be needed to deal with bioterror-sponsored
outbreaks.

A sobering statistic is the US budget for bioterror which
will be US$5.2 billion in 2004. This is 15 times that spent
on bioterror in 2001. One use of this money is to fund
two national biocontainment laboratories that will 
have the infrastructure and human resources to deal 
with future threats. An interesting comment made by L
Richardson reflects how this initiative also has the poten-
tial to increase the risk for bioterror because at present 
a limitation with terrorists is their lack of expertise in
dealing with biologic weapons. The concern lies with the
possibility that terrorists might now be given the oppor-
tunity to acquire skills by recruiting from those who have
been trained in the two new facilities.

Looking more positively into the future, the threat 
of bioterror has focused the politicians, lawmakers, 
scientists and the community, so it is likely that our
knowledge and understanding of infectious agents will
be dramatically increased in a very short time frame. One
hopes this new knowledge will be put to good use in
combating infections that are scourges in many commu-
nities throughout the world but, until recently, not a suf-
ficient cause of concern to the countries with the money
and the resources needed to tackle them.

An interesting debate has also developed around 
scientific research and the publishing of data that 
could inadvertently be used for bioterrorism. In particu-
lar, the availability of DNA sequences might provide
information allowing terrorists to genetically engineer
their organism to make it more virulent, or make detec-
tion more difficult. In this environment it is likely that
research involving potential bioterror weapons will be
monitored and censored by government because of its
security risk. The US National Academies has pro-
duced the report “Biotechnology Research in an Age of
Terrorism,” which is available on the Internet. In this
report, experiments of concern are identified such as
those that would (1) demonstrate how to render a 
vaccine ineffective, (2) confer resistance to useful antibi-
otics and antiviral agents, (3) enhance the virulence of a
pathogen or change a non-pathogen into a pathogen, (4)
increase the transmissibility of a pathogen, (5) alter the
host range for a pathogen, (6) enable the evasion of diag-
nostic tests and (7) enable the weaponisation of the
agent.

Checks and balances as well as appropriate review
processes are identified in the National Academies report
to mitigate the risks while at the same time avoiding the
potential that restrictions placed on sensitive work will

prevent the sharing of information through traditional
routes such as conferences and publications.

CHEMICAL WEAPONS
Genomics has less to offer when it comes to chemical
weapons. However, the pressure to develop better and
faster DNA sequencing platforms has led to new pro-
teomic approaches such as MALDI-TOF mass spectrom-
etry (see Chapter 5). Mass spectrometry has become a
powerful tool for the analysis of chemicals that could be
used for this type of terrorism. Although dealing with
chemicals, genes may also be important in understand-
ing how the chemicals are metabolised or exert their
toxic effects. This is illustrated by a study that was con-
ducted to determine if death following sarin poisoning in
the Japanese subway attack in 1995 could be attributed

Box 9.3 Sarin bioterror: The molecular basis
for this agent (Costa et al 2003).
Sarin is a highly toxic nerve agent first produced for
chemical warfare in Germany in 1937. It works like
an insecticide by inhibiting acetylcholinesterase,
producing a neurotoxic effect with immediate death
occurring because of respiratory failure. Sarin was
used as a form of bioterror in Japan in 1994, 1995
and 1998. Soldiers in the Gulf War were exposed to
low levels of sarin. In the 1998 Japanese subway
attack, 10 people died. The effect of genetic variants
on susceptibility to drugs was considered as one
explanation for the deaths in Japan. Specifically, it is
known that sarin is metabolised by paraoxonase-1
(PON-1—see Chapter 5 for more discussion) and that
one particular genetic variant of PON-1 (arginine
192) is associated with reduced sarin hydrolysing
activity. In addition, this genetic variant is more
common in the Japanese (35% are homozygous for
arginine 192) compared to other ethnic backgrounds
(9% of Northern Europeans are homozygous for argi-
nine 192). Therefore, the question was asked whether
the deaths in the Japanese victims were partly
explained by a genetic predisposition. A comparison
of the arginine 192 DNA profiles of the 10 victims
showed a similar distribution to the normal Japanese
population. This confirmed that death was due to high
toxicity of sarin rather than race-dependent genetic
variation. Another observation to emerge from molec-
ular analysis involving sarin is that treatment with
PON-1 can reduce the severity of insecticide expo-
sure in mouse models. However, it is unlikely that the
genetic variants found in association with PON-1
exert a powerful enough effect to be useful in this
regard, unless a genetically engineered form of PON-
1 can be made that has a significantly enhanced sarin
catalytic potential.
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to an individual’s genetic ability to metabolise this neu-
rotoxin (Box 9.3). Although the study produced a nega-
tive result, it illustrates an additional genetic-based

approach to understanding chemical weapons, and so
the development of antidotes or counter-terrorism 
strategies.

FUTURE

The courts and scientists demonstrate an interesting
dichotomy when it comes to DNA fingerprinting. The
courts are conservative and prefer to deal with prece-
dents. On the other hand, scientists are constantly 
striving to develop new techniques, and in the field of
molecular medicine, the changes seem to occur on a
daily basis. Some adjustment, perhaps by both parties,
will be required to ensure that this does not interfere with
the long-term development and utilisation of DNA 
fingerprinting.

An important ethical consideration is privacy. This
issue will have already involved a limited number of 
individuals and their families who have undergone DNA
testing for the diagnosis of genetic disorders. It will
become a more widespread concern as the forensic DNA
databases continue to expand and affect a larger number
in the community. Similarly, the utilisation of genetic
information by government or the courts will need a deli-
cate balancing act to ensure that good is not outweighed
by the harm that indiscriminate use of personal informa-
tion can have for an individual and that person’s family.

Just as has been described in Chapter 5, the genomics
and proteomics era has now emerged with the comple-
tion of the Human Genome Project. The information that
is available in the databases will drive the development
of new technologies. This development can only enhance
and produce even more sophisticated DNA fingerprints.
The potential power of SNP-based digital coding can be
compared to the very familiar bar code seen on all super-
market products. There are both good and bad outcomes
for the digital coding of humans. It will take a wise
society to extract only the good. Wisdom cannot come
from ignorance, so education and familiarity with DNA
fingerprinting are critical to the long-term ethical use of
this technology.
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ated by science: case studies in the use of DNA evidence to
establish innocence after trial—National Institute of Justice
review of DNA evidence in the court).
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10
ETHICAL, LEGAL AND SOCIAL
IMPLICATIONS

and accountability in the use of public funds for research
and the distribution of benefits.

During the Nuremberg trials, the judges issued a 10-
point statement that became known as the Nuremberg
Code. For medical research the code required that (1) The
subject give voluntary consent, and that any risk involved
should never be greater than the likely benefit. (2) The
research be justifiable and socially worthwhile. (3) The
investigator has appropriate knowledge and skills, and 
is aware of what has been done previously in that field.
The World Medical Association embraced the Code, 
and in 1964 expanded it to the Declaration of Helsinki,
which made recommendations to guide physicians in
their conduct of medical research on humans. They were
intended to improve diagnostic and therapeutic proce-
dures, which of necessity would sometimes be combined
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INTRODUCTION

OVERVIEW
The practice of medicine has the welfare of others as 
its focus. The fundamental principles of good medical
care are also the basic principles of ethics, as demon-
strated by (1) Integrity as a guiding value for researchers
and practitioners with a commitment to honest, ethical
conduct in the search for knowledge or delivery of care.
(2) Respect for persons in their need, their welfare, 
autonomy and rights to confidentiality and privacy. (3)
Beneficence in the responsibility of the practitioner and
the researcher to do good and minimise harm (non-
maleficence), and in time to provide benefit. Application
of the principle of beneficence is also intended to ensure
that research and new developments are socially worth-
while. (4) Justice requires equity in the provision of care,
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with professional care. The original Declaration of
Helsinki, although reviewed and amended by a number
of World Medical Assemblies (the last being in 2004),
remains essentially the same. Various countries have, in
addition, developed their own sets of guidelines based
on similar principles; for example, in Australia there is 
a National Statement on Ethical Conduct in Research
Involving Humans.

Because of the significance of genes and their genetic
information, developments in molecular technology 
have attracted the attention of the public and the media,
and have been monitored or reviewed in a number of
enquiries. Input into these deliberations from laypersons
has enabled more broad-based assessments of protocols
and options. These activities have led in the UK to the
establishment of the Human Genetics Commission. The
purpose of this body is to provide prompt, centralised
responses to expected new developments in genetic
technology. These responses give government and the
public some degree of assurance that a committee of
experts and community representatives is available to
guide future decision-making in areas of contention. 
US President GW Bush created a President’s Council on
Bioethics in 2001 to advise the President on ethical issues
related to advances in biomedical science and tech-
nology. Topics to be addressed by the Council include
cloning, stem cells, gene patents, biotechnology and
public policy. In Australia, the Federal Government 
commissioned a far-reaching enquiry relating to human
genetic information. This has resulted in an extensive
report Essentially Yours: The Protection of Human
Genetic Information in Australia.

To date, there have been few instances of unethical
behaviour by physicians or scientists in the field of 
clinical genetics or genetic engineering. Established 
and accepted principles for the conduct of research 
using DNA have been followed. Nevertheless, careful
monitoring is needed to ensure that the applications of
molecular medicine continue to remain medically, sci-
entifically and ethically sound. Molecular medicine is
particularly vulnerable because there are financial
rewards to be gained from intellectual property.

The risk of unethical practice is less in a community
that is well informed and actively involved in decision-
making. The community also has a responsibility. Lob-
bying is one route by which politicians can be made
aware of priorities in health care. The lobbying must be
balanced to ensure that facts are not overtaken by per-
sonal perceptions and agendas that have the potential to
divert energies and resources to technologies that are
unlikely to deliver what they promise. An example of this
was seen in the recent stem cell debate when facts and
emotion were difficult to distinguish at times. Training in
ethics for health professionals and scientists is a neces-
sity, and the lack of such education in many curricula
needs to be addressed since situations with ethical, legal

and social implications are likely to arise, particularly in
the field of molecular medicine.

As has been shown consistently in molecular medi-
cine, the advances in this field will be rapid and sub-
stantial. The likely innovative developments need to be
balanced by their potential ethical and social implica-
tions. Professional knowledge and expertise carry with it
the responsibility for the careful weighing of risk versus
benefit for the individual (or the community as a whole).
Therefore, while the degree of benefit may not always be
predictable, at least there should be no harm to emerge.
The predictable risk should never outweigh a possible
benefit. A number of issues that have potential ethical
and social implications are summarised in this chapter.
They illustrate the present situation as well as make pre-
dictions about the future. As indicated in Chapter 1, the
Human Genome Project has been an outstanding tech-
nological success. It has also captivated public attention
and stimulated community and scientific debate about
the ethical, legal and social implications (ELSI) of
genomics research.

INFORMED CONSENT
The process of obtaining informed consent for a variety
of medical procedures involving routine clinical activi-
ties or clinical research is well established. Molecular
medicine must fall within this framework, but it is made
more difficult by the rapid changes that occur. This com-
plicates the issue of informed consent because the health
professional must provide factual information so that
appropriate decision-making can follow. Our under-
standing of genes and genetic disorders has the potential
to change, so what was contemporary knowledge at the
time of the consent process may be viewed in a different
light some time later. Such an example occurred in 
Huntington’s disease DNA predictive testing. In the early
1990s, the normal reference range for the expanded
triplet repeat had not been established, and there was
some inter-laboratory variation in the way the triplet
repeats were counted (see below, as well as Chapter 3
for further discussion about Huntington’s disease DNA
testing). Some laboratories reported an abnormal number
of triplet repeats as 36 or more; others used greater than
37 or greater than 38 repeats. Today, there is unanimous
agreement that 40 or more repeats are abnormal and
100% predictive for the development of Huntington’s
disease. During this transition period, the consent
process had the potential to be flawed because of the
uncertainty with repeat numbers. In some cases, patients
had to be recalled years later to revise what had been
discussed during earlier counselling visits.

The consent can also be complicated by real or poten-
tial conflicts of interest. This is illustrated by the Jesse
Gelsinger case summarised in Box 6.5. Here, clinical
investigators and their University had a financial interest
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in the company producing a gene therapy vector that ulti-
mately caused the death of a subject. This conflict of
interest may or may not have been fully explained to the
patient prior to the clinical trial, but it remains a con-
tentious issue. However, gene therapy trials are expen-
sive and so often require a sponsor. A sponsor in the
context of a clinical trial is the individual, company or
organisation that takes responsibility for running and/or
financing the trial. The sponsor will often be the company
that manufactures the product to be studied in the trial.
Therefore, conflicts of interest may be inevitable, but they
become a particular issue when the investigator is also
involved with the company.

CONFIDENTIALITY AND PRIVACY
Doctor-patient confidentiality is well established. The
health professional’s duty of care to patients is protected

by law. Many countries now have specific privacy laws
enacted to protect the individual. However, the concept
of privacy may need to be reconsidered within molecular
medicine because any DNA-based knowledge has the
potential to affect the health of others, since in terms of
genetic disorders, the same DNA is shared by other
family members. Whether one is dealing with the
straightforward single gene defect, such as cystic fibrosis,
or the more complex multifactorial disorder such as heart
disease, the genetic elements are shared. What risk this
constitutes can sometimes be accurately determined, but
in other cases all that is certain is that there is an
increased (or decreased) but difficult to quantify risk. In
this circumstance, an interesting but important dilemma
will be to define the boundaries for the physician’s 
duty of care (see further discussion under Medico-legal
Challenges). This issue will become particularly relevant
with direct-to-public DNA genetic testing.

DNA TESTING

DNA has an intrinsic versatility that makes it ideal for
genetic testing, as described in Chapter 2. On the other
hand, this versatility can lead to unnecessary or inade-
quate testing, which may cause more harm than good.

PREDICTIVE (PRESYMPTOMATIC) DNA
TESTING
Although rare, Huntington’s disease is a useful model
illustrating the advantages and disadvantages of DNA
testing. Until DNA tests became available in 1986, the
individual who was at risk for Huntington’s disease had
to wait until the fourth decade or so before the first 
clinical features became apparent. This uncertainty was
further compounded by first-hand experience of the inex-
orable clinical deterioration that occurs in this disorder
because a parent or close relative would have been
affected.

Huntington’s disease was first localised to the short
arm of chromosome 4 in 1983, although the gene itself
was not isolated for another decade. However, even
without the actual gene, an indirect approach to pre-
dictive (presymptomatic) diagnosis became available.
Linkage analysis enabled the mutant phenotype to be
predicted as part of a family study. From this, the a priori
risk of 50% for an offspring of an affected individual
could be lowered to 1–5% or increased to 95–99%
depending on whether the individual had inherited a
DNA marker that co-segregated with the normal pheno-
type or the Huntington’s disease phenotype. The risk 
estimates given included a conservative 1–5% error rate,
which reflected the recombination potential for the DNA
markers in linkage with the putative Huntington’s disease

gene. With the isolation of the causative gene in 1993,
DNA testing progressed to the next level, i.e., direct DNA
predictive testing for Huntington’s disease by looking for
a mutation in the appropriate gene.

The positive side to DNA testing in Huntington’s
disease is that the risk for an individual can be assessed
at any time during life. With this knowledge, informed
decisions about lifestyle and other key issues such as
reproduction can be made. With DNA testing, prenatal
diagnosis becomes an option, whereas previously, at-risk
couples often elected to have no children or adopt or
undergo in vitro fertilisation (IVF) by donor insemination.
In some cases, the replacement of uncertainty with a
DNA diagnosis, whether it is favourable or not, enables
the individual to adapt and lead a better quality life.

There are also negative aspects to DNA testing. For
linkage analysis, it is essential to study a number of family
members. Key individuals are particularly important
since it is they who allow linkage between a clinical 
phenotype and a DNA marker to be established. In the
context of Huntington’s disease, a key individual is one
who has unequivocal evidence for the disorder. Less
helpful is the family member who is relatively young, 
and so a confident diagnosis of not affected is never a
certainty (see Chapters 3, 4). Apart from the resource-
intensive nature of linkage analysis, a number of ethical
issues must be considered in undertaking a family study,
particularly one that may need to be extended to include
distant relatives. Confidentiality will invariably become a
concern. Even the first step, which involves construction
of a pedigree, is undertaken without the consent or
knowledge of family members. Disclosure of the pedi-
gree may lead to key individuals being coerced by others
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into supplying information or giving blood. This could
reach the courts of law, with an uncooperative relative
being threatened by legal action. At present, the example
given above produces no major dilemmas since the
unwilling participant would not be compelled by the
courts to give blood or have his/her privacy infringed by
the enforced disclosure of personal details. Nevertheless,
a court might be convinced to rule on the grounds 
that good for the majority (the person wanting testing 
and his/her family) would outweigh concerns by one
individual.

Another issue that can be contentious in Huntington’s
disease is the time to test for this disorder. DNA predic-
tive testing is usually undertaken for an individual who
is at 50% risk; i.e., a parent has Huntington’s disease.
However, in some circumstances, the risk remains at
25% because the at-risk parent does not want to be
tested, examined neurologically or even acknowledge
that he/she is at risk. A dilemma then occurs when 
the person at 25% risk is tested and shown to carry the
Huntington’s disease mutation. In this situation, the
genetic status or risk of other family members can be
changed (Figure 10.1). Ethical dilemmas also arise as a
consequence of too much information becoming appar-
ent following DNA testing. Some examples are given in
Box 10.1.

PRENATAL DIAGNOSIS
The increasing scope described for DNA predictive
testing is also seen in prenatal diagnosis. Prior to the
availability of chorionic villus sampling, prenatal detec-
tion of genetic diseases was possible only during the
second trimester of pregnancy. Delayed results meant 
a difficult termination of pregnancy should this be
requested. Today, first trimester diagnosis by chorionic
villus sampling makes termination of pregnancy less trau-
matic and increases the number of disorders detectable,
since DNA can be isolated with relative ease from 
chorionic tissue. The above, as well as the increasing
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Fig. 10.1 DNA testing for Huntington’s disease.
A female individual with Huntington’s disease (�) is depicted
as I-1. Her son (II-1) has a 50% a priori risk for Huntington’s
disease. Her granddaughter (III-1) has a 25% a priori risk. In
this situation, DNA testing is not usually undertaken for the
latter because her risk has not reached 50% (this would occur
if her father has a positive DNA test, or he develops signs or
symptoms of Huntington’s disease). The dilemma arises if the
granddaughter wishes to know whether she carries the
mutation for Huntington’s disease (this often becomes an issue
if reproduction decisions are to be made or there is a
pregnancy, as has occurred in this example), and the
asymptomatic father refuses to be seen by a neurologist or
undertake a DNA test or for whatever other reason does not
want to be involved. Even without the father’s participation,
DNA testing in the granddaughter can be undertaken. A
negative result in her does not alter the status quo. However,
a positive result will mean her father must have Huntington’s
disease. It will also increase the risk for her brother (III-3) from
25% to 50%. Does she tell the brother this information? Will
it be possible to prevent the information that the father is
affected from reaching him? If either or both siblings are
affected, they will no longer be able to seek help and support
within the family framework because doing so would establish
the father’s genetic status.

Box 10.1 Case studies: Some ethical dilemmas
in DNA predictive testing.
A possible finding in DNA linkage testing is non-
paternity. Such an example is given in Figure 10.2.
This finding can be put aside and not disclosed to
comply with the principle of non-maleficence.
However, what if the non-paternity then excludes the
consultand or other family members from being at
risk? Autonomy and beneficence in respect to the
consultand must be balanced by confidentiality and
privacy of a family member. Will the ethical dilemma
be made easier if the latter is deceased but the spouse
is alive? Another, less common example of too much
information coming from direct gene testing involves
monozygotic twins at risk for a genetic disorder. This
would occur if one of the pair wanted to have DNA
predictive testing but the other declined. However,
because they are monozygous, a result from one
would automatically apply to the other. The first indi-
vidual has the right of autonomy; the second is enti-
tled to privacy, including the right to know or not to
know. Involving both is the principle of beneficence.
In some DNA testing programs, this potential
dilemma would be resolved by linking the testing to
both or none; i.e., beneficence overrides.
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availability and commercialisation of DNA diagnostic
kits, has meant that the decision whether or not to
undergo prenatal diagnosis is being faced by an increas-
ing number of couples.

The ethical, cultural, religious and social implications
of terminating a pregnancy will not be discussed here as
they are generic to medicine and not specifically molec-
ular medicine. These issues will influence a couple’s final
decision in relation to prenatal DNA testing. Complicat-
ing the decision-making will be the knowledge that many
of the genetic disorders that were once untreatable (for
example, cystic fibrosis) are now able to be managed
better. In some cases, options such as bone marrow trans-
plantation can lead to cures. Nevertheless, the medical
and psychosocial implications of having a child with a
genetic disorder are considerable, and appropriate

screening for early detection of risk couples, as well as
sufficient time for decision-making, is appropriate in
these circumstances. The dilemmas facing the couple can
be even more difficult if there is no first-hand experience
of the genetic disorder being tested, a scenario that is
increasingly the norm as more screening options are used
during pregnancy. It is also possible that failure to use a
DNA test can itself lead to an ethical dilemma (Box 10.2).

Sex selection by prenatal testing or other forms of
sexing (for example, preimplantation genetic diagnosis
[PGD] or sperm sorting) are practised in some commu-
nities. The standard sex ratio for newborn boys to girls 
is 105 :100. In some countries, this ratio is closer to 
120 :100 (data from the US President’s Council on
Bioethics web site). Determining the fetal sex because
there is risk for an X-linked genetic disorder is accepted
in medical practice, but a DNA test to identify fetal sex

25 / 20

25 / 18

43 / 12

?

Fig. 10.2 DNA test complicated by non-paternity.
A symptomatic male with Huntington’s disease (�) has 43 and
12 triplet (CAG)n repeats (see Chapters 2 and 3 for further
discussion of triplet repeat expansion). The 43 repeats confirm
the diagnosis of Huntington’s disease in him. His two
daughters are at 50% risk. One daughter is tested (the other
indicated by a ? does not want to know or be tested). The
daughter who is tested has (CAG)n repeats of 25 and 18.
Provided this is not a laboratory or blood collection error,
these results show (1) She does NOT have Huntington’s
disease because neither of her (CAG)n triplets is 40 or more in
number. (2) The other reason she does not have Huntington’s
disease is the likelihood that the father is not her biological
father. This is assumed because the 25 repeat in the daughter
has come from the mother, and her 18 has come from another
person since her putative father has repeats of 43 and 12.
Non-paternity would need to be confirmed by a panel of
DNA markers (see Chapter 9). Although the daughter who has
not been tested remains at 50% risk, the finding of non-
paternity in the sister adds an additional complexity. Because
families with genetic diseases often know a lot about their
disease (the Internet has made dissemination of knowledge
considerably easier for laypersons), patients and families not
infrequently ask the clinician to go over the actual DNA
results with them. In this particular case, such a request would
quickly show up the possibility of non-paternity and add an
additional complication to the family that is already under
stress.

Box 10.2 Case study: Failure to diagnose
haemoglobin Bart’s hydrops fetalis.
The development of hydrops fetalis (i.e., congestive
cardiac failure in the fetus) can be caused by a
number of conditions, including infection, Rh
haemolytic disease and a form of a thalassaemia
known as haemoglobin (Hb) Bart’s hydrops fetalis.
With the increasing use of ultrasound during preg-
nancy, the fetus can be monitored, and anomalies
detected. In one particular case, a fetus was demon-
strated to be developing hydrops fetalis, but the
underlying cause was not adequately investigated,
even though the parents were from South East Asia,
an area in which Hb Bart’s hydrops fetalis is common.
The fetus was transfused in utero. The child was born
alive, but unfortunately the basis for the illness was
shown belatedly to be Hb Bart’s hydrops fetalis, a
condition that is not usually treated because it is fatal
in utero or the baby dies soon after it is born. A diag-
nosis of Hb Bart’s hydrops fetalis in the affected fetus
could have been made very easily by looking for the
common deletion in the a globin gene known to
cause this problem. Apart from a very ill newborn
who will forever need regular blood transfusions and
iron chelation therapy to remove excess iron, this
case illustrates another ethical dilemma. Research
studies are being conducted in South Asian countries
where Hb Bart’s hydrops fetalis is common. These
studies are looking at the consequences of intrauter-
ine blood transfusion. To date, the results are prelim-
inary, and although there have been a small number
of survivors, there remains some doubt about the
quality of life that these individuals are experiencing.
However, for counselling purposes, parents with an
at-risk pregnancy may now be faced with an addi-
tional choice—the possibility of intrauterine blood
transfusion, the efficacy of which remains in doubt.
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for family balancing or when one sex is preferred 
over the other is contentious for reasons including 
(1) Limited resources are being used to undertake
non–medically-related DNA testing. (2) The test is a form
of sex discrimination; i.e., one sex (usually male) is pre-
ferred over the other. (3) Long-term societal effects, if the
trend leading to a predominance of males continues. (4)
The slippery slope argument, i.e., sexing now, and when
the genes for other traits (personality, performance and
so on) are found, they will be requested.

Surprisingly, sex selection has kept a low profile in the
community and media, In affluent countries, those who
can afford the test can have the relatively expensive PGD
or sperm sorting so they do not have to terminate a preg-
nancy. Those who cannot afford it must rely on chorion
villus sampling or amniocentesis and a possible termi-
nation of pregnancy. Ethicists have defended sex selec-
tion for various reasons, including individual autonomy
and the basic right of a couple to choose the sex of 
their baby. On the matter of sex selection, a working
paper (US President’s Council on Bioethics) designed to
promote discussion but not representing official policy
made three recommendations: (1) Do nothing, and hope
that it will work out. (2) Engage the various medical 
governing bodies to encourage self-regulation. (3) Take
legislative action. To date, this issue has not progressed
further because no doubt the path ahead was going to be
very difficult.

Somewhere between prenatal testing for a serious
genetic disorder and prenatal testing for sex selection lies
prenatal tests that are being undertaken for adult-onset
genetic disorders. In these circumstances, the fetus, if
affected, will not develop the genetic disorder for
perhaps 20–40 years into the future, by which time new
treatments or even cures are likely to be in place. These
are problematic prenatal diagnoses, particularly for the
laboratory staff, who often work under a degree of stress
in this area. One hope for a solution acceptable to all is
that the developments in fetal therapy come soon so that
the ethical, social and legal issues related to prenatal
testing are resolved by testing the fetus for abnormalities,
and then following this with the appropriate treatment to
correct the defect identified.

POPULATION SCREENING
Many types of screening programs could be implemented
on the basis of DNA testing (see Table 2.9). The utility of
DNA testing strategies, particularly the potential for PCR
to test many samples quickly and relatively cheaply, 
has meant that widespread screening of the population
becomes a practical consideration. As more genes are
sequenced, the number of mutations identifiable by PCR
will increase. Gene chips and related technologies will
open up the options for widespread DNA testing.

Two early examples of selective screening programs
targeted to at-risk populations illustrate the potential
advantages and disadvantages of this type of testing. 
Tay Sachs disease is a fatal neurodegenerative disorder of
childhood. It is inherited as an autosomal recessive trait.
Since the early 1970s, individuals at risk for Tay Sachs
have been screened and counselled. The incidence of Tay
Sachs disease has been reduced without the societal
problems that developed following the implementation
of population screening for sickle cell disease, another
autosomal recessive disorder. Sickle cell disease leads 
to considerable morbidity and mortality although the 
ultimate outcome is not entirely genetic in origin as 
environmental factors are important. The US-based sickle
cell screening program, which was also started in the
early 1970s, was targeted to the at-risk African American
population. The initial version of this program produced
more harm than good. Results led to a lowering of the
self-image, overprotection by parents and discrimination.
The discrimination came from employers, insurance
companies, health insurers and potential spouses. Why
did these two programs produce different outcomes?

One reason for success with Tay Sachs screening was
the target group, which comprised individuals of Jewish
origin who had better educational opportunities and
social infrastructure. Another contrast between the two
programs was the close community consultation under-
taken prior to genetic testing for Tay Sachs. Because of
the problems associated with sickle cell screening,
changes were made to the program including the
removal of legal compulsion to screen, and improved
counselling and education facilities. These changes
enabled more successful testing to be pursued. Experi-
ences with these programs illustrated the necessity for
counselling and public education to explain the signifi-
cance of mass screening results as key ethical consider-
ations in program design.

The modern screening dilemma is illustrated by cystic
fibrosis. DNA amplification by PCR enables the common
DF508 defect to be detected in peripheral blood or more
accessible tissues such as cells present in a buccal swab.
As summarised in Chapter 3, more than 1300 mutations
produce cystic fibrosis although DF508 is the most
common in those of northern European origin. Other
mutations are much less frequent (see Table 3.8). The
ethical and social issues raised include the use of a 
test that will not detect all those who are affected. For
example, if only the DF508 mutation is sought, false 
negative results in couples from a population with 
a frequency for the DF508 mutation of 70% will be
0.51(1 - (0.7 ¥ 0.7)); i.e., approximately half the couples 
will not be informative by this approach. The detection
of the less common mutations (some of which are present
only at a 1–2% frequency in the population) will add 
to the workload but not increase substantially the infor-
mation to come from the screening program.
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Debate continues about the value of mass population
screening in contrast to testing individuals or at-risk fam-
ilies, i.e., selective screening. Even if laboratory facilities
are available, major efforts directed towards genetic
counselling and public education would be required to
ensure that those tested fully understood the implications
of the results. The financial resources to carry out a mass
screening program would be enormous. In view of this,
and the inability to detect all mutations with present 
technology, the majority of reviews and enquiries have
recommended limited screening—perhaps of pregnant
populations or selective screening of groups who are at
higher risk than the general population.

Additional problems that need to be resolved before
embarking on a widespread cystic fibrosis screening
program include the uncertainty of the mutations in
respect to disease severity. Thus, counselling in a number
of instances will be difficult and incomplete. An example
can be seen from the IVF programs which have shown
that some cases of infertility in otherwise healthy males
are due to cystic fibrosis. If, in this circumstance, the
female partner carries the DF508 mutation, offspring con-
ceived by IVF using sperm isolated from the infertile male
have a 50% chance of being compound heterozygotes
for DF508 and one of the mild defects carried by the
infertile male. The phenotype that this produces will be
difficult to determine since without IVF-based technology
infertile males would not have transmitted that particular
mutation.

Many of the newborn screening programs have now
successfully incorporated DNA analysis for cystic fibro-
sis into their standard biochemical testing protocol (see
Chapter 7). This has streamlined the laboratory’s work
and has reduced anxiety in families because the number
of newborns required to be recalled for definitive testing
is reduced. However, the advantages might need to be
balanced with the growing cohort of children in the pop-
ulation who have been identified as carriers of the cystic
fibrosis mutation. What effect, if any, this information will
have on the way they develop should be an important
subject for future research. Finally, in all examples of
population screening, data storage would have to be
secure to ensure confidentiality.

COUNSELLING
Individuals seeking advice because of a family history of
genetic disease or a couple in the prenatal diagnosis 
situation are given the best information available at the
time that will allow them to make their own decisions.
However, the rapid advances in molecular genetics can
both assist and complicate this type of counselling. Infor-
mation gained from molecular genetics can make the
counselling process more difficult because it provides
some data but not enough for the couple to make a deci-
sion. For example, a question frequently asked is How

severely affected will be an offspring with a particular
genetic disorder? In b thalassaemia, the molecular basis
for the milder, non-transfusion-dependent form called
“thalassaemia intermedia” has been determined in some
cases. However, other factors are also involved, making
population-based data less relevant to the individual
case. Has knowledge of the molecular pathology of 
thalassaemia, arguably the most intensively studied of all
Mendelian genetic defects, reached the stage that the co-
inheritance of b thalassaemia with other genetic changes
(e.g., an increase in fetal haemoglobin or coexisting a
thalassaemia) will enable a confident prediction of sever-
ity to be made? Unfortunately, the answer is no.

Therapeutic options, particularly those related to
molecular medicine, are also changing. For example,
gene therapy in cystic fibrosis and the availability of an
oral chelating agent in thalassaemia will become future
treatment considerations. These treatments should
improve the outlook for both disorders and need to be
considered by prospective parents.

Criticism has been levelled at commercial DNA testing
laboratories that make available a DNA result without
considering whether the test is indicated, or there are the
resources that would allow the test’s implication to be
understood by the patient or even the health professional.
This problem could be resolved if the provision of DNA
testing were clearly linked to counselling, but unless
there is a national health system, this would be difficult
to enforce. Particularly worrying is direct laboratory-to-
patient DNA testing. A study by Williams-Jones (2003)
identified three such examples following an Internet
search. A related activity is the initiative by some 
companies to provide genetic (DNA) profiles for the
purpose of personalising health care. In the UK and USA,
companies offer cardiovascular, osteoporosis, ageing and
other genetic screens. These screens are predominantly
based on SNP markers that have been associated with an
increased risk for disease. From the population-based
genetic profile, the customer (the person is a true cus-
tomer now, and not a patient in the traditional sense) can
decide to make changes in lifestyle—for example, taking
vitamins—in response to the genetic findings.

The era of personalised medicine has much to promise,
and was discussed in some detail under Pharmacoge-
netics in Chapter 5. However, the concept can also be
criticised because the scientific information provided is
often incomplete, and it is doubtful that the public can
make a full assessment of the genetic data when, in many
cases, scientists themselves remain unclear how reliable
is the SNP association with a particular disorder.

DISCRIMINATION AND STIGMATISATION
To the individual, DNA screening has the advantage of
detecting potentially reversible problems early, or allow-
ing preventative measures to be implemented prior to
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disease being established. In the workplace, there is the
potential to know, through DNA testing, which industrial
toxins are particularly noxious to an individual based on
that person’s genetic makeup. The disadvantage of the
DNA test in these circumstances is the risk that this 
will lead to loss of insurance or employment (and so
health insurance if this is linked to employment). An
example used to illustrate how discrimination in the
workplace has occurred because of genetic (DNA) testing
is the Burlington Northern Santa Fe Railroad case 
(Box 10.3). However, this is not a particularly good case
because it illustrates more a basic ignorance of genetics
than a DNA test being used in the workplace with the
potential to discriminate against employees. The fact that
this example has been quoted by a number of sources
might even be a positive message; i.e., this type of dis-
crimination is not a major problem, and so there is time
to ensure that inappropriate DNA testing in the work-
place does not occur.

On the other hand, DNA testing in the workforce
(included in this is the sporting arena) that is conducted
appropriately might be beneficial and should not be
totally excluded. An interesting case is the unconfirmed
report that boxers with the apolipoprotein E genetic type
known as E4 (APOE4—the same genetic predisposition
marker in late-onset and sporadic Alzheimer’s disease)
are at greater risk of chronic traumatic brain injury.
Where does this place the various boxing federations as
well as sporting institutions or organisations that train
boxers? Should APOE4 DNA testing be required of

boxers? One could argue that this type of DNA test in
the workplace or sporting arena might be justified if it
identified a predisposition to serious brain damage from
boxing. It is surprising that advice from some lawyers is
that under discrimination and disability laws, it would be
difficult to exclude APOE4 positive individuals from
being trained in boxing or prohibit them from taking part
in matches! This example demonstrates how discrimina-
tion and disability laws may not function as they are
meant in the DNA environment. There is little doubt there
would be a medico-legal obligation on the part of the
medical practitioner to warn a boxer that there might be
a DNA genetic test that will provide a risk of long-term
brain damage in boxing (assuming this association is
eventually proven to be correct).

In late 2004, the German Government came under
criticism for producing draft legislation that would allow
employers to undertake DNA tests on applicants for
certain jobs. The example given was DNA testing for
vision disorders in bus drivers. This alarmed members of
ethics committees because it represented the beginning
of the “slippery slope” in their view. If legislation is
enacted, the long term effects of this government initia-
tive will be important to monitor.

Insurance companies are aware of the potential for
DNA screening or testing. A number of reasons are given
to justify the use of DNA testing, including the duty 
of the insurance company, which is a business, to the
other policyholders and shareholders. A UK House of
Commons committee was informed by representatives of
the insurance industry that providing life insurance for
the ~5% of individuals presently excluded because of
pre-existing medical conditions would at least double the
cost of current premiums.

Insurance companies base their policies on actuarial
calculations related to the likelihood of death, loss or
damage. In terms of life insurance, those who fall into
high-risk groups are usually able to be insured although
at a much higher premium. The medical examination, the
medical history and, in some cases, a compulsory test for
HIV are accepted as part of the prerequisites for obtain-
ing life insurance. However, the potential to utilise the
DNA or genetic makeup of an individual has opened 
a Pandora’s box. Governments have responded in a
number of ways, from proposing a form of universal
insurance coverage that would have no preconditions to
a complete ban of genetic testing when it comes to insur-
ance matters. However, in most countries there remains
some uncertainty about the way in which the insurance
industry will use DNA testing, and so governments 
have adopted a wait-and-see approach. At present, many
insurers follow a policy that a DNA test will not be specif-
ically requested in an individual with a family history of
genetic disease. However, if the DNA test has been
undertaken, the insurance company will expect that the
result is made known.

Box 10.3 The case of the Burlington Northern
Santa Fe (BNSF) Railroad.
Based on an unfortunate ignorance of genetics, the
BNSF attempted to DNA test employees who had
claimed compensation for carpal tunnel syndrome
developed during work. The DNA test was under-
taken because it was purported to detect a gene 
mutation that produced a hereditary neuropathy 
associated with pressure palsy. When this testing
became public, the company had to back down and
settle out of court in response to legal action from the
employees. A number of inappropriate issues were
identified in this case: (1) DNA tests had been under-
taken without consent. (2) The test itself was of no
value because there was little evidence that the DNA
mutation would predict the development of carpal
tunnel syndrome in the circumstances being investi-
gated. (3) The use of the DNA test was illegal as the
US Government in 1995 legislated to define an indi-
vidual’s genetic status as a disability in some circum-
stances. For an employer to use this information in
employing or dismissing an employee would be 
discriminatory.
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A number of key issues still need to be resolved. For
example, will DNA testing comprise another component
of the actuarial assessment or will it be used to deny
insurance or make the loaded premium unattainable?
Presently, a family history of Huntington’s disease will
place an individual who wants to take out life insurance
in the at-risk category, and the premium will be modified
accordingly. However, how would the insurance
company react to the following two scenarios? (1) Prior
to insurance being obtained, the at-risk individual vol-
untarily undertakes DNA testing and is shown to carry
the mutant gene. (2) Following the insurance premium
being negotiated, DNA testing identifies the mutant gene.
It is presumed that in both the above hypothetical situa-
tions, the finding of a normal gene will place the person
in the general population risk category.

TESTING CHILDREN
One important advantage of DNA testing is that it can be
undertaken at any age. This can also lead to an ethical
dilemma when healthy children are tested. In these cir-
cumstances, informed consent is given by their parents.
Why are children being tested? An acceptable medical
indication is a childhood disorder or an adult-onset dis-
order for which early intervention will improve the prog-
nosis. Non-medical indications that have been identified
include lifestyle planning decisions such as choosing the
appropriate environment in which to bring up a child
with a genetic disorder. Dubious indications include the
options for planning of future educational, career or
reproductive decisions by the child.

Ultimately, it is the parents acting as the child’s
guardians who will make the request for DNA testing.
Whether this is to relieve anxiety on their part or a legit-
imate medical indication or a combination of both can
be difficult to assess. Relief of parental anxiety must be
balanced by the problems of DNA testing mentioned
already, and the potential harm to a child whose dis-
closed genetic status may lead to an unnecessary change
in the way the child is allowed to develop, as well as
negative emotional consequences and damage to self-
esteem. However, the effect of DNA testing, particularly
predictive testing in childhood, may be less traumatic
than previously thought. In fact, judging from the results
of a recent study, children seem to tolerate these DNA
predictive tests better than adults, at least for the short
term (Box 10.4). More research is needed to determine
the effects of DNA genetic testing in children.

To avoid difficult decisions in these circumstances,
some DNA programs—for example, Huntington’s
disease—will not test individuals unless they themselves
are able to give informed consent; i.e., they have attained
the age of 16–18 years. The Huntington’s disease
example is relatively straightforward since this adult-
onset disease has no known treatment, which can influ-

ence its natural history. On the other hand, more debate
has occurred in respect to familial hypertrophic car-
diomyopathy, another autosomal dominant disorder that
usually manifests in adult life (see Chapter 3 for further
discussion on the molecular genetics of this disorder).

Views held in favour of testing children for familial
hypertrophic cardiomyopathy include the relief of
anxiety for parents and the child, if the underlying muta-
tion is excluded, or the test ensures that those identified
as carrying the mutation are more effectively followed
and encouraged not to participate in competitive sports,
which are associated with sudden death. Some medical
surveillance measures and surgical interventions could
prevent complications, particularly ventricular arrhyth-
mias. The opponents to this view point out that no
medical intervention has yet been shown to alter the
natural history of the disorder, and the harm coming from
early knowledge that the child carries a defective gene
could have a negative effect on that individual’s subse-
quent development. In this debate it is interesting that the
proponents for DNA testing are more likely to be the 
clinicians (e.g., cardiologists, paediatricians) who deal
directly with affected individuals, whereas the opponents
for testing are health professionals specialising in genet-
ics. Informed debate and objective research are now
required to enable a consensus to be achieved.

Box 10.4 Predictive genetic testing in children
(Michie et al 2001).
The purpose of a study by Michie et al was to
compare the emotional impact of DNA predictive
testing on children and adults who had been tested
for familial adenomatous polyposis (FAP), a genetic
form of colon cancer discussed in more detail in
Chapter 3. Measures such as depression, anxiety,
optimism and self-esteem were sought. Follow-up
was relatively short at 12 months, and so the results
reflect shorter rather than long-term consequences.
Surprisingly, it was shown that children (aged from 
10 to 16 years) tolerated predictive testing for FAP
mutations, perhaps even better than adults. Children
receiving positive or negative results did not experi-
ence greater anxiety or depression than adults.
Another surprise was the finding that there are actu-
ally very few studies that have attempted to determine
the effect on a child who undertakes this type of DNA
testing. Another observation requiring more research
was the finding that it might not be necessary to
subject everyone to the standard counselling (pre-
and post-test) protocol, but it might be more efficient
and less resource intensive to target individuals who
tend to pessimism and are low in self-esteem, as they
appear to be particularly at risk of responding nega-
tively to this type of DNA testing.
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Guidelines are helpful in complex cases, but flexibil-
ity needs to be maintained to deal with those situations
in which DNA testing will be beneficial to the child. In
the context of a research protocol, the testing of children
can occur, but due consideration will need to be made
since the process is more complex than that involving the

mature adult who can consider the implications for
him/herself. A series of conclusions and recommenda-
tions relating to the issues of DNA testing in children and
adolescents may be found in a 1995 policy statement
from the American Society of Human Genetics and the
American College of Medical Genetics (Table 10.1).

Table 10.1 Points to consider when DNA tests are undertaken in children or adolescentsa

Issues Benefits Harm-causing

Medical Improved prevention or therapy. Failure to adequately implement the benefits.
More effective surveillance.
Improved diagnosis and prognosis.

Psychosocial Reduction of uncertainty and anxiety. Altering self-image.
More time for adjustment. Increased anxiety and guilt.  
More time for planning in a range of activities. Altered expectations for a range of normal activities.

Distorted perception of the child.
Discrimination at school, employment or insurance.
The finding of non-paternity, adoption.

Reproductive Informed family decisions by the parents

a Policy statement from American Society of Human Genetics and the American College of Medical Genetics.

RESEARCH

PURSUIT OF KNOWLEDGE
The pursuit of knowledge for its intrinsic value is becom-
ing more difficult in today’s outcome-driven priority-
based research. Investigators are frequently encouraged
to strive for a marketable end-product that can be
patented, the outcomes measured, and results obtained
within a designated time frame. While shrinking
resources are in part the reason for this type of rational-
isation, the trend has the long-term potential to stifle 
creative or innovative work. Another consideration is the
increasing government influence in the type of research
undertaken. Since governments often provide a signifi-
cant proportion of the research funds, there is some jus-
tification in their demand for greater input into the types
of work being undertaken. National priorities or specific
targets can be identified, and funding is used to drive
research in these directions. The comments made above
have particular relevance to molecular medicine, which
is very much technology based, and so requires consid-
erable infrastructure and does not necessarily produce
results within a short time frame. In this environment,
publicly funded researchers may be disadvantaged com-
pared to their counterparts in industry because the latter
can take a longer term view of outcomes, with the
increased costs of this strategy eventually passed on to
the community.

The molecular medicine era is one of the most excit-
ing in the modern history of medicine. Many develop-

ments have occurred at a time when there have been 
significant shifts in the way in which research is being
undertaken. The free-thinking or hypothesis-driven
research is giving way in some circumstances to goal-
driven activities that have attracted funding because of
perceived commercial benefits. The Human Genome
Project illustrates another approach in which a mammoth
undertaking will be resolved by technological blitzkrieg.
For some time purists did not perceive genome mapping
as anything other than data collection because it did not
follow the traditional avenues in research. However,
there is little doubt that information coming from the
technology-driven Human Genome Project has pro-
duced very useful and practical knowledge and has
opened up directions for the more traditional type of
research. Times are changing rapidly. The effects that
these shifts in strategies will have on future developments
in molecular medicine will take time to assess.

PATENTS AND INTELLECTUAL PROPERTY
A patent is an intellectual property right acquired by the
inventor of a new, inventive and useful product or
process. The raison d’être for a patent is to encourage an
inventor to place an invention in the public domain in
exchange for certain rights for a limited period (usually
20 years). The patent allows the individual to (1) stop
others from exploiting the invention during the life of the
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patent, (2) exploit the patent and (3) licence the patent
to others. Criteria required before a patent is granted
include (1) It is a novel or new invention. (2) An inven-
tive (non-obvious) or innovative step is involved. (3) Use-
fulness (utility) must be demonstrated. Within the above
framework, there are differences in interpretation. For
example, the UK’s Nuffield Council on Bioethics has
claimed that the inventiveness step on patents for DNA
sequences is easier to satisfy in the USA. In contrast, it is
said that the utility component of a patent is more strictly
observed in the USA.

In some countries, notably those in the European
Union, ethical considerations may exclude a patent from
being filed. In contrast, countries such as the USA,
Canada and Australia make no provision for ethical and
social considerations in the patent process. Countries are
also bound by international treaties on patents such as
the World Trade Organization (TRIPS) agreement, and
they restrict what a country can do with a patent. For
example, compulsory licensing can be evoked by gov-
ernment in certain circumstances, but the TRIPS agree-
ment requires appropriate compensation to be paid. 
The monopoly granted by a patent also overrides anti-
competitive legislation, and this is particularly concern-
ing for DNA testing because it can mean that restricted
licensing has the potential to impact negatively on
quality assurance. In the case of the Myriad Genetics
patent with BRC1, the company’s original position was
that all DNA testing for breast cancer would be con-
ducted in its USA-based laboratory.

Some consider patents as a necessary evil because
without them the huge costs involved in developing new
drugs or therapies would be a barrier to progress. A
number of the very important recent gene discoveries
have been made by private companies. The medical 
and scientific community is now strongly encouraged to
derive benefits from the patenting of important discover-
ies. Patents have become important criteria for the inves-
tigator’s productivity and competitiveness in the peer
review process for research funding. Many governments
establish a direct link between improvements in health
through generation of wealth in biotechnology.

Until the molecular era, patents were obtained for 
therapeutic substances or technologies produced by
processes that were more easily identified as being inven-
tive. Now genes, gene sequences and their products are
the subjects of patents. For example, a research group at
the US National Institutes for Health (NIH) caused an
uproar by filing patents for more than 6000 anonymous
human brain–derived DNA sequences in 1991. These
“genes” were isolated from a brain cDNA library, and
their uniqueness demonstrated by sequencing a segment
of the cDNA and showing on DNA database searches
that the sequences were not present in the databases.
Thus, they represented unique DNA segments called
ESTs (expressed sequence tags) that, since they come

from a cDNA library, were likely to be segments of genes
with, as yet, unknown function. Despite this, an attempt
was made to patent these unknown “genes.” Groups on
both sides of the Atlantic were drawn into the NIH con-
troversy, which was only defused when the patent appli-
cations were withdrawn.

The dilemma arising from the patenting of a DNA
sequence reflects the philosophy behind a patent, i.e., a
novel idea or invention that has some utility. Since the
above cDNA clones had no known function, their utility
was difficult to assess. At the time, the view held by many
in the community, both lay and scientific, was that genes,
humans and components of humans are not inventions
but discoveries, and so inappropriate objects for patents.
Many are still of this view, but the fact remains that the
complete human genome has been patented. Both aca-
demic institutions and commercial companies continue
to pursue the option to patent DNA segments in antici-
pation that this will prove to be financially rewarding
some time in the future. Alternatively, the value of a
patent might lie in the ability to block competitors. As
well as the basic philosophy on the appropriateness of
patenting the human genome, another concern about
these types of patents is their broad claims. For example,
the Myriad Genetics BRCA1 patent claims rights over any
use of the DNA sequence, including DNA genetic testing
or any therapies that might emerge from knowledge of
the DNA sequence.

Negotiations between patent holders and Directors of
DNA testing laboratories, individual researchers and
various organisations are often conducted under a 
commercial-in-confidence agreement, which means that
discussions are secret. In this circumstance, individuals
(and even organisations such as a University) are 
disadvantaged because of the non-disclosure, and 
there are the very high costs required to litigate. Whilst the
proponents of patents point out that they can be 
challenged in the courts, it is instructive to review 
the Roche company’s web site (http://www.roche-
diagnostics.com/ba_rmd/pcr_litigation_chronology.
html), which summarises ongoing litigation with
Promega, another company, over the patent covering PCR
(and no one disputes that PCR is a true discovery, unlike
the patenting of a stretch of human DNA sequence). The
reader will find the graphical summary of the chronology
particularly informative. It leaves little doubt that very few
would have the resources or the ability to take on a major
company to challenge a patent. In the most recent court
ruling of May 2004 (and there have been many in this
long-lasting saga, which started in late 1993), both Roche
and Promega are claiming victory although Roche will
appeal one aspect of the ruling.

There is growing evidence that the patents issue has
had a direct and negative effect on a number of DNA
diagnostic services. Some have had to stop a particular
DNA test, whereas others have not developed tests
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because of patent issues (Box 10.5). In this milieu, it is
critical that government takes a greater role directly or
indirectly in the negotiations to ensure that they are fair,
and in the case of a dispute, there is the option through
government of taking the patent holder to court.

In May 2004, in response to appeals from scientific
institutes, the European Patent Office revoked Myriad’s
patent for breast and ovarian DNA testing that had been
granted in 2001. This decision was based on the grounds
that the monopoly would jeopardise the development of
research and identification of new tests, and on review,
the European Patent Office concluded that the discovery
was not novel and errors had been made by the
company. This decision which can be appealed is likely
to be an important precedent for the future.

Another controversy surrounding patents involves
Genetic Technologies Ltd. This Australian company
claims a patent covering all non-coding DNA sequences,
i.e., more than 98% of the human genome, as well as
genomes in other organisms including plants. This has
profound implications for DNA diagnosis, as well as
research, because we are now dealing with the great
majority of total DNA. For example, there will be few
DNA primers required for PCR and DNA mutation testing
that do incorporate knowledge of non-coding DNA in
their design. Litigation has already started, and the results
of this court case will be awaited by many.

There are alternatives to litigation in challenging a
patent. One involves the taking out of a defensive patent
(Box 10.6). Some legal experts have indicated that the
patent system in respect to genomic research is healthy
because it has been possible to protect the public inter-
est by defensive patents, and there is always the poten-
tial for national compulsory licensing (although this is

rarely invoked). However, the necessity for these options
only confirms that the present system cannot be sus-
tained without having a long-term detrimental effect on
the community and the advancement of molecular med-
icine. The costs alone in taking out and then defending
a defensive patent are considerable and available to few
organisations.

As shown in Table 10.2, patents are a legal minefield,
with various options and strategies available to press
home an advantage or, alternatively, ensure the compe-
tition is disadvantaged. Since money is increasingly
being equated with medical discoveries, the obvious

Box 10.5 Patents and provision of clinical
genetic DNA testing (Cho et al 2003).
A survey of 201 US-based laboratory directors
enquired whether patents had interfered with their
provision of a DNA testing service. Of the respon-
dents, 25% indicated that they had to stop a DNA
test, and 53% stated that they had not developed a
new test because of the patent issue. In all, 12 genetic
DNA tests could not be performed, and these tests
were common ones in many laboratories. The 12
included BRCA1, BRCA2, HFE (haemochromatosis),
FAP (familial adenomatous polyposis), Huntington’s
disease and Factor V Leiden (for predisposition to
thrombosis). Overall, 22 patents covered the per-
formance of these 12 tests. Perhaps one of the more
irritating findings in this survey was that 13 of the 22
patents were based on research that had been funded
by the US Government.

Box 10.6 Protecting public access to gene
sequence information.
Four examples regarding the protection of public
access to gene sequence information are given: (1)
The SNP Consortium Ltd (an amalgamation of indus-
try, academic centres and charity) was formed specif-
ically to develop a high-quality single nucleotide
polymorphism (SNP) map. This information would be
available at no cost, it would not be patented and the
data would be placed in the public domain. The SNP
Consortium’s aims were both altruistic and prag-
matic—the latter being a defensive move to stop other
companies from acquiring exclusive intellectual
property rights to SNPs (read more about SNPs in
Chapters 2 and 5). (2) Another example to suggest that
the patent system needs reviewing in the area of
genomics is the filing of patents for the SARS viral
sequence by two not-for-profit public organisations
(the US Centres for Disease Control and Prevention
and Canada’s British Columbia Cancer Agency). The
justification given by these organisations was that this
was the only way to ensure that the viral sequence 
is freely available to all because even publishing 
the viral sequence will not prevent others from filing
patents. The CDC and the BCCA have publicly
declared that this will now allow them to licence
gratis any work that is for public good. (3) Cancer
Research UK, a charitable organisation, obtained a
Europe-wide patent on the breast cancer gene
BRCA2. The purpose was to stop US-based Myriad
Genetics from utilising its own BRCA2 patent and so
restricting access by European workers to DNA
research and diagnostic testing on BRCA2. Cancer
Research UK indicated that it would allow publicly
owned laboratories to use information based on this
gene sequence for no charge. (4) PUBPAT (Public
Patent Foundation) was formed to represent the com-
munity against wrongly used patents and unsound
patent policy (see http://wwwpubpat.org). Appeals or
issues raised by PUBPAT have resulted in the US
Patent and Trademark office re-examining or rejecting
potentially lucrative patents involving industry and
one university.
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question to follow is Why are subjects of research studies
not also sharing in the spoils? Previously, these subjects
would have been satisfied with an altruistic motive for
their participation. In particular, a number of cogent
arguments have been made that, without the very large
pedigrees required for positional cloning, genes such as
BRCA1 would not have been discovered.

GENETIC REGISTERS, DATABASES AND
DNA BANKS

Repositories
The keeping of registers is an important component of
clinical genetics. Registers come in various forms from
local lists of genetic diseases to national registers. The
compilation of a pedigree is one form of a register. As

indicated previously, many individuals identified on the
pedigree are not aware of its existence or have given per-
mission for their inclusion. In fact, to acquire informed
consent in these circumstances is both difficult and in
itself an intrusion of an individual’s privacy.

A further extension of the genetic register is the avail-
ability, in a central database, of a list of names or iden-
tities of individuals who have a particular type of genetic
disorder or have participated in a clinical trial. The WHO
is actively considering the feasibility of an international
clinical trials register. The significance of this in provid-
ing information for health planning or to assist other
family members is balanced by the potential for unau-
thorised disclosure of such data. The privacy issue is par-
ticularly significant when third parties (e.g., employers,
insurance companies or the courts of law) may gain
access to this information. In these circumstances, the
ethical principles of autonomy and confidentiality out-
weigh the considerations that third parties may derive
benefit or harm from such information. However, this can
be interpreted in different ways, and a court of law may
consider the reverse holds in a particular situation.

A different database involves the storage of DNA fin-
gerprints. As indicated in Chapter 9, DNA can provide a
unique profile for an individual. These fingerprints are
now being deposited in centralised police databases,
although the indications for taking them and the length
of time they are stored vary in different jurisdictions.
However, unlike the traditional fingerprint (which would
not be universally available for all individuals in a com-
munity), there will be alternative sources of DNA for
most, if not all, members of a community. These sources
would have been obtained for specific purposes (e.g.,
Guthrie spots during newborn screening or inadvertently
through routine blood counts or typing specimens from
blood donors) but could now be used (or misused) for
other purposes.

DNA Storage
As indicated previously, DNA is ideally placed to be
stored (banked) for some future use. Guidelines for
formal DNA banks have been established to cover
various aspects of this activity (see Chapter 5). It is impor-
tant to emphasise that the word depositor rather than
donor is preferred because the individual giving the
sample should maintain ownership and is not usually
acting as a donor in the broadest sense.

Storage of human tissue (a source of DNA) or DNA
itself can be undertaken for a number of reasons. For
example, as part of the routine laboratory practice, resid-
ual tissue sections, blood samples or blood spots present
on Guthrie cards obtained from a neonatal screening
program can be kept for a period of time. There may even
be medico-legal reasons for long-term storage. Tissue
storage has produced additional ethical and legal 

Table 10.2 Patent variations, issues and dilemmasa

Patent Explanation
issue

Dependent Patent on an invention that cannot be exploited 
patent without encroaching on an earlier patent (dominant 

patent).

Blocking Patent used to inhibit developments by others.
patent

Defensive Patent taken out to prevent others from patenting 
patent (see Box 10.6)

Patent Multiplicity of overlapping patents making it 
thicket difficult for others to navigate through this web 

to develop their own new technology.

Royalty Multiplicity of overlapping patents leading to the 
stacking need to pay multiple licence fees.

Reach- Claims made by patent holders to future intellectual 
through property in new products that might result from the 
claims use of a patented invention. These claims have the 

potential to restrict the licensee’s rights to future
inventions that might emerge.

Patent One mechanism used to deal with multiplicity of 
pools patents. It involves a cooperative arrangement 

allowing the owners of several patents required for
some product to licence or assign rights at a single 
price.

Licencing Means by which patented technology is legally 
transferred to others for certain uses and under 
certain conditions. Unlike laws against anti-
competitive practice, a patent is anti-competitive, 
and licensing (with very rare exceptions) is decided 
solely by the patent holder. Exclusive licensing has 
the potential to increase the value of the patent but
diminish the value of the product at least in terms 
of clinical care.

a From Australian Law Reform Commission 2004 report on Gene
Patenting and Human Health (http://www.alrc.gov.au/).
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considerations since archival samples are able to be
tested using DNA. An example of this was the suggestion
that the long-standing dilemma whether US President
Abraham Lincoln had Marfan’s syndrome could be
resolved through a PCR study of tissue fragments and
blood spots taken from clothing worn at the time of his
assassination. This study became possible when fibrillin,
the gene for Marfan’s syndrome, was found. Opinions
about the ethical aspects of such a study were divided.
One group considered that there were no legal and
ethical issues involved. Another questioned the ethics of
this proposal.

Guidelines and agreements define the rights of the
individual who has had DNA banked, but less clear can
be the status of DNA or tissue that has been kept as part
of the laboratory’s routine activities. In both circum-
stances, dilemmas arise when material has been stored
for one purpose, but then another DNA test becomes
available and the stored material would be helpful in
defining the genetic status of other family members. A
topical example is the Guthrie card. In many communi-
ties, newborn screening is mandatory. Thus, newborn
blood is spotted onto Guthrie cards, and these cards are
used to screen for a number of medical conditions. Could
blood taken from an infant for the purpose of neonatal
screening be used to test for other genetic diseases?
Could DNA from the Guthrie card be used to establish
the identity of a body that would otherwise not be iden-
tifiable? The good that can come to the individual or the
community needs to be balanced with the person’s right
to privacy. This will not always be easy.

deCODE
A large-scale DNA bank and centralised database that
has provoked controversy and discussion is the one from

Iceland, a relatively closed community with well-
documented genealogies. This facility was established by
the Icelandic government and has been licensed to a
private company called deCODE. The purpose of this
resource is to facilitate gene discovery. The Icelandic
repository of DNA and information involves large
numbers (potentially the whole population of Iceland)
and includes three repositories: (1) a database of estab-
lished family relationships in the forms of genealogies,
(2) a database of phenotypes taken directly from the
medical records and (3) a DNA collection to provide the
genotypic data.

The first model for this resource provoked considerable
debate because there was no consent required to include
medical information (genealogies were already in the
public domain). The consent issue remains the subject of
controversy that has been only partially addressed with
the addition of an opt-out system; i.e., access to medical
record data is automatic unless the individual specifically
says no. Safeguards in relationship to privacy and confi-
dentiality were included in new legislation. Nevertheless,
there are still many unanswered questions about this type
of repository, including Who has access, what type of
research will be undertaken, what are the commercial
implications for the work and how secure are the 
data?

A comparable resource (UK Population Biomedical
Collection) is being set up in the UK. The aim is to focus
more on interactions between genes and environment,
and so the resource is expected to have a large data set
(up to 500000 people) and will require long-term studies
of an epidemiologic nature linking DNA data with
medical records and family histories obtained through
family physicians.

GENETIC AND CELLULAR THERAPIES

GENE THERAPY AND
XENOTRANSPLANTATION
The issue of germline versus somatic cell therapy has
already been raised in Chapter 6. The former is prohib-
ited. This reflects the inevitable consequence of germline
manipulation; i.e., any changes that result (good or bad)
will be transmitted through the germ cells to offspring in
subsequent generations. On the other hand, somatic cell
gene therapy is considered similar to other accepted
medical interventions, for example, manipulations
required for bone marrow or organ transplantation. Ulti-
mately, it is the risk-to-benefit ratio that determines
whether somatic cell therapy is medically and ethically
acceptable in individual cases. Thus, a potentially life-

threatening disorder for which there is no effective treat-
ment or what is available is associated with significant
complications is the first prerequisite. Once the somatic
cell therapy approach can be justified as technically and
therapeutically acceptable, it is allowed to proceed after
protocols are reviewed by the appropriate monitoring
bodies, and a follow-up process is set into place.

Somatic cell gene therapy, particularly that involving
retroviral vectors, has been associated with only one
direct complication (acute leukaemia) in two children
with SCID (severe combined immunodeficiency—see
Chapter 6 for more details). However, many protocols
have been utilised in situations in which the patient’s
clinical state was terminal, and death, as a consequence
of the underlying disorder, soon followed. The long-term
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effects of gene therapy need continued monitoring; for
example: (1) What is the risk in humans that retroviruses
can produce cancer? (2) Is there any leakiness from the
somatic cells so that the introduced foreign gene can
reach the germline? (3) How beneficial will gene therapy
turn out to be?

The use of a xenotransplant including one that has
been genetically engineered to make it more human-like,
and so reduce the risk for rejection, brings with it the
additional concern that viruses or other infectious agents
could cross the species barrier. This type of gene therapy
must be considered within appropriate ethical and regu-
latory frameworks since the risk is not only to the patient,
but to the wider community.

STEM CELL THERAPY
The ethical, moral and social issues concerning termi-
nation of pregnancy have, with recent technological
developments, become relevant to research on or manip-
ulation of the human embryo. A key question is What
constitutes an individual, and when during development
does an individual become a distinct entity? There are
two differing views: (1) An individual becomes a discrete
entity at the time of fertilisation. In this case, embryo
research would be forbidden since it would have the
potential to interfere with the individual’s right to life. (2)
The alternative opinion is that an individual cannot exist
until about 14 days after conception, by which time the
primitive streak is being formed. Prior to that time, it is
possible for the embryo to split and so produce identical
twins; i.e., it is not a distinct entity. After considerable
debate it is difficult to see a consensus emerging from
these divergent views.

Other issues to consider include public opinion and
concern how this technology might be used, particularly
the potential for human cloning. In terms of ELSI, it is
worth noting that the unduly complex terminology has
complicated understanding and discussion, particularly
the concepts of reproductive cloning and therapeutic
cloning. The US President’s Council on Bioethics has
attempted to simplify what are confusing descriptions by
suggesting Cloning-for–Biomedical-Research (therapeu-
tic cloning) and Cloning-to-Produce-Children (reproduc-
tive cloning). This distinction has some merit and conveys

to the public (and health professionals) more meaningful
information.

Various constraints are placed on embryo research; for
example, research is permitted only in the case of spare
embryos obtained at IVF that would otherwise be
destroyed. There is a prohibition on transfer of embryos
to the uterus of any species once they have been genet-
ically manipulated. Reproductive cloning is prohibited.
In the recent and, at times, divisive debate about the
merits of embryonic stem cells versus adult stem cells, 
a compromise adopted by some governments was to
agree to use existing embryo cell lines (they would have
been destroyed eventually), but not allow the creation of
new ones specifically for the purpose of stem cell
research.

Governments’ responses to the stem cell debate have,
not surprisingly, been mixed. This is exemplified by the
European Union where some countries have adopted a
liberal view, whereas others have strict laws prohibiting
any experimentation on the embryo. There is also the
added problem of differing views on the use of IVF
embryos that would otherwise be discarded versus
embryos that are specifically created by therapeutic
cloning (Cloning-for-Biomedical-Research). The regula-
tory anomalies arising in the stem cell area are well
described in the paper by Orive et al (2003).

Cloning-to-Produce-Children (reproductive cloning) is
technically difficult and very likely to be associated with
deformities. A response to the sensational announcement
by two fertility experts that they were about to clone a
human is found in the 30 March 2001 issue of Science.
In his letter, I Wilmut, one of the scientists involved in
the creation of the cloned sheep Dolly, described the
inefficiency of reproductive cloning, as well as the many
abnormalities found in animals created in this way. An
explanation for these defects is provided in terms of 
epigenetic changes that are important for DNA function,
but which may not be adequately controlled in the
cloning process (see Chapters 2, 7 for more discussion
on epigenetics and development). Dr Wilmut concluded
with a comment that failures with human reproductive
cloning are inevitable, but in addition, there will be 
collateral damage flowing to therapeutic cloning as the
community recoils from an inappropriate use of recom-
binant DNA technology.

GOVERNMENT

ALLOCATION OF RESOURCES
The rapid advances in medical knowledge are starting to
produce ethical dilemmas even in the most affluent of
societies. Health and welfare policies in communities are
highly variable, ranging from complete coverage of each

individual by the State to a user-pay private enterprise
system. Advocates for the different systems consider
theirs to be the best, and perceived deficiencies are
resolved by the politically expedient term of “fine
tuning.” Hence, many of the systems have developed
chronic problems centred on the conflicting demands yet
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limited resources, and the public’s perception of what
rights are basic to life within that community.

Information about the human genome, the expanding
DNA testing opportunities and alternative therapeutic
regimens through gene and cell therapies will put further
pressure on the health system. The exponential growth in
knowledge of the single gene disorders has been impres-
sive but is still in its infancy for the more complex poly-
genic and multifactorial conditions. The issues of what
are priorities will need to be addressed. Since many of
the present-day systems are already stretched in terms of
resources, it will be interesting to see what priority
molecular medicine is given by governments. In some
cases, the pendulum might swing too far the other way,
and important everyday problems (e.g., the aged, the dis-
abled, the mentally ill, HIV-AIDS and other infectious
diseases) might be further disadvantaged because health
dollars are diverted to molecular medicine by the prom-
ises that it will provide a panacea for all problems, and
a reservoir for attracting money through its biotechnol-
ogy potential. Only informed debate will ensure that the
allocation of resources for the many health priorities is
appropriate and fair.

Consumer pressure and lobbying will increasingly play
an important role in the progress of molecular medicine,
and so it is essential that the consumer and the commu-
nity remain supportive (see also Future below). Already
there exists a strong lobby group that has well-established
negative views about gene technology. In some ways this
has been beneficial to the development of molecular
medicine because it has ensured that interested parties
from either extreme have not been able to coerce politi-
cians into promoting unsavoury aspects of gene technol-
ogy. However, it is essential that the public continue to
be educated through exposure to information that is both
factual and understandable. The more sensational media
headlines (e.g., “Infidelity—it may be in your genes”)
have been less helpful in this respect.

REGULATION
There are many forms of regulation. The extremes are
self-regulation, which is popular with government when
it comes to many types of industry, to the passage of laws
with the appropriate penalties clearly identified for non-
compliance. In between, there are the options to set up
guidelines and advisory bodies that make recommenda-
tions to institutions, organisations or government. These
advisory bodies have varying degrees of power. In terms
of molecular medicine, the power of advisory bodies can
include the withdrawal of research funding that is
restricted to the recipients, and there is always the use of
moral or peer pressure. If all else fails, the advisory
bodies still retain considerable clout since there are the
medico-legal options that would be difficult to defend if

the recommendations of a reputable advisory body had
not been followed.

For molecular medicine, self-regulation is a less 
attractive option because of the emotive issues placed on
DNA and genes. Self-regulation does not prevent irre-
sponsible statements, such as the comments about the
inevitability of human cloning. Self-regulation has also
taken a battering recently with a number of large 
corporations shown to have acted unethically or dishon-
estly. So, the regulatory model for molecular medicine
must be a mix of advisory guidelines and the passage 
of appropriate laws. The community feels safer if there is
a law because the ground rules are well established 
and the penalties clearly identified. However, laws 
are not always helpful in a field such as molecular med-
icine because changes occur so quickly. In this situation,
the law can easily address one particular issue, but 
then an unforeseen or new development occurs and the
law needs to be changed or reviewed. This is not an easy
task.

The formal monitoring processes involving gene
therapy in the USA are a model that illustrates how a mix
of statutory regulation and advisory guidelines can be
applied in molecular medicine. Apart from the Institu-
tional Review Board (IRB), the key regulatory body is the
USA’s Food and Drug Administration (FDA). A second
body is the Recombinant DNA Advisory Committee
(RAC). The FDA’s role is in the development of safe and
effective biological products from their initial investiga-
tional phase to commercial production. The RAC is a
technical committee of the NIH and considers all gene
therapy proposals that originate from NIH-funded proj-
ects or institutes. Both the FDA and the RAC are critical
for the effective implementation and evaluation of gene
therapy in the USA, and indirectly in other countries. The
FDA has a primary role in ensuring the safety and quality
of the therapeutic product, while the RAC focuses on the
scientific, safety and ethical values of the clinical trial.
Public scrutiny of gene therapy proposals to the RAC is
possible, and this provides a forum for open public
debate about social and scientific issues related to DNA
technology. This dual arrangement has worked well,
although some changes had to be made after the death
of Jesse Gelsinger (see Box 6.5) because the regulatory
process had itself produced some confusion on the
reporting of serious adverse events.

At the local level, a number of committees are in place
to monitor activities related to genetic engineering. In
particular, with gene therapy these are the Institutional
Biosafety Committee (IBC, which predominantly deals
with the laboratory issues), the Institutional Review Board
or Institutional Ethics Committee (IRB or IEC, which pre-
dominantly deals with the human ethical issues) and the
Animal Welfare Committee (AWC). From time to time, 
ad hoc committees are formed to review and examine
topical or sensitive matters. Membership of monitoring
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committees is usually designed to ensure that there is an
appropriate mix of professionals, consumers, ethicists
and other interested parties. The work done by these
committees, which is often voluntary and very time con-
suming, has been a key factor in the smooth progress of
molecular medicine to date. Because of the increasing
administrative demands of regulatory issues, there has
been some debate about the greater use of national or
more central committees to deal with particular issues
rather than the institutional-based committees. This is 
not meant to replace the latter, which must continue to
play a key role in assessing local conditions as well as
ongoing monitoring, but to supplement their expertise
particularly with rapidly evolving technologies. There is
also some sense in reducing the administrative demands
for multiple reporting.

QUALITY ASSURANCE
The rapid advances in molecular medicine and the neg-
ative effects they can have on laboratory practices were
well illustrated by suboptimal standards practised in
some forensic laboratories (Chapter 9). An important
ethical issue (and a legal one) in laboratory and clinical
practice includes the obligation to ensure high standards.
To this end, quality assurance programs have been devel-
oped. On the other hand, the many rapid discoveries in
molecular technology, particularly in the area of DNA
diagnostic testing, can overtake the implementation of
formal quality assurance programs. Deficiencies in these
circumstances may not reflect a primary reluctance by
the laboratory to participate in such a program but may
result from the intense pressure to start a new diagnostic
test because a probe or DNA sequence is available. Thus,
expansion to increase the quantity of testing can take pri-
ority over the quality of the results. Ultimately, a balance
is essential to ensure that data provided by a laboratory
are of the highest standard possible given the resources
available.

In general, the increasing use of commercial DNA
diagnostic kits will lead to improved quality assurance,
but this will come at a cost. Because of costs, many lab-
oratories produce their own in-house kits, which over the
years have proven to be very effective and relatively
cheap. However, there is now a move by the regulators
to require that these kits are also validated in terms of
how they are produced and what they purport to test.
This increasing regulation would seem reasonable and
can only lead to higher standards. However, this will
need to be balanced by the increasing burden of regula-
tion on laboratory directors so that the effects of patents
and regulatory demands will inevitably mean that fewer
DNA testing laboratories will compete. The winner in this
environment is likely to be the commercial sector, which
is often more efficient for various reasons, including the
large numbers of samples being tested. However, these

laboratories are often selective and provide only tests that
are commercially attractive.

MEDICO-LEGAL CHALLENGES
Health professionals are expected to work under best
practice guidelines, and there is the threat of medico-
legal action if these practices are not followed. This is a
reasonable arrangement but can become distorted,
depending on community expectations and the types of
medical or legal systems. In some cases, medical prac-
tice becomes defensive based rather than evidence
based. Unexpected legal decisions add further uncer-
tainties (Box 10.7). In the case illustrated, the dilemma
involves the requirement for confidentiality between
patient-doctor versus the duty to warn others in the
family. In this particular example, the appeals court ruled

Box 10.7 Legal Case: Duty of Care—Safer v.
Pack. Superior Court of New Jersey, Appellate
Division. 677 A.2d 1188 (1996).
Robert Batkin was treated by Dr George Pack for
colon cancer. Treatment included colectomy. Mr
Batkin died in 1964 (his daughter Donna Safer was
aged 10 at the time), and Dr Pack died in 1969. In
1990 (26 years after her father’s death), Donna Safer
was diagnosed to have colon cancer with metastases.
She was treated with surgery and chemotherapy. In
1991, it was discovered that Robert Batkin had died
from familial adenomatous polyposis (FAP), an auto-
somal dominant genetic condition, which meant that
his daughter Donna was at 50% risk of developing
FAP. A complaint was filed in 1992 against the Estate
of Dr Pack alleging a violation of duty (professional
negligence) for not warning Donna, who could then
have been followed, and with prophylactic colec-
tomy, she would have avoided the development of
colon cancer. The first court hearing dismissed the
case, with the judge ruling that the doctor had no
legal duty to warn the child of a patient of a genetic
risk. This ruling was based on (1) A genetic disease
was different from an infectious disease because there
is no potential risk to the community at large. (2)
Another court case involving a familial medullary
thyroid carcinoma came to the conclusion that a
physician owed the patient’s child no duty to warn.
However, on appeal, this judgement was overturned
with the appeals court ruling that Dr Pack should have
breached patient-doctor confidentiality with Robert
Batkin and warned Donna Safer. Comment: The tra-
ditional legal process, which is often based on pre-
cedent, and can also produce inconsistencies in
interpretation would be particular concerns in molec-
ular medicine, a field in which changes can be
expected to occur quickly.
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GENETICS TO GENOMICS EVOLUTION
All the ethical and social implications of DNA testing
raised earlier have centred on single-gene disorders
(genetics era). In these circumstances, diagnosis is rela-
tively straightforward, and the resulting phenotypes are
more or less predictable. However, in the not too distant
future, the more complex multifactorial and somatic cell
disorders will become increasingly recognisable at the
DNA level (genomics era). Thus, coronary artery disease,
neuropsychiatric disorders, dementias and cancers will
have their underlying DNA components defined. On the
positive side, there is the potential to understand more
fully the DNA-to-DNA and the DNA-to-environment
interactions that are necessary to produce the various
clinical phenotypes. This will facilitate the implementa-
tion of more effective preventative and therapeutic 
measures.

On the negative side of the ledger will be the increas-
ing gap that is emerging between what is known about
many diseases and what can be done to treat them. There
will also be the potential for misuse of this information
by the individual, the State, industry or third parties.
Taking multifactorial genetics one step further will be the
DNA characterisation of genes involved in the individ-
ual’s fundamental makeup, including physical features,
behavioural and other components such as intelligence.
This knowledge is presently a long way in the future,
although reports of a “gay” gene, “ageing” genes and
other sensational-sounding genetic discoveries keep
appearing periodically. Fortunately, these are often one-
off reports, but with time the genetic contributions to
various forms of behaviour will be identifiable.

The education of health professionals and the public
in the many far-reaching aspects of molecular medicine
is a key priority for the future. Educational resources, par-
ticularly at the school and tertiary levels, are required to
ensure that the full medical, ethical and social implica-
tions of new developments relevant to genetic engineer-

ing can be appreciated by the majority, and debate is not
distorted by vocal minority groups. Informed community
input involving ordinary human wisdom is required to
play a role in the direction or application of research and
clinical aspects of molecular medicine. A difficult to
predict variable in the genetics-to-genomics evolution
will be the effect of the media and the Internet. Self-
regulation of the former is essential for free speech. In the
genomics era, this will place increasing pressure on
media to report in an ethical manner. The influence of
the Internet is already substantive in genomics, and this
will only grow. What constraints, if any, are possible on
the Internet remain unknown.

Traditional medical practice is very much driven by the
finding of a diagnosis, and then the steps to treat the
pathology follow. The centrepiece is the label or diagno-
sis from which can flow various decisions. Molecular
medicine complicates this through the potential to
predict development of disease or genetic traits that
might contribute to a disease development. Hence, a
new concept of predisease needs to be considered by
health professionals and third parties including employ-
ers and insurers. Predisease is simply an increased risk
state. It does not mean the person has the disease or
indeed will develop the disease. The person may also die
from other unrelated causes before the predisease has
time to develop.

Does the researcher who is studying the molecular
basis of genetic disorders have specific responsibilities?
Early studies of Huntington’s disease suggested a single
mutation for this disorder. This is now confirmed to be
correct, and so linkage analysis, apart from the risks of
non-paternity or recombination, was an appropriate way
in which to undertake predictive testing for 10 years
before the actual gene was found. However, a different
story occurred with adult polycystic kidney disease,
which involves three distinct loci with the second
(APKD2) only becoming apparent three years after DNA
testing for this disorder had started. Therefore, the

FUTURE

that confidentiality should be breached to warn a daugh-
ter who was at risk of a serious genetic disorder in her
father. Still to be determined legally is the physician’s
responsibility in terms of duty of care; for example, does
it stop with the immediate first-degree relatives or more
distant ones? This issue is particularly relevant to molec-
ular medicine since even without the courts’ varied 
interpretations, uncertainties based on rapidly changing
knowledge are likely. Too much uncertainty in molecu-
lar medicine cannot be healthy for its development.

Another future challenge is population screening. If we
take cystic fibrosis as an example, many responsible

bodies have indicated that screening for this disorder
should not be universal for the reasons mentioned earlier.
Other bodies or individuals have not agreed, and have
pushed forwards the proposal that all should have this
test. So, unless the community can reach some consen-
sus (this would be a useful role for a central body such
as the UK’s Human Genetics Commission mentioned
earlier), the threat of litigation will almost always win
over what might have been reasonable clinical practice
determined on the basis of available health dollars, coun-
selling and laboratory resources, and other competing
health priorities.
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researcher has an obligation to report findings as accu-
rately as possible so that locus heterogeneity can be
anticipated.

Related to the above is the question When does the
research phase of gene discovery move to the routine
clinical diagnostic phase? This can also be exemplified
by contrasting BRCA1, BRCA2 (breast cancer) and APC
(bowel cancer) genes, and their implications for cancer
development. Unlike APC, which is an accepted DNA
test for familial adenomatous polyposis (see Chapter 3),
there remain a number of uncertainties about the BRCA1
and BRCA2 genes. Policy statements from learned pro-
fessional bodies have been produced, to indicate that
until further knowledge becomes available, DNA testing
in this circumstance is still within the realm of research
or should be very strictly controlled in a clinical 
genetics specialty service.

Pressure from peers or consumer groups can be
another reason why a DNA test is prematurely developed
from what should still be a research study. In these 
circumstances, the researcher has the important task of
ensuring that data (comprising laboratory, counselling
and educational components) are unambiguous in 
terms of the test’s status so that patients and families can
make realistic decisions. Planning should also consider
how patients and families will be followed in the not
unlikely circumstance that new knowledge becomes
available, and this changes the significance of the DNA
test.

HEALTH, INDUSTRY AND 
THE COMMUNITY
Just as patents have provided the catalyst to encourage
pharmaceutical and biotechnology companies to invest
heavily in the development of new drugs, so has the
patent on genes and DNA sequences provided the incen-
tive for companies to utilise their considerable resources
for gene discovery ventures directed to genes associated
with common or high-profile diseases. However, the
legality of various patents related to gene sequences is
starting to be tested in the courts of law, and it will be
interesting to see how the patents stand up to this level
of scrutiny.

Another concern about the industry connection with
molecular medicine must lie in the increasing control
that industry is now exerting on DNA testing, particularly
through the availability of DNA testing kits. As nano-
technology allows DNA testing to be miniaturised and so
taken to the bedside or the consulting office, it will take
away the control from the traditional DNA diagnostic
laboratory and allow individual health professionals to
provide this type of testing. Another option that is already
under way is direct-to-patient DNA testing, with order-
ing through the Internet a likely scenario. This will be a
challenge for the future as the potential good of molec-

ular medicine in these circumstances is likely to be sur-
passed by the spectre of inappropriate genetic profiles,
inadequate information, little or no counselling, and defi-
cient follow-up of individuals and their families. Very
much related to the issues just described is the decision-
making process that will be needed to determine what
are reasonable health-related DNA tests, and what DNA
tests are predominantly looking at traits or other charac-
teristics that have less relevance to health.

When it comes to health matters, the community is
usually very positive about medical research. The health
professionals involved in molecular medicine are gener-
ally well-informed and well-intentioned individuals who
are there to progress the development of molecular med-
icine and so improve the health and well-being (and
wealth) of the community. However, there is the risk that
a community which is constantly exposed to sensational
news items about genetic discoveries will become
increasingly sceptical by the “genehype,” and those in
molecular medicine will lose support. Unfortunately, this
matter is predominantly in the hands of the media, which
complicates predictions about future developments.
Nevertheless, it is relevant to note that scientists both in
private and public organisations are encouraged to pub-
licise their findings in the media, but more responsibility
is needed. The reporter must satisfy an editor, and one
way in which this is possible is through sensationalising
a story. The ammunition for this can only come from the
scientist.

An interesting observation has been made about
patents and the community perception of stem cells
(Caulfield 2003). The controversy about the use of embry-
onic stem cells remains, and many in the community 
will need to see that these cells live up to the many prom-
ises before they change their views. In the meantime,
there is the risk that patents on stem cells (there are more
than 2000 patents filed on human and non-human stem
cells with more than 500 specifically to embryonic 
stem cells) will further alienate the community as the
perception will only grow that human embryos are being
used as a commodity for research and then patented for
profit.

MOLECULAR MEDICINE TEAM
One of the significant changes in internal medicine in the
past few decades has been the move to increasing spe-
cialisation. As part of this trend, the team approach to
treatment of patients with particular disorders has devel-
oped. For example, the improved survival associated
with cystic fibrosis has been attributed to modern thera-
pies, as well as the comprehensive management that
becomes possible in special cystic fibrosis clinics. In this
environment, patients have improved access to medical
and ancillary services, e.g., physiotherapy, genetic 
counselling.



10 ETHICAL, LEGAL AND SOCIAL IMPLICATIONS

256

The demands being placed on genetic counsellors and
clinical geneticists will continue, particularly as the mul-
tifactorial disorders come on line. There will be few of
these health professionals who can provide comprehen-
sive counselling on a wide range of issues including the
clinical consequences, recent advances in molecular
medicine and potential future developments. The com-
plexities and rapid developments in molecular medicine
require a team approach, since it is unlikely that any
single individual will have the breadth and depth of
knowledge required to understand all genetic disorders
and then convey this information to the patient in ways
that are meaningful. Improved ways of communicating
with patients and families are needed. Hence, the con-
cepts of e-Counselling and e-Consultations introduced in
Chapter 5 need serious consideration.

Continuing professional education remains the cor-
nerstone of modern medical practice. This is an even
greater challenge for molecular medicine because the
changes occurring are many and rapid. In this environ-
ment, specialisation is one way in which to ensure
knowledge remains contemporary. Another way in which
to maintain high-quality professional education is to
work within a team, thereby utilising stimulation and
feedback as incentives for learning. Implementation of
the team approach, an example of which is given in
Figure 10.3, will be critical to the long-term success of
molecular medicine.
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outer circle would depend on the underlying disorder. The
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term, will have the closest contact with patients and their
families.



10 ETHICAL, LEGAL AND SOCIAL IMPLICATIONS

257

Williams-Jones B. Where there’s a web, there’s a way: commer-
cial genetic testing and the Internet. Community Genetics
2003; 6:46–57 (provides examples of direct company-to-
patient DNA testing for adult-onset disorders).

http://www.genovations.com/patient_overview.html (Genova-
tionsTM company and reference to its Internet “Patients Guide
to Genomics”).

Research
Cho MK, Illangasekare S, Weaver MA, Leonard DGB, Merz JF.

Effects of patents and licences on the provision of clinical
genetic testing services. Journal of Molecular Diagnostics
2003; 5:3–8 (reports on a survey to determine the effects of
patents on the provision of clinical genetics and DNA testing
services).

Gold ER. SARS genome patent: symptom or disease? Lancet
2003; 361:2002–2003 (informative summary of why the CDC
patented the SARS genome to ensure this information would
be preserved for public good).

Kaye J, Martin P. Safeguards for research using large scale DNA
collections. British Medical Journal 2000; 321:1146–1149 (a
brief summary of the Icelandic and proposed UK large-scale
DNA collections for genetic research).

http://www.nuffieldbioethics.org/patentingdna/index.asp (com-
prehensive document on The Ethics of Patenting DNA by the
Nuffield Council on Bioethics).

http://www.hugo-international.org/hugo/patent2000.html
(patent policy from HUGO—Human Genome Organization).

http://snp.cshl.org/ (web site for the SNP consortium. Provides
information on members as well as a catalogue of SNPs chro-
mosome by chromosome).

http://www.gtg.com.au/ (web site for the Australian-based
company GTG Ltd, involved in patenting non-coding DNA
sequences).

http://www.decode.com/ (web pages for the Icelandic-based
deCODE genetics).

http://www.alrc.gov.au/ (Australian Law Reform Commission
from which can be found the 2004 report on Gene Patenting
and Human Health).

http://www.roche-diagnostics.com/ba_rmd/pcr_litigation_
chronology.html (Roche company web site summarising its

ongoing dispute with Promega involving the PCR patent—
worth reading).

Genetic and Cellular Therapies
Jaenisch R, Wilmut I. Developmental biology: Don’t clone

humans! Science 2001; 291:2552 (succinct and well-founded
scientific reasons are given why reproductive cloning in
humans would be dangerous).

Kaji EH, Leiden JM. Gene and stem cell therapies. The Journal
of the American Medical Association 2001; 285:545–550 (a
brief overview of the gene and stem cell area including 
perceived ethical issues that might arise).

Orive G, Hernandez RM, Gascon AR, Igartua M, Pedraz JL. Con-
troversies over stem cell research. Trends in Biotechnology
2003; 21:109–112 (summarises the difficult political and 
regulatory issues interacting with ethical discussions on stem
cells).

Spink J, Geddes D. Gene therapy progress and prospects: bring-
ing gene therapy into medical practice: the evolution of inter-
national ethics and the regulatory environment. Gene Therapy
2004; 11:1611–1616 (provides an overview of different
national ethical and regulatory issues in gene therapies).

Government
http://www4.od.nih.gov/oba/rac/guidelines/guidelines.html

(NIH’s Recombinant DNA Advisory Committee [RAC] provid-
ing guidelines for DNA and gene transfer research).

http://www.fda.gov/cber/infosheets/genezn.htm (a summary of
the role of the FDA in human gene therapy).

Future
Burke W, Pinsky LE, Press NA. Categorizing genetic tests to iden-

tify their ethical, legal and social implications. American
Journal of Medical Genetics 2001; 106:233–240 (illustrates
how criteria can be developed to determine the value of a
DNA test).

Caulfield TA. From human genes to stem cells: new challenges
for patent law? Trends in Biotechnology 2003; 21:101–103
(views are expressed about the patenting of stem cells and
how this might alienate public opinion).



259

APPENDIX
MOLECULAR TECHNOLOGY

are available if a more comprehensive understanding of
the subject is needed. Some techniques described in
earlier editions of Molecular Medicine are no longer
included. They are manual DNA sequencing, functional
cloning, physical and genetic maps, PFGE (pulsed field
gel electrophoresis), somatic cell hybrids, scanning
methods (SSCP, CCM, DGGE) and gene decoding
(replaced with functional genomics)
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PREAMBLE

Developments in molecular medicine are generally tech-
nology driven. Hence, some knowledge of key tech-
niques will help in understanding the full implications of
the molecular medicine revolution. In previous editions
of Molecular Medicine, a chapter was dedicated to tech-
nology. For this edition, technology is included as an
Appendix to signify that an understanding is useful but
not essential. Descriptions given in the Appendix provide
a brief and simplified overview of techniques. References

DNA AND RNA

SOURCES AND PREPARATION
As noted in Chapter 2, DNA is a particularly useful
analyte because in terms of inherited genetic disorders,
it is present in all nucleated cells and is the same at all
times during development. For practical purposes DNA
is usually isolated from blood. Non-intimate sources of
DNA include buccal swabs (by scrapping away a few
buccal cells) and hair follicles. A fresh or archived biopsy
specimen is also a useful source of DNA. In terms of early

prenatal testing, DNA from fetal tissue can be prepared
from a chorionic villus sample.

DNA preparation is simple with commercial kits
allowing a chemically safe technique. These kits contain
enzymes that destroy the cell membranes, thereby releas-
ing DNA and digesting proteins. Proteins and DNA are
separated from each other by elution through a column
or the use of magnetic beads. In contrast to DNA, RNA
is more difficult to obtain and prepare. For genetic diag-
nosis, RNA must be isolated from diseased tissue, and so
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a specimen of peripheral blood may not always suffice.
However, it has been shown that peripheral blood lym-
phocytes are “leaky” when it comes to RNA, and using
a technique such as PCR, it is possible to detect many
RNA species although the lymphocyte may not specifi-
cally produce that particular protein. In terms of prepa-
ration, RNA is very sensitive to degradation by RNAase
enzymes that are ubiquitous. RNA preparation kits are
commercially available, and they contain reagents to
inactivate RNAase and allow RNA to be separated from
DNA and protein.

In most clinical applications, DNA is preferred
because it is easier to use. However, RNA is sometimes
better because it provides additional information such as
(1) How does a single base mutation interfere with gene
function? Just looking at the DNA sequence might not
always give the answer. In contrast, the RNA profile can
demonstrate the presence of an abnormal mRNA species.
From this, the single base change might suggest the
underlying defect to be a splicing mutation. (2) Is there
a mutation in a large gene? Using genomic DNA to look
for a mutation means that both exons and introns will be
included. Introns are often very large and so make analy-
sis of the gene technically very demanding, and in addi-
tion, interpretation of mutations in introns is problematic.
However, RNA contains only the coding sequences (i.e.,
exons) and so facilitates analysis of the gene for muta-
tions including splicing errors since most of these errors
occur within exon-intron boundaries. The significance of
changes in the exon’s DNA sequence is easier to deter-
mine (see Table 2.5).

Although some laboratories prefer DNA to be col-
lected in specific tubes and anticoagulants, in practical
terms most anticoagulants suffice. Occasionally, the lab-

oratory receives a clotted blood specimen. This is also
acceptable but more difficult to work with, and hence
the preference for anticoagulated blood. DNA is very
hardy. Storage at room temperature is adequate during
transport, although to avoid bacterial growth, it is prefer-
able to use a container with a cooling block. In contrast,
RNA readily degrades, and so collection, storage and
transport are best dealt with by consulting the laboratory
and using specific protocols.

RESTRICTION ENDONUCLEASES
Restriction endonucleases (also called restriction en-
zymes) have a unique property in relation to DNA. They
recognise specific base sequences in the double-stranded
DNA, usually four to six nucleotides in length, and cut
the DNA at these sequences. Because a double-stranded
structure is needed for restriction enzymes, they do not
digest RNA (see also Chapters 1 and 2 for more discus-
sion of these enzymes).

The restriction enzyme forms a key component to DNA
mapping, described below. Restriction enzymes that
recognise a four base pair sequence (for example,
CCGG) will digest DNA frequently, whereas restriction
enzymes that recognise a longer DNA sequence (for
example, GCGGCCGC) will give larger fragments (Table
A.1). Although DNA mapping is not often used today (it
has been largely replaced by PCR), restriction enzymes
are still useful because they can recognise changes in the
DNA sequence brought about by mutations. This is some-
times called an RFLP test, i.e., restriction fragment length
polymorphism test, which can be used to cut DNA frag-
ments generated by PCR (Figure A.1).

Table A.1 Cleavage sites and properties of restriction enzymesa

Restriction enzyme Bacterial source Recognition DNA sequence Properties

EcoRIb Escherichia coli strain RYI 5¢-G*AATTC-3¢ Six base pair recognition sequence.

HpaII Haemophilus parainfluenzae 5¢-C*CGG-3¢ This enzyme would cut more often because it 
recognises a four base pair sequence. Like EcoRI, it 
generates a sticky end because the cut is not 
symmetrical.

SmaI Serratia marcescens 5¢-CCC*GGG-3¢ In contrast to HpaII, a blunt end is produced because 
the cut is in the centre of the six base pair recognition
site.

NotI Nocardia otitidis 5¢-GC*GGCCGC-3¢ This is a rare cutting enzyme because of the long
recognition sequence. It would be useful for a 
technique such as pulsed field gel electrophoresis 
(PFGEc).

a Only a single DNA strand is shown for greater clarity. However, restriction enzymes recognise the above sequences in the two strands of DNA 
and then cut at the *. In the case of EcoRI, two fragments produced will be xxx G—and—AATTC xxx (where x represents the remaining DNA). 
b Restriction enzymes are named after the bacteria from which they have been isolated. Thus, EcoRI comes from E. coli strain RI. c PFGE is a type of
electrophoresis used to separate very large DNA fragments.
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DNA MAPPING AND RNA
CHARACTERISATION

The DNA mapping and RNA characterisation technique
could have been left out, but they are historically impor-
tant and still occasionally used in the diagnostic DNA
laboratory. DNA mapping or gene mapping (a more
appropriate name for this technique would be restriction
enzyme DNA mapping) has also been called Southern
blotting or Southern transfer after the person who first
described it (E Southern). DNA mapping describes the
construction of a restriction enzyme map for a particular
segment of DNA, i.e., the pattern of fragments produced
by cutting DNA with a number of these enzymes.

At any DNA locus, multiple sites will be recognised by
restriction enzymes. The restriction map is represented by
a composite of digestion fragments produced for that
locus. Disruption of the normal map will indicate an
alteration in DNA sequence. A change in only one of
many restriction sites occurs when a discrete modifica-
tion such as a point mutation affects a single nucleotide
base (see Figure A.1). This may indicate a genetic disor-
der or a neutral change that has given rise to a DNA poly-
morphism. An alteration in more than one restriction site
usually indicates a structural rearrangement such as a
deletion has occurred (Figure A.2).

DNA fragments generated by restriction endonucleases
are separated into their different sizes by electrophoresis
in agarose gels. DNA fragments are then made single-
stranded by treatment with sodium hydroxide. Single-
stranded DNA fragments are transferred from agarose to
a more robust medium such as a nylon membrane. The
DNA transferred to the nylon membrane is stuck onto it
by baking the membrane. The transfer step is called
Southern blotting. DNA is now ready for hybridisation 
to a DNA probe, which used to be labelled with 32P, 
but today is more likely to be labelled with a non-
radioactive marker detectable by chemiluminescence
(Table A.2).

The result will be binding of the single-stranded DNA
probe (which provides the specificity for the DNA map)
to its corresponding single-stranded DNA fragment. The
annealing is detected by autoradiography. The upper limit
of resolution for DNA mapping is approximately 30–
40kb. Differences in restriction fragments 100–200 base
pairs in size can be detected by conventional DNA
mapping, but generally when dealing with a small-sized
fragment, PCR is preferred. As indicated earlier, gene
mapping is rarely used in the diagnostic scenario because
PCR has now taken over in the majority of cases. Gene
mapping’s main advantage is its ability to detect large,
uncharacterised gene deletions, i.e., deletions without
known break points as this information would be
required to make DNA primers for PCR.

RNA is not “mapped” because restriction endonucle-
ases digest double-stranded nucleic acid, not single-
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Fig. A.1 Using a restriction enzyme to detect a single base
change in DNA (Glu26Lys) in the b globin gene producing
the HbE defect.
The single base change that produces HbE is situated within
the recognition site for the restriction enzyme HphI. The
normal DNA sequence is—GGTGAGG—while the change
leading to HbE is—GGTAAGG—(GAG to AAG is glutamic
acid to lysine; see Table 2.1). HphI recognises the five base
pair sequence GGTGA and cuts the DNA when this sequence
is present. (1) Using PCR, a 391bp DNA fragment that
overlaps the HbE mutation is amplified. (2) In normal DNA
(HbA), the presence of two HphI recognition sites in this
fragment (ØØ) produces three fragments of DNA 152, 22 and
217bp in size. (3) The HbE mutation interrupts the second
HphI recognition site (*), and so when there is HbE, only two
fragments are produced (152 and 239bp). (4) This diagram
illustrates the typical profile that would be seen after the
restriction fragments are electrophoresed: a—uncut fragment,
b—normal pattern, c—heterozygous HbE, d—homozygous
HbE. The single base change described in this example is a
DNA mutation. However, if the single base change does not
cause disease or alter the coding sequence, it is called a DNA
polymorphism. Detecting single base changes whether they
are disease causing or DNA polymorphisms involves the same
strategy. When DNA polymorphisms are detected in this 
way, they are called RFLPs (restriction fragment length
polymorphisms). Fragments depicted in (4) are not drawn to
scale.
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stranded RNA. Characterisation of RNA is based on
assessing size of the RNA species as well as determining
its tissue specificity. The latter is a significant difference
between DNA and RNA, requiring RNA to be prepared
from transcriptionally active tissues. Electrophoresis of
RNA is also undertaken in a denaturing gel to prevent

secondary structures from forming during electrophore-
sis. Transfer of RNA from an agarose denaturing gel to
nitrocellulose membranes is known as “northern” blot-
ting. A northern blot (and there is also a “western” blot,
which refers to protein separations) is usually written in
lowercase because it does not refer to an individual’s
name like Southern blotting.

POLYMERASE CHAIN REACTION
PCR (polymerase chain reaction) and its variations are
described in Chapter 2 (see also Figure 2.5). PCR is men-
tioned again in the Appendix to emphasise its importance
in molecular medicine. A key step in amplifying a
segment of DNA is the designing of appropriate oligonu-
cleotide primers that will anneal to either side of the
DNA region of interest. Software is now available to help
in the designing process, and many companies will
produce the primers. Primers about 16–20bp in size
suffice to give the PCR its specificity; i.e., it is unlikely
that two primers of this size will bind to any other region
of the genome. Two primers are needed, one for each
side of the fragment to be amplified. The four nucleotides,
Taq DNA polymerase along with magnesium and a suit-
able buffer complete the reaction mixture needed for
PCR. All this is done in what is called a DNA thermal
cycler, a machine with properties of a refrigerator and an
oven to produce the various temperature changes 94°C
Æ 55°C Æ 72°C, etc., during each cycle. Being an expo-
nential process, PCR allows a defined segment of DNA
to be amplified many millions of times in around 0.5–3
hours. Small volumes of DNA can be used (as exempli-
fied by the forensic scenarios in Chapter 9).

A variant of PCR that is frequently used and merits
understanding is RT-PCR (reverse transcriptase-PCR) (see
Figure 2.2). This approach is necessary when a gene is
too large for direct DNA mutation detection using
genomic DNA. For example, the cystic fibrosis gene
(CFTR—cystic fibrosis transmembrane conductance reg-
ulator) has 27 exons distributed over 250kb of DNA.
However, genetic information from these exons only
extends over 6.5kb (i.e., this is the size of the mRNA).
The difference between 250kb and 6.5kb is represented
by large intronic sequences. Although mutations in
introns can lead to genetic disease, the majority of muta-
tions will be found in exons or intron-exon boundaries,
and very occasionally in the 5¢ or 3¢ flanking regions.
Therefore, DNA mutation detection with genomic DNA
would involve analysing 250kb of DNA—a challenge
that is beyond the routine DNA diagnostic laboratory. A
shortcut is to analyse only the 6.5kb of exonic DNA
since this is the place where the great majority of muta-
tions will be found. To do this requires mRNA from which
is prepared cDNA by the technique of RT-PCR. Another
shortcut in analysing large genes is dHPLC (discussed
below under DNA Characterisation).
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Fig. A.2 How a restriction enzyme is used to define a
specific DNA locus by a gene map.
Restriction enzymes recognise a specific base sequence and
cleave DNA at that sequence. A change in the DNA sequence
will disrupt the site(s) of cleavage, altering the map of
fragments. A small change, such as point mutation, may affect
only one site; a larger change, such as a deletion, will affect
more than one restriction enzyme cleavage site. A DNA probe
is selected (hatched box) to hybridise against a gene or
segment of DNA (�). A probe is necessary to locate which
region of the genome is to be mapped. Two restriction
endonucleases (designated K and R) are used to digest DNA
in the vicinity of this gene or segment of DNA. (1) The
restriction enzyme digests give 5.5kb and 2.5kb bands with
enzyme K and a single 3.0kb band with R. This combination
of restriction fragments in association with the probe used
provides a “gene map” for this particular locus. Note that to
the right of the 2.5kb fragment there is another potential
fragment generated by K. However, since this fragment does
not overlap the probe region (hatched box), it is not seen in
the map. (2) Any rearrangement around the region picked up
by the DNA probe, such as a deletion (------), will disrupt the
restriction enzyme pattern since the novel DNA sequence
found in association with the deletion will have different
restriction endonuclease recognition sites; i.e., enzyme K now
gives a 9.5kb fragment, and enzyme R, a 7.0kb fragment.
Note: DNA fragments in a DNA map are large and usually
measured in kilobases (kb), whereas PCR fragments are much
smaller (measured in hundreds of base pairs—bp). This means
a DNA map is not generally useful for measuring small
deletions or point mutations, compared to PCR, which is a lot
more versatile (see Figure 2.12).
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An important recent development in PCR is Q-PCR
(quantitative PCR—see Chapter 2) based on real-time
PCR. Methodologies for quantitating the amount of DNA
or RNA have been available for some time. With the
Southern blot, densitometry was used to compare the
density of the autoradiograph pattern between a test
sample and control, and from this, an estimate was made
of gene copy number or whether segments of a gene had
been duplicated or deleted. In the past, Q-PCR was
undertaken by quantitating the product at the end of PCR.
However, this approach was less reliable than the South-
ern blot because PCR generates DNA copies in expo-
nential fashion. In this circumstance, the presence of
inhibitors or limiting reagents would have a significant
impact on the PCR end product; i.e., quantitation was
unreliable. This situation changed with the availability of
real-time PCR.

Real-time PCR, as its name implies, allows the reliable
detection and measurement of PCR products while they
are being generated during each cycle. Real-time PCR
platforms utilise fluorescent-based probes or other dyes
that can intercalate within the DNA. Thus, the accumu-
lation of DNA during each PCR cycle can be monitored
as it is happening, i.e., in real time. Another advantage
of real-time PCR is that the reactions are undertaken 
in a closed system; i.e., PCR products are analysed as 
the reaction proceeds and plotted out in the form of a
graph (see Figure 2.7). This means that gels are not 
necessary, and since PCR products are not moved from
one tube to another, there is less chance of contamina-
tion. Real-time PCR has many applications in molecular
medicine, particularly quantitative and qualitative analy-
sis of pathogens in molecular microbiology, and deter-
mining gene copy number in genetic diseases and
cancers.

Apart from its ability to amplify DNA, another useful
property of PCR is its versatility since it can be used to

detect a wide range of DNA mutations from single base
changes to large deletions and gene rearrangements.
Microsatellite polymorphisms make a DNA fragment
smaller or larger. These polymorphisms are detectable
with PCR (discussed further in Chapter 2 and Figure
2.12). However, this versatility is also a drawback with
PCR if a large deletion (or rearrangement) is not sus-
pected. In this circumstance, the failure to utilise the
appropriate primers will mean only the normal allele
amplifies. This will lead to a misinterpretation of the final
PCR pattern as being normal (Figure A.3, 1a). The other
problem with PCR is the potential for contaminating
DNA to produce an erroneous pattern (Figure A.3, 2).

ELECTROPHORESIS
Whatever is done to DNA after it is isolated (for example,
cutting with restriction enzymes for a gene map or ampli-
fying a specific fragment by PCR), the next step usually
involves separation of DNA by electrophoresis. Since
DNA is negatively charged, it is an anion and moves
towards the positive electrode (the anode). Sizing of sep-
arated DNA can be undertaken by using standard size
markers, and from this, it becomes possible to charac-
terise the DNA or determine whether a mutation is
present.

The separation of DNA has, until recently, been under-
taken using slab gels made up of agarose, or for smaller
DNA fragments, polyacrylamide is required. Many labo-
ratories still use the traditional slab gel, and it remains
the workhorse for post-PCR or post-gene map analysis.
Slab gels and their inherent difficulties were tolerated in
many laboratories but became a problem in forensic
cases because in these circumstances the matching of
DNA profiles required a very exact measurement of DNA
fragment sizes (see Chapter 9). However, the making of
a slab gel leads to some variability in texture, which can

Table A.2 Various types of DNA probesa

DNA probe Description Applications

PCR primerb 16–20bp synthetic single-stranded DNA Used to bind to either side of a DNA fragment that is to be
sequence. amplified by PCR.

cDNA probe Larger fragment (up to kilobases in size) made Used in gene mapping to detect a target sequence and so 
from mRNA by RT-PCR and so more likely to determine the restriction enzyme cutting pattern around that 
bind to exon sequences. sequence. Used also in hybridisation assays to detect mutations.

Genomic probe This is also a larger fragment (up to kilobases Used in gene mapping and hybridisation mutation detection as
in size) but can comprise exons, introns and described above. Because it also incorporates non-coding DNA
non-coding sequences. sequences (contains repetitive DNA), it may not be as specific as

the cDNA probe.

a Probes can be labelled with different coloured dyes (or chemiluminescent material), and their annealing to target DNA sequences is detectable by
sensitive laser cameras (or by autoradiography when the light is released onto an X-ray film). b The terms probe and primer can be confusing. A DNA
probe refers to a fragment of DNA that is used in a hybridisation type reaction to detect its corresponding (i.e., complementary) fragment in DNA. In
this way a gene or DNA fragment can be identified if the probe is labelled with a chemical such as fluorescein. A DNA primer is also a segment of
DNA that binds to its complementary partner in the genome. However, a DNA primer is not used for detecting a specific DNA sequence per se, but
for other purposes, particularly PCR. The DNA primer in PCR provides the specificity for binding to a particular region, which is then amplified.
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Fig. A.3 Intrinsic faults in PCR.
(1a) This figure depicts a gene (�) that will have two copies because there will be two chromosomes with that gene. PCR primers
(Æ¨) designed on each side of the gene will allow it to be amplified. (1b) One of the two genes and the adjacent primer binding
sites are now completely deleted (------). Therefore, the primers will no longer work because they cannot bind to this deleted
segment. Normally, this would not be a problem if a deletion was suspected because new primers (dashed arrows) could be
designed to amplify across the new segment of DNA brought about by the deletion. 1c-left: The PCR pattern for the normal 
(a) structure would be a single band. 1c-middle: For the deleted segment (b), there would be two bands because the second
primer set (---> and <---) could be designed to amplify a different sized (larger) DNA fragment. However, if the deletion was not
suspected, then the deletion would not amplify with the Æ ¨ set of primers, and the pattern obtained (1c-right) would
incorrectly imply that there was only a normal fragment. (2) This figure shows ethidium bromide–stained PCR fragments across a
deletion in the b globin gene with the lower band being normal and the upper band representing a deletion. (2a) and (2b) are a
couple who are carriers for a Filipino-type b globin gene deletion (producing thalassaemia). (2e) is a normal control (lower band
only), and (2d) is a homozygous affected individual with this deletion; i.e., only the top band is present. (2c) is the offspring of
the couple and is a diagnostic problem because there is a lower band but with a greatly reduced intensity. This is an example of a
contaminant (normal DNA) that gives (2c) the appearance of a heterozygous (carrier) individual although the individual is actually
homozygous affected. The different band intensities would suggest a problem in the PCR, but contaminating DNA is not so easily
detected in most circumstances.

influence the conductance of an electric charge through
the gel. This can lead to inconsistency in fragment size
calling. Slab gels are also time consuming to make and
run, and it is difficult to automate them.

In many laboratories, slab gels have now given way to
capillary gels. These gels are commercially available and
involve a very fine capillary that is packed with various

gels manufactured specifically for different conditions.
Capillary gel electrophoresis has revolutionised gel elec-
trophoresis because it is very fast and very reproducible
and can be automated. Size measurement by capillary
electrophoresis is now undertaken by computer software,
which takes away another source of human error in DNA
analysis.
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QUALITY ASSURANCE AND QUALITY
CONTROL

Molecular biology (and the more clinically relevant
molecular genetics) laboratories are unusual compared
to traditional laboratories because they utilise a diverse
range of technologies (one need only look at the many
different approaches available to detect single base DNA
mutations). This fact, as well as the rapid changes that are
occurring, makes it more difficult for the traditional
QA/QC programs to be implemented. In many molecu-
lar genetics laboratories, in-house kits comprise the 

standard approach to DNA testing. Regulatory bodies 
are only now starting to tackle the huge logistic problem
involving the validation of in-house DNA diagnostic 
kits. These comments are made to emphasise to the
health professional that while developments in molecu-
lar medicine are impressive, they can still be associated
with mundane errors such as sample mislabelling or
sloppy laboratory practice. Hence, DNA diagnostics
should be treated like any other laboratory-based test.
The health professional ordering the test should be aware
of its limitations. If in doubt, the DNA test should be
repeated.

GENE DISCOVERY

POSITIONAL CLONING
Positional cloning refers to the discovery of new genes
on the basis of chromosomal location rather than func-
tional properties (Figure A.4 and also Chapter 3).

Chromosomal Location
The first step in positional cloning is to obtain, if possi-
ble, a clue as to the likely locus or chromosome involved.
This information can come from (1) case reports describ-
ing the chance occurrence of the disease with another
disease that has a known chromosomal location, (2)
observations in which chromosomal rearrangements
have been shown to occur in association with the disease
of interest and (3) DNA linkage studies. An example is
illustrated by the familial colon cancer called FAP (famil-
ial adenomatous polyposis). The clue that this disorder
was associated with the long arm of chromosome 5 came
from the chance observation of a deletion involving this
chromosome in a family with FAP. Positional cloning was
then started at the chromosome 5q locus and eventually
led to the underlying FAP gene being found (see Chapter
3 for further discussion of FAP).

Candidate Genes
Another approach in positional cloning, if a disease locus
has not been identified, is to look with DNA markers
derived from candidate genes (i.e., likely genes) or even
look directly for mutations in candidate genes. For
example, a good candidate gene for a heart muscle 
disorder would be myosin, a component of muscle (see
Gene Discovery—Familial Hypertrophic Cardiomyopa-
thy in Chapter 3 for further discussion of candidate
genes). Whether a locus is known or a candidate gene is
available, ultimately it will be necessary to confirm that
a gene is the causative one. This usually requires the
demonstration of a DNA mutation. In some cases final
confirmation of the mutation’s significance comes from

an animal model that is shown to carry the mutation in
association with the appropriate clinical picture.

In Silico Positional Cloning
Positional cloning was a time-consuming and difficult
strategy for gene discovery. It was demoralising if the
gene could not be found. However, positional cloning
has been simplified because the Human Genome Project
has allowed all the genome DNA sequence (3.3 ¥
109 bp) to be accessible through the Internet. Thus, new
genes can be sought by computer-based strategies, and
human subjects are not necessarily needed for this aspect
of positional cloning (Figure A.4). The in silico option for
positional cloning is still difficult and time consuming
because bioinformatics programs are not sophisticated
enough to help with annotating a DNA sequence.
However, this problem will be resolved in the near
future, allowing the computer-based scientist to sift
through DNA sequences predicting where likely genes
are to be found and what they do.

ASSOCIATION STUDIES
Positional cloning was first mooted as a strategy for iden-
tifying new genes in the mid-1980s. However, successes
came slowly, and by the early 1990s there was consid-
erable scepticism about this approach to gene discovery.
By the mid-1990s, a limited number of success stories in
positional cloning were reported. Today, this has changed
and few would question the value of positional cloning
in gene discovery. Association (e.g., case control) studies
are presently occupying the same ground as positional
cloning in the early 1990s with much criticism because
of poor reproducibility and the number of false associa-
tions that have been reported.

Association studies are presently one of the few
approaches available for identifying genes in complex
genetic disorders (see Chapter 4). Although case control
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Gene Discovery

Positional cloning

Disease phenotype

Linkage

Association
study

Candidate genes
mutation testing

In silico cloning

Disease phenotype

DNA sequence databases

Bioinformatics

Human subjects
Computers -

Locus

Families Individuals

Fig. A.4 Gene discovery by positional cloning.
Positional cloning: The disease of interest is assessed through its phenotype (i.e., clinical picture), which should be straightforward.
Knowledge of the genetic locus involved in the disease is next needed (this can be bypassed if a candidate gene can be identified
Ø). To find a locus, human subjects with the disease are studied. If there are large families with affected individuals and if the
phenotype is easy to define, linkage analysis becomes a key step in positional cloning because it allows a locus to be found.
Families usually need to be large (multigenerational), and the phenotypes must be clearly identified so that in each family member
DNA markers can be compared to the clinical phenotype until one or more DNA markers show consistent co-inheritance in every
patient with the disease. Statistical programs calculate how closely inherited are the phenotypes and DNA markers, and on the
basis of this calculation, the probability that this is a true linkage can be assessed. One measure of closeness is called the LOD
score (LOD means log10 of the odds). A LOD score of +3 is the minimum usually accepted for a positive linkage; i.e., the chance
that the DNA marker and the clinical phenotype are inherited together is about 1 in 1000. On the other hand, A LOD score of 
-2 is enough evidence to exclude a locus from the particular disease. Once a locus is known to be involved in the disease, genes
in that region are sought. Pre-Human Genome Project, this aspect of positional cloning could take years of work. Today, all the
genome has been sequenced, so the investigator need only go to the database to look at DNA sequences in the region of the
positive LOD score. If the investigator is lucky, DNA sequences will have already been annotated to identify the position of genes.
If less fortunate, raw DNA sequences will need to be annotated so that likely genes can be predicted. If a large family is not
available or the mode of inheritance is now known or the phenotype is more subtle, an alternative approach to linkage analysis
can be followed. This is an association (case control) study and is discussed in more detail in the text. In silico positional cloning,
i.e., positional cloning using computers: The disease phenotype in this approach is broader and can include, as well as the
clinical picture, knowledge of a molecular pathway that might be abnormal; e.g., a known conduction defect will give an
important clue to a likely candidate gene. The use of computer-based information and computer resources (rather than human
subjects) to search for genes requires sophisticated bioinformatics software. The final step in both types of positional cloning is to
prove that a gene is causing the disease. The most direct way to do this is sequencing the gene in a number of affected individuals
and showing that they (and no normal controls) have a mutation that causes malfunction of the gene (see Table 2.5 for more
information on how this is assessed). Sometimes it is also necessary to produce the same gene defect in something like a
transgenic mouse to confirm that the mutation is causing a disease (see also Table 4.1).
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studies in various forms have been around for some 
time, the availability of DNA polymorphisms dispersed
through the genome (i.e., the SNPs—single nucleotide
polymorphisms) has raised the stakes with the potential
for these DNA markers to be used in comparing genetic
profiles between disease and control populations to iden-
tify modifying and QTL-like genes in the multifactorial
genetic disorders (see Chapter 4 for more information on
complex diseases).

To date, association studies have produced many inter-
esting hypotheses but few major discoveries. Although a
lot of these studies have not been reproducible, it is
worthwhile repeating that the study of complex genetic
diseases is a real challenge because the gene effect is
marginal, and often multiple genes are involved. In 
addition, there can be an unknown environmental 
contribution as a confounding variable. For the present,
association studies remain controversial, but they are
probably the way forward for the complex genetic disor-
ders, examples of which are given in Chapter 4. A pre-
diction for the future is that association studies will justify
the effort when more SNPs can be analysed (presently
their high cost is a major limitation), and there are better
statistical analysis programs to make sense of the mass of
data that can be generated.

Table A.3 Different vectors used in DNA cloning

Vector DNA size to Features
be cloned

Plasmid <10kb Technically simple but inefficient.

Bacteriophage ~20kb Useful in terms of insert size and 
“phage” efficiency.

Cosmid ~40kb Allows for larger inserts to be 
cloned.

P1 phage <100kb Somewhere between cosmids 
and YACs.

YAC 300–1000kb Large inserts possible but difficult 
(yeast artificial to use. Particularly valuable in 
chromosome) “walking” along a chromosome 

in positional cloning. Walking 
refers to the use of overlapping 
YAC clones (called contigs). In 
this way a large segment of DNA 
is characterised to find a gene.

CLONING DNA
Cloning DNA involves the production of unlimited pure
quantities of the same DNA fragment using a vector and
host system. The principles behind cloning are sum-
marised in Figure A.5, and a summary of cloning vectors
is given in Table A.3. The first step is to decide on the size
of DNA to be cloned. Thus, a limited segment of DNA
needs to be cloned if the gene being sought is small (for
example, the globin genes). On the other hand, trying to
clone a large gene (for example, cystic fibrosis) or cloning
a large DNA fragment in which there is a gene of inter-
est will mean a different approach is necessary; i.e., the
largest possible DNA segments will need to be cloned.
Once size is known, the appropriate vector system
required to carry the cloned DNA fragment can be
selected. Random shearing by physical methods or
restriction endonucleases will break DNA into fragments.
The DNA of interest will be found within one or more of
these fragments. The cloned gene is then confirmed
usually by DNA sequencing.

The simplest cloning system involves a plasmid vector.
In this situation, genomic DNA and plasmid are both
digested with the same restriction endonuclease, creat-
ing, if possible, fragments with unpaired bases at each
end (sticky ends). Mixing the two together in the pres-
ence of DNA ligase will allow ligation to occur so that
each individual plasmid will have stitched to it one frag-
ment of genomic DNA. Using electrical or calcium chlo-
ride shock, it is possible to get the plasmids plus their
cloned inserts to be taken up (in a process called trans-
formation) by E. coli. The host E. coli divides and is then
plated out as a lawn on an agarose plate. If all goes well,
there should be a broad representation of DNA from most
of the genome (including the target DNA) inserted into
the plasmids. Thus, a library of DNA fragments has been
produced. The next step involves screening of the library
to find the target DNA. For screening, a replica of the
colonies on the agar plate is obtained by placing the plate
against a nylon membrane. DNA that has been trans-
ferred to the nylon by this contact is then made single-
stranded and can be screened for target DNA with the
appropriate probe. When a positive colony is found, it is
traced back to the relevant colony on the agar plate,
which is then isolated and used as a source of the cloned
DNA (Figure A.6). More complex levels of cloning are
possible for larger DNA fragments. The vectors for this
include bacteriophage and YACs—yeast artificial chro-
mosomes (see Table A.3).
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Fig. A.6 Screening a DNA library.
(1) A master plate of agarose on which is growing a lawn of E.
coli. The position of individual DNA clones will be seen as
colonies (plasmid clones) or plaques (phage clones). (2) A
nylon membrane that has the shape of the master plate is
marked (¥ ¥) for correct orientation relative to the master
plate. (3) The nylon membrane is placed on the master plate.
Portions of the colonies/plaques (containing DNA) will stick to
the nylon membrane. DNA from these is made single-stranded
and the gene of interest found by hydridising with a
radiolabelled probe. (4) Æ identifies a positive clone/plaque
on the membrane; ´ is a positive control. (5) Using the
position of the positive clone relative to the ¥ ¥ markers, it
becomes possible to go back to the original master plate and
select the right colony/plaque.
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Fig. A.5 Steps involved in cloning DNA.
(1) Genomic DNA with target DNA depicted as (•). (2) DNA
is randomly fragmented, by physical methods or restriction
enzymes, into many pieces, which are then size-selected. 
(3) The correct-sized DNA is then joined, using the enzyme
DNA ligase, to the DNA vector (<<) such as a plasmid or a
phage. There will be many ligated DNA segments. One hopes
the target gene will be included in this library. (4) Vector plus
inserts are taken up into a host such as E. coli in a process
known as transformation. (5) Vector, inserts and host are
plated out onto an agarose plate. Here, each E. coli forms a
discrete colony. The colonies can be screened to identify
which one contains the DNA segment of interest (see Figure
A.6 for a description of screening). The relevant colony 
can then be used to grow up large quantities of bacteria
containing the DNA of interest. The latter is then purified from
bacterial products.
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DNA SEQUENCING
The gold standard in DNA analysis (of normal DNA or
to detect mutations in DNA) is sequencing of the indi-
vidual nucleotide base pairs in the DNA. As a direct
result of the technological developments from the
Human Genome Project, DNA sequencing is now afford-
able. It is technically simple because of automation.
Many central and commercial sequencing facilities will
take a DNA sample in the morning and email the
sequencing results later that day.

The methodology for sequencing DNA has evolved
rapidly since the first descriptions in the mid-1970s by F
Sanger, A Maxam and W Gilbert. Two procedures were
initially developed. The first utilised a base-specific
chemical modification followed by cleavage of modified
DNA. This method is no longer used for routine DNA
sequencing because the reagents are toxic, including the
use of radioactive phosphorus, and better methods allow
automation. Maxam and Gilbert sequencing, as it is
sometimes called, is still valuable in specialised investi-
gations including the interactions between DNA and pro-
teins known as “footprinting.”

The second approach to DNA sequencing, which still
forms the basis for what is used today, is enzymatic
primer extension. It is also called the dideoxy chain 
termination method. For this, single-stranded DNA is
extended using DNA polymerase. The reaction mix also
has ddNTP (dideoxy nucleotides ddGTP, ddCTP, ddATP
and ddTTP). When ddCTP is incorporated into the exten-
sion, it produces a stop at each of the C nucleotides in
the DNA. A similar stop occurs with the other ddNTPs
(Figure A.7).

When first used, dideoxy sequencing required a 
pure template, and so DNA had to be cloned, which 
was a very tedious step. Today, an alternative to cloned
DNA is DNA amplified by PCR. DNA sequencing can
also be obtained as part of the actual PCR by cycle
sequencing. The use of four different dyes for the ddNTPs
(dye terminator sequencing) was a major improvement
because instead of running each reaction down a sepa-
rate lane in the gel as depicted in Figure A.7, it was 
possible to mix the ddNTPs and run this mixture down a
single lane as the A, T, G and C stops could be detected
through different colours (A—green, T—red, C—blue 
and G—black). A few years ago, manual sequencing 
was considered to be successful when it produced
200–400 base pairs of readable DNA sequence. Today,
with automated sequencing, greater than 700 base pairs
are obtained, or the run is considered suboptimal. The
instruments in use rely on variations of fluorescence
labelling, PCR and capillary gel electrophoresis (Figure
A.8).

Although DNA sequencing is the gold standard and
sophisticated software is used to assist in reading the
sequence, it is still necessary to appreciate that both the
software and the naked eye can make mistakes when
reading DNA sequences. Very occasionally, mutations in
DNA (especially single base changes producing a het-
erozygous defect) are missed by the sequencing method-
ology. Hence, it is usual to sequence both the sense and
antisense DNA strand when looking for an unknown
mutation.

DNA MUTATION DETECTION
Detecting point mutations or deletions or other
rearrangements in DNA is a key technology that is used
in all DNA diagnostic laboratories. Methods involved are
many, and so it is difficult to provide a comprehensive
overview of all techniques. This fact leads to a problem
with quality assurance programs discussed earlier. Some
of the common DNA mutation detection techniques are
summarised in Table 2.7, and they are now described in
more detail. In brief, DNA mutation detection techniques
may be considered under six different categories: (1)
sizing of DNA fragments, (2) hybridisation-based assays,
(3) protein truncation tests, (4) quantitation of DNA, (5)
DNA sequencing and (6) melting property between
probe and target DNA (described under DNA Scan-
ning—dHPLC).

Sizing of DNA Fragments
Sizing of DNA fragments is the most straightforward of
the post-PCR techniques to detect changes in DNA. An
example of this is the DF508 mutation in cystic fibrosis.
This mutation involves a single amino acid deletion
(phenyl alanine at position 508). Therefore, a PCR pro-
duct obtained from a normal gene and a mutated one is
distinguishable by a three base pair deletion in the latter
(Figure A.9). Other variations of the sizing theme include
restriction fragment length polymorphism analysis (see
Figure A.1) and measurement of the number of CAG
triplet repeats in a disorder such as Huntington’s disease
(see Figure 3.5).

Hybridisation Assays
Hybridisation assays are the most popular of the assays
for detecting mutations; they rely on the specific binding
of a single-stranded DNA segment or probe to its corre-
sponding partner based on the complementary A to T and
the G to C binding. By altering the hybridisation and
washing conditions, it is possible to distinguish mutant
from wild-type (normal) DNA fragments that may differ
in sequence by a single base.

DNA CHARACTERISATION
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ASOs—allele specific oligonucleotides: Sometimes
called “dot blots.” This well-established technique util-
ises two oligonucleotide probes labelled with a 
non-radioactive dye that is detectable by colorimetric,
chemiluminescent or fluorescent means. For example, to
identify the single base change associated with the b
globin gene codon 39 C Æ T mutation producing b thal-
assaemia, two probes are designed to hydridise to the C
(wild-type) and T (mutant) DNA sequence as well as
DNA on either side of these bases. The probe (a 19 mer,
i.e., 19 bases in size) binding to wild-type sequence is 5¢
CCTTGGACCCAGAGGTTCT 3¢ and the probe binding to
mutated DNA is the antisense sequence 5¢ AGAACCTC
TAGGTCCAAGG 3¢. The single bases underlined in the
middle of the probes represent the C (wild-type) to A
(mutant) sequences. By altering the hybridisation condi-
tions (temperature for annealing and then washing the
filter to break apart any weak non-specific binding), it is
possible to distinguish a fragment of DNA containing
either the C or the A at the site of the mutation. Binding
of both probes = heterozygous; binding of wild-type
probe alone = normal; binding of mutant probe alone =
homozygous affected (Figure A.10).

OLA—oligonucleotide ligation assay: This very useful
technique relies on the hybridisation of two probes adja-
cent to each other. They are first hybridised to the DNA
sequence of interest. A perfect match (i.e., hybridisation
has occurred) is followed by a ligation between the two
adjacent probes. This is illustrated using the same codon
39 b globin gene mutation described in the ASO tech-
nique (Figure A.11).

ARMS—amplification refractory mutation system: Like
OLA, this hybridisation-based reaction is simple, reliable
and does not involve the use of restriction enzymes or
ASO-based hybridisation. Its disadvantage is that it can
give false results if there are polymorphisms at the primer
binding site. The principle behind ARMS is that DNA
primers that are mismatched at the 3¢ end will not func-
tion as primers in PCR (and no product will be gener-
ated). For ARMS, three primers are required and two
reactions are undertaken. One primer is common in each
of the two reaction tubes. The second primer is changed
at the 3¢ end so that it will bind only with the mutant
sequence. The third primer is changed at the 3¢ end so
that it will bind only with the wild-type sequence. This
is illustrated using the codon 39 b globin gene example
(Figure A.12).

Protein Truncation Test (PTT)
The protein truncation test (PTT) is a fairly specialised
approach to detecting single base changes that produce
a frameshift (and so premature stop codon) or a single
base change leading to a nonsense codon. In both cases,
transcription of the mRNA containing the single base

GACGAGTCCAT

GGTA

+

5' 3'

3' 5'

(1)

(2)

(3)

(4)

Single-stranded
DNA template

Fluorescein labelled Primer

Random stops with ddNTPs

ddGTP ddATP ddTTP ddCTP* * * *

GACGAGTCCAT

ddCAGGTA
ddCTCAGGTA

ddCTGCTCAGGTA

*
*
*

C T A G

Fig. A.7 DNA sequencing with the dideoxy chain
termination method.
Single-stranded DNA template and single-stranded primer
labelled with fluorescein are prepared. The two are allowed 
to anneal and are then aliquoted into four tubes. (1) In the
presence of DNA polymerase and a mixture of the four
deoxynucleotides (dGTP, dATP, dTTP, dCTP), there is
extension from the primer/template double-stranded site. 
(2) Random stops in the extension are then produced by
adding to each tube one of the dideoxynucleotides (ddNTP).
(3) As illustrated in one tube, ddCTP will produce random
stops wherever there is a cytosine nucleotide, and so a
number of double-stranded DNA products are formed of
varying sizes. Note that the ddCTP-containing fragments are
complementary to the original template sequence. The
remaining three dideoxynucleotides will do likewise in their
individual reactions. The result is a mixture containing
variable lengths of extended DNA segments. (4) Each mixture
is electrophoresed in the gel track corresponding to the
dideoxy nucleotide added, e.g., G = ddGTP, etc. The DNA
sequence is read from bottom to top. In this example the
sequence reads: ACTCGTC, which represents DNA sequence
3¢ to 5¢ following annealing between ------GGTA------- 
(primer) and its complementary sequence in the template 
(------CCAT------). See also Figure A.8, which provides practice
at reading an actual sequencing gel.
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change will lead to a truncated protein because of the
premature stop codon (Figure A.13).

Q-PCR
Previously, DNA quantitation was a tedious and inaccu-
rate procedure. Today, the availability of real-time PCR
allows accurate and reproducible quantitation of DNA or
RNA (see Chapter 2 and Figure 2.7 for more information).
Real-time PCR is faster than other types of PCR because
the results are immediately printed in graph form (there
is no need to take the final PCR product and assay it by
gel or hybridisation onto a filter). Real-time PCR assays
are also closed (i.e., PCR products are not taken out to
be measured), and so the risk for PCR-based contamina-
tion is significantly reduced. Real-time PCR is particu-
larly valuable for detecting large gene deletions, to
determine gene dosage in oncology usually or to quan-
titate viral load.

DNA SCANNING
Previous editions of Molecular Medicine described a
number of scanning methods including SSCP (single-
stranded conformation polymorphism), DGGE (denatur-
ing gradient gel electrophoresis) and CCM (chemical
cleavage of mismatch), which allowed DNA to be
scanned (scanning refers to a method that allows likely
sites of mutations in DNA to be identified; the term
screening is also used, but this can be confused with
DNA screening to detect carriers of genetic diseases).
Today, most scanning techniques have largely been
replaced by denaturing high performance liquid chro-

matography (dHPLC or DHPLC). By scanning, a large
gene can be analysed to detect where DNA changes are
present. These changes can be neutral polymorphisms or
actual mutations. The scanning simply identifies where
these changes occur, and then DNA sequencing is nec-
essary to determine the type of change that has been
detected.

dHPLC
Reference was made earlier in the section on PCR to the
CFTR gene, which is very large in terms of its genomic
size (250kb). However, it has 27 exons, which span a
much smaller area of 6.5kb. One shortcut to analysing
this large gene has already been described by using RT-
PCR. Another approach is to take each of the 27 exons
individually and scan them with dHPLC. Since most of
the mutations will be found within the exons or exon-
intron boundaries, dHPLC will identify which of the 27
exons are likely to have a DNA change, and so which
exon should be sequenced.

dHPLC is an important new development in molecu-
lar medicine. It allows high-throughput semi-automated
scanning with close to 100% sensitivity and specificity.
Thus, it has replaced other methodologies such as SSCP,
DGGE and CCM. The method relies on reduced melting
temperatures for heteroduplexes compared to homodu-
plexes (Figure A.14). With dHPLC, DNA is partially dena-
tured with heat. Heteroduplexes formed are separated
from homoduplexes by ion pair reverse phase liquid
chromatography on a special affinity column. Heterodu-
plexes containing a mismatch will elute before homo-
duplex molecules. An altered elution pattern gives the

Fig. A.8 Trace of an automated sequencing run.
The automated DNA sequencer has revolutionised molecular medicine since it enables relatively cheap sequencing of long
segments of DNA and readouts are automated. Each ddNTP is distinctly labelled with four different fluorochromes, and because
dye terminator sequencing is used, the four ddNTPs are electrophoresed in the one gel lane or capillary run. The DNA sequence
is written above each peak and has been determined by the sequencing software. If N appears in the DNA sequence, it means the
automated sequencer software cannot decide which base is correct and visual inspection is necessary. (see colour insert)
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Fig. A.9 DNA mutation detection on the basis of DNA
fragment size.
A combination of capillary electrophoresis and software-based
fragment sizing means that PCR fragments can now be
measured very accurately. (1) This figure shows a 94bp
fragment from a normal CFTR gene. This amplified product
comes from exon 10 and detects the common cystic fibrosis
mutation DF508. (2) This figure is a heterozygous carrier of
the same mutation. The allele with the DF508 deletion
involving 3bp (now sized 91bp) is easily distinguished from
the wild-type allele. (3) A homozygous-affected individual
with cystic fibrosis shows only the 91bp allele.

Fig. A.10 ASO—allele specific oligonucleotide.
ASO probes are synthesised so that one probe hybridises to
the normal (wild-type) sequence and the second to the mutant
DNA sequence. Amplified, single-stranded DNA is fixed onto
nylon membranes in the form of dots (hence, the name dot
blots). In the example given, DNA has been amplified in the
region of the b globin gene located at the first exon-intron
boundary. A mutation involving the first intron at position 5 (a
G is changed to a C) interferes with the consensus sequence
important for RNA splicing. Therefore, a thalassaemia will
result from this mutation. N = normal probe (will detect G at
this site), M = mutant probe (will detect C at this site). (1,2)
are duplicate samples for unknown A; (3,4) are duplicate
samples for unknown B. (5) is the no DNA control. (6) is the
homozygous-affected (i.e., C) control. (7) is the heterozygous
control (i.e., both the C and G hydridise), and (8) is the
normal control (i.e., only the G will hybridise). From this ASO
it is evident that unknown A is heterozygous for the IVS1–5
mutation, and unknown B does not have this defect. ASO
courtesy of Stuart Cole, Department of Molecular & Clinical
Genetics, Royal Prince Alfred Hospital, Sydney.
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TACCCTTGGACCC AGAGGTTCTTT5' 3'
*

TACCCTTGGACCT AGAGGTTCTTT5'
*

3'

Target
DNA
(wt)

(Mutant)

Fig. A.11 OLA—oligonucleotide ligation assay.
First, the region of interest (codon 39 in the b globin gene) is amplified using PCR. Three different DNA probes are needed for the
post-PCR assay to detect the mutation: first, a common primer (represented by hatched bar); second, one specific for the normal
sequence (black bar), and third, one that will hybridise to the mutant sequence (open bar). Each of the non-common primers is
labelled with a different coloured dye indicated by *. In addition, the mutant primer is slightly larger than the normal one, and 
so the fragment generated will be both different in colour and in size. The three actual probes would be longer than what is
depicted, but for convenience the probe lengths have been shortened. The common probe will bind to its complementary region
in the b globin gene sequence. If the DNA is normal, only the normal primer will bind to the DNA, and so this primer + common
probe are able to be ligated using the enzyme DNA ligase. The ligated product will be detectable following electrophoresis (by
colour, chemiluminescence or fluorescence). Fluorescence is particularly valuable because multiple colours can be used, and so
multiplexing is possible. If a mutant sequence is present, the mutant primer will bind, and it can be ligated to the common
primer. Like ASOs, two results are possible: (1) a ligated product with both primers = heterozygous; (2) ligation only with one of
the primers (i.e., either homozygous normal or homozygous mutant, depending on which primer has ligated).
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Fig. A.12 ARMS—amplification refractory mutation system.
The same codon 39 b globin gene example is given. (1,2) Three primers in ARMS are used in the PCR step (compared with three
probes for the ligation step in OLA): a common primer (hatched bar) and two other primers mismatched at their important 3¢ ends
so that one primer binds only to normal sequence (black bar) and the other to the mutant sequence (open bar). In (3), the double-
stranded DNA is shown with a mutation x in (b). In (4), PCR involves the denaturation into single-stranded DNA and then
annealing of the primers. The common primer anneals in all cases, but because of the mismatches at the 3¢ end, only the wild-
type primer anneals to normal and the mutant primer to mutant DNA. These two primers are labelled with different fluorochromes
(*) so they can be readily distinguished in the one reaction. Finding both colours would indicate heterozygote; only the mutant
colour, homozygous mutant; only the wild-type colour, homozygous normal.
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Fig. A.13 PTT—protein truncation test.
PTT is used if a point mutation leads to a premature stop codon so that one of the two alleles for a gene will produce a 
smaller peptide; i.e., it is truncated. A segment of the gene of interest is first amplified from mRNA by RT-PCR (see Figure 2.2).
Alternatively, individual exons from genomic DNA are amplified by PCR. The � indicates the position of a premature stop codon
on one DNA strand. cDNA or genomic DNA is then made into mRNA with an in vitro transcription system. Two RNA species will
result since one will also contain the premature stop codon. The final step involves an in vitro translation system that allows
protein to be produced from the RNA. Two distinct proteins will result, with the mutant one being smaller. The proteins are
separated by electrophoresis, with the smaller (truncated) one having a faster mobility (Æ indicates the normal protein species).
All the steps described in PTT can be undertaken with commercial kits. Lanes a, b and e show normal samples, and the samples
in lanes c and d have an additional band, suggesting truncated proteins of different sizes.
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Fig. A.14 Heteroduplexes and homoduplexes.
Using the same codon 39 b globin gene mutation example, (1a) and (1b) illustrate that in a heterozygote individual, there will be
in one gene the C–G sequence on complementary DNA strands, and on the mutant gene, the complementary DNA strands will
have T lining up with A. (2) If DNA is melted (through heat or denaturant chemicals), four single-stranded DNA species will be
present as shown. (3) When DNA is allowed to anneal, the homoduplexes are represented by normal hybridisation involving C
with G or A with T. However, heteroduplexes will also form; i.e., there will be an inappropriate hybridisation with some T + C
and G + A joining. Because of the mismatch, the heteroduplexes are less stable and break apart more easily if heated or exposed
to chemical denaturants.
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Fig. A.15 dHPLC elution profile.
The normal (wild-type) gene profile is shown. The mutant profile is distinctly different. The dHPLC profile simply indicates that 
the two alleles have migrated differently; i.e., there is a DNA polymorphism or a DNA mutation present. DNA sequencing will
distinguish the two possibilities. Profile courtesy of Dr Bing Yu, Department of Molecular & Clinical Genetics, Royal Prince Alfred
Hospital, Sydney.

clue that a DNA sequence change is present—but does
not indicate what this change will be (Figure A.15).
dHPLC has one drawback: This is the requirement for
wild-type and mutant DNA species to be present to form
a heteroduplex. Thus, autosomal recessive conditions are
not suited to dHPLC detection because the underlying 
mutation involves a homozygous change. This can be
overcome if the mixture containing the homozygous
mutation is spiked with normal DNA.

LINKAGE ANALYSIS
Although described in Chapter 2, linkage is worth men-
tioning again because it remains a useful technique in
both the diagnostic and research DNA laboratories. A key

to understanding DNA linkage analysis is the DNA poly-
morphism; the reader should be familiar with this varia-
tion in DNA. An example of a linkage study involving the
CFTR gene is given in Figure A.16. This linkage study was
necessary because it was not possible to find the muta-
tion causing cystic fibrosis in one partner for a couple at
risk of having children with cystic fibrosis.

In the cystic fibrosis example given, the diagnosis has
been established indirectly (a direct diagnosis refers to
mutation detection). However, the chance that recombi-
nation might cause an error needs to be considered in
any linkage study. In this case, the risk for recombination
is nearly negligible because the polymorphism is intra-
genic, i.e., within the gene. Another potential source of
error is mislabelling of specimens, particularly in respect
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?

1.        ?/N
2.    108/108
3.    420/446
4.    201/201

1.    DF508/N
2.    104/108
3.    415/415
4.    201/215

1.    DF508/X
2.    108/104
3.    420/415
4.    201/215

1.    DF508/?
2.    108/104
3.    420/415
4.    201/215

Fig. A.16 DNA linkage analysis for cystic fibrosis.
A couple has a child with cystic fibrosis (¨). The father is a known heterozygote for DF508. The mutation in the mother cannot be
found. The fetus during this pregnancy (D) has a chorionic villus sample taken for prenatal diagnosis. If the fetus does not have
DF508, then it does not matter that the mother’s mutation cannot be identified because the fetus will not have cystic fibrosis (the
worst case scenario would be a carrier for cystic fibrosis). However, finding DF508 in the fetus would now increase the risk of
cystic fibrosis to 50% rather than the a priori 25% risk. One way around this dilemma is to do linkage analysis using the known
cystic fibrosis–affected child as the way in which to assign which DNA polymorphism goes with the cystic fibrosis defect. Three
polymorphisms are used. They are intervening sequence (IVS)6, IVS8 and IVS17b. Because the three are found within the CFTR
gene, recombination is not an issue with this particular test. The three polymorphisms are listed as (2)–(4) and the numbers refer
to the size of the DNA fragment. Based on the polymorphisms found in the affected child and the parent from which they are
inherited, it can be said that 108, 420 and 201 fragments go with the cystic fibrosis mutation coming from the mother. However,
the 108 and the 201 results can be ignored because the mother is homozygous for them. The only useful polymorphism in this
particular family is the 420 fragment since unequivocally this goes with the cystic fibrosis mutation in the mother. The fetus is
shown to be DF508 positive, and in addition, the fetus has the 420 marker; i.e., the fetus has cystic fibrosis (see also Figure 3.11
for a more straightforward example of linkage analysis in cystic fibrosis).

to the relationship between various family members.
Again, in this particular example, this is less likely
because one of the parents is known to be a carrier for
the DF508 mutation, and so this particular DNA sample

can be confirmed to be correct. What might not be pos-
sible to exclude in linkage studies is non-paternity. This
can produce a wrong result because an erroneous
linkage becomes possible.

FUNCTIONAL GENOMICS

Another description for functional genomics is transcrip-
tome analysis. This refers to the use of DNA to determine
gene function (or gene malfunction in the presence of a
DNA mutation).

IN VITRO EXPRESSION
The most basic expression vector is a plasmid that has an
origin of replication, a selectable DNA marker to allow
it to be detected and also provide a growth advantage,
and a multiple cloning site into which the gene to be
expressed is inserted. The vector with the inserted gene
is then transfected into a host cell such as E. coli and
allowed to replicate. Selection, usually via an antibiotic
resistance gene, ensures that only E. coli with the plasmid
insert will remain viable (Figure A.17). In the prokaryotic

system, bacterial proteins are expressed, but eukaryotic-
derived products will be degraded unless they are fused
to a bacterial protein. Expressed protein is isolated, puri-
fied and able to be used as a therapeutic agent. More
sophisticated in vitro expression systems utilise yeast,
insect or mammalian-derived vectors. In the non-
bacterial expression systems, protein products can
undergo post-translational changes. They can be signifi-
cant for biological activity (see Chapter 6 for a descrip-
tion on how expression vectors are utilised to produce
drugs and vaccines).

In vitro expression systems are also used to test gene
function, particularly that involving promoter regions. For
example, the enzyme chloramphenicol acetyl transferase
can be included in an expression plasmid. It is then pos-
sible to insert eukaryotic promoter sequences 5¢ to the
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chloramphenicol acetyl transferase gene. The activity of
these promoters can be tested by measuring how much
chloramphenicol acetyl transferase is made. RNA tran-
scripts can be produced from plasmid vectors that have
special promoters located 5¢ to their cloning site. The
promoters are recognised by DNA-dependent RNA poly-
merases and so produce RNA rather than DNA. RNA
transcripts formed in this way can be used as RNA probes
or to identify and quantify mRNA production in vitro.

IN VIVO EXPRESSION
Fertilised oocytes contain two pronuclei. Into one of
these a gene, in the form of cloned DNA, can be microin-
jected using a finely drawn pipette. The injected (foreign)
DNA becomes randomly integrated into the genome and
is present in multiple copies in a head-to-tail tandem
arrangement in oocyte DNA. Expression of foreign DNA
will occur if there are sufficient copy numbers and the
environment into which DNA has become integrated 
is suitable. Transgenic animals, usually mice, with the
foreign DNA can be identified by screening their DNA
with PCR. This is the least sophisticated of the transgenic
mouse models since there is no control over where the
injected DNA inserts in the genome or how much DNA
(genes) is integrated into the host DNA.

The next level of complexity with a transgenic animal
is the knockout or knockin mouse. This requires the inac-
tivation or insertion of a specific gene by homologous
recombination. The approach to this is described in more
detail in Chapter 5 and Figure 5.3. The conditional trans-
genic provides the most sophisticated of the transgenic
animals since the inserted gene can be regulated by 
specific stimuli. Although the above descriptions refer 
to mice, considerable work is now being undertaken in
other transgenic models, one of which, the zebrafish, is
described in Chapter 5.

Transgenic mice provide very useful in vivo expression
systems to test the function or significance of genes, gene
sequences, promoters or the phenotypic effects of muta-
tions in genes. Their main disadvantage reflects the 
time and effort required to produce and maintain these
animals.

MICROARRAYS
Microarrays are an important new development since 
the second edition of Molecular Medicine. They are
described in detail in Chapter 5 and Figures 5.1 and 5.2.
This technology provides a snapshot of the transcriptome
(i.e., all mRNA species in a cell), allowing the expression
of hundreds to thousands of genes to be assessed at any
point in time. Usually, microarrays are studied in differ-
ent cells or tissues, and comparisons in terms of gene
expression are made. For example, an accepted cut-off
for gene expression in microarrays is greater than twofold

(this means an up-regulated gene) or less than 0.5-fold
(that is, a down-regulated gene). Microarrays therefore
generate large data sets. Two obstacles that must be over-
come before this technology becomes more mainstream
are (1) high cost and (2) better software to allow analy-
sis and interpretation of the data generated. It should be
noted that microarrays are only screens. They identify
likely changes in the transcriptome that will then need to
be confirmed with more specific measures, for example,
real-time Q-PCR for each individual gene detected as
changing its expression on the microarray.

The terms “microarrays” and “chips” are used inter-
changeably. Historically, microarrays refer to the spotting
of DNA onto glass slides in the form of a grid. These spots
are hybridisation targets for cDNA obtained from cells or
tissues. In effect, a microarray is an ASO (see above) that
analyses hundreds to thousands of genes simultaneously.
On the other hand, chips historically referred to the spot-
ting of oligonucleotide arrays on a solid medium includ-
ing glass. They are usually commercially produced. This
approach ensures better reproducibility and quality.
Chips can be designed according to need, for example,
a chip to detect gene changes in cells from prostate
cancer.

Microarrays are known as closed systems because the
range of genes that will be tested is limited (in terms of

Promoter

Inducible gene

Cloning sites

Terminator

Ori

Selectable
marker

Expression Vector

Fig. A.17 DNA expression vector.
The vector depicted has an origin of replication (ori) that
allows it to replicate autonomously. There is a selectable
marker (usually an antibiotic resistance gene) that gives a
growth advantage to the host (e.g., E. coli) containing the
vector. The bacterial promoter ensures that transcription will
occur. An inducible bacterial-specific gene is useful since it
allows expression to be controlled. The DNA sequence (or
gene) to be expressed is inserted into the multiple cloning site.
Translation is stopped by placing a termination signal
downstream of the cloning site. A fusion product (protein from
the inducible gene plus protein from the cloned gene) is
generated, and it protects the non-bacterial protein from
degradation. These two components need to be separated and
the expressed protein purified from bacterial products.
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what the microarray or chip has spotted onto it). There
are also open systems to allow the assessment of all
mRNA species. One such assay is called SAGE (Serial
Analysis of Gene Expression). Unlike the closed microar-
rays, the SAGE approach does not require prior knowl-
edge of what genes are being targeted. This technique
takes all the mRNA species in a cell (i.e., the transcrip-
tome) and converts them to cDNA by RT-PCR. Each
cDNA is characterised by sequencing a small 10 base
pair segment called a SAGE tag. The sequence (and how
many times it is detected on analysis) will provide the
identity of the underlying gene (as well as a semi-
quantitative estimate of its expression level). Thus, SAGE
has one potential advantage over the closed microarray
because it allows new genes to be discovered.
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Fig, 3,8 Microsatellite instability detectable by DNA testing, 
The $ indicate the position of four" DNA markers that are used to detect microsatellite instability (from left to right they are 
D5S346 (stippled black), BAT26 (open green), BAT25 (filled blue) and D17S250 (filled green). The upper series shows the 
normal patterns for" these markers; i.e., there is no microsatellite instability. The lower series comes from a tumour that has 
microsatellite instability. This is seen in BAT26 and BAT25 since the profile now shows that at these two loci a number of 
additional fragments are generated fol lowing PCR, i.e., there has been slippage reflecting the microsatellite instability. 
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Fig, A.8 Trace of an automated sequencing run, 
The automated DNA sequencer has revolutionised molecular medicine since it enables relatively cheap sequencing of long 
segments of DNA and readouts are automated. Each ddNTP is distinctly labelled with four different fluorochromes, and because 
dye terminator sequencing is used, the four ddNTPs are electrophoresed in the one gel lane or capil lary run. The DNA sequence 
is written above each peak and has been determined by the sequencing software. If N appears in the DNA sequence, it means the 
automated sequencer software cannot decide which base is correct and visual inspection is necessary. 
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GLOSSARY AND ABBREVIATIONS
GLOSSARY

Adult stem cells Cells that are capable of maintaining,
generating and replacing terminally differentiated 
cells within their own specific tissue following normal
cell turnover or in response to injury. Adult stem cells are
now considered to have the capacity to differentiate
beyond their own tissue boundaries; this capacity is
called plasticity (see also embryonic stem cells; Table
6.13).

Allele specific oligonucleotides (ASOs) Oligonu-
cleotides that are constructed with DNA sequences
homologous to specific alleles. Two ASOs can be made
which differ in sequence at only one nucleotide base,
thereby distinguishing a mutant allele with a point muta-
tion from its corresponding wild-type allele (see Figure
A.10).

Alleles (Abbreviation for allelomorph.) Alternative
forms of the same gene.

Allogeneic From one person to another who is geneti-
cally dissimilar but of the same species (see also autolo-
gous, heterologous).

Alu repeat The most common interspersed repeat
(~300bp in size) in human DNA, accounting for about
5% of total DNA. So named because it is cleaved by the
restriction enzyme AluI.

Amino acids The building blocks of proteins. Each
amino acid is encoded by a nucleotide triplet (see also
codon; Table 2.1).

Amniocentesis Aspiration of amniotic fluid during
pregnancy.

Amplification Multiple copies of a DNA sequence.

Aneuploid Any chromosome number that is not an
exact multiple of the haploid number (23 in humans).
Examples of aneuploidy include the presence of an extra
copy of a single chromosome—e.g., trisomy 21, (Down’s
syndrome)—or the absence of a single chromosome—

e.g., monosomy, as found in Turner syndrome 45,X (see
also ploidy).

Anneal To form double-stranded nucleic acid from
single stranded forms.

Annotation of DNA sequence/gene The conversion of
raw sequence data to knowledge of gene location on a
chromosome and the function of that gene, i.e., charac-
terisation of a gene (see Figure 4.16).

Antibody A protein produced by higher vertebrates fol-
lowing exposure to a foreign substance (called an
antigen). The Y-shaped antibodies bind to antigens and
neutralise them. Antibodies can be polyclonal or mono-
clonal in origin (the latter is derived from a single cell,
and so each antibody is identical). More correct term is
immunoglobulin.

Anticipation Increasing severity or earlier age at onset
of a genetic disease in successive generations (see Figure
3.4).

Antigenic drift A more subtle form of variation than
antigenic shift (see next entry). Involves accumulation of
mutations in the haemagglutinin and neuraminidase
genes in the influenza A and B viruses. This reduces the
effectiveness of previously acquired antibodies to
influenza and so facilitates the spread of the virus.

Antigenic shift A mechanism seen only with influenzae
A viruses to escape the human immune response. It
results from the replacement of the haemagglutinin or the
neuraminidase with novel subtypes that have not been
around in humans for some time. These subtypes come
from waterfowl, a large reservoir of influenzae viruses.
The consequence is a pandemic, i.e., worldwide epi-
demic (see also antigenic drift).

Antisense Antisense DNA is the non-coding strand of
DNA. The latter functions as the template for mRNA 
production, which then contains the sequence present 
on the sense strand. Antisense RNA or antisense 
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oligonucleotides have sequences that are complemen-
tary to mRNA and so interfere with the latter’s function
(see Figure 6.6).

Apoptosis A process involving programmed cell death.
It has also been called genetically determined cell
suicide. Leads to death of cells during development or
cell turnover in the adult. Mutations in genes involved in
apoptosis are associated with prolonged cell survival
including cancer.

Association (Ch. 4)

Assortive mating Sexual reproduction in which the
pairing of mates is not random, i.e., members of a par-
ticular group that are more (less) likely to mate with other
members of that group produce positive (negative)
assortive mating.

Attenuated virus A virus that has become less patho-
genic following passage outside its natural host.

Autologous From the same person (see also allogeneic,
heterologous).

Autosomal disease Disease that is the result of an
abnormality affecting the 22 pairs of autosomes (non-sex
chromosomes).

Bacteriophage “phage” A virus that infects bacteria
(see also clone, vector).

Base pair A measurement of length for DNA. Includes
a nucleotide base with its complementary base; i.e.,
adenine (A) would bind to thymine (T) or cytosine (C) to
guanine (G) (see complementary, Figure 2.1).

Beneficence (Ch. 10)

Bioinformatics The application of tools involving com-
putation and analysis to capture, store and interpret bio-
logical data (see Chapters 1, 5).

Candidate gene A gene that would be a good starter to
initiate a search for the genetic basis of an inherited dis-
order of unknown origin, e.g., the myosin genes in
muscle disorders.

Cap Post-transcriptional change to the 5¢ end of the
growing mRNA molecule in which a modified nucleotide
(4 methylguanosine) is added. Has a functional role since
it is recognised by ribosomes as the initiation signal for
protein synthesis.

Carcinogen Physical or chemical agent that induces
cancer.

Carrier An individual who is heterozygous for a mutant
allele that causes a genetic disorder in the homozygous
or hemizygous states.

Cell cycle The timed sequence of events occurring 
in a eukaryotic cell between mitotic divisions. Divided
into M (mitotic), S (DNA synthetic), G1 and G2 (gap 
or pause phases) and Go (resting phase). The times for
each component differ between cell lines (see Figure
4.13).

Centimorgan (cM) Distance between DNA loci as
determined on a genetic map. A distance of 1cM indi-
cates two markers are inherited separately 1% of the
time. In terms of the physical map, 1cM is very approx-
imately equal to 1Mb (Mb; see megabase). Name is
derived from TH Morgan.

Centromere The heterochromatic constricted portion
of a chromosome where the chromatids are joined (see
also heterochromatin, telomeres; Figure 2.10).

Chimaera An individual composed of a mixture of
genetically different cells. A chimaera is distinguished
from a mosaic on the basis that the cells in the former
are derived from different zygotes, e.g., transgenic mouse
formed by the embryonic stem cell approach (see also
mosaicism, transgenic; Figure 5.3).

Chips (App)

Chorionic villus sampling or sample (CVS) Biopsy of
the chorion frondosum during pregnancy to obtain a
source of fetal tissue for prenatal diagnosis.

Chromatin The complex of DNA and protein in which
the genetic material is packaged inside the cells of organ-
isms with nuclei (eukaryotes).

Cis-acting locus A region of a gene or nearby locus 
that affects its function. Could include regions such 
as the promoter or an enhancer (see also trans-acting
locus).

Clinical haemochromatosis (Ch. 3)

Clone To clone DNA means to take a gene or part of a
gene and isolate it from the remainder of genomic DNA
and then produce genetically identical material. The
cloned DNA can be produced in unlimited amounts (see
also functional cloning and positional cloning; Figures
A.4, A.5, A.6). The term cloning has wider ramifications
since it also applies to the genetic duplication of cells or
even whole organisms, including potentially a human.
One method that has been used to clone various animal
species is called somatic cell nuclear transfer.
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Codon Three adjacent nucleotide bases in DNA/RNA
that encode for an amino acid (see Table 2.1).

Comparative genomic hybridisation (CGH) Microar-
rays used to look for genomic gains or losses particularly
in cancer (see Table 5.2).

Complementary The specific binding between the
purine-pyrimidine base pairs of double-stranded nucleic
acid. Thus, adenine (purine) will covalently bind to
thymine (pyrimidine) and guanine (purine) to cytosine
(pyrimidine) in a 1-to-1 ratio (see also base pair; Figure
2.1).

Complementary DNA (cDNA) DNA that is synthesised
from an mRNA template. The enzyme required for this is
reverse transcriptase (see Figure 2.2).

Compound (heterozygote) An individual with two dif-
ferent mutant alleles at a locus.

Concordance Both members of a twin pair demon-
strating the same phenotype or trait (see also 
discordance).

Congenic Inbred strains that differ from one another 
in a small chromosomal segment, cf., syngeneic 
inbred strains that are identical except for sexual 
differences.

Congenital Present at birth.

Conservation (DNA) The finding that a DNA sequence
is present in a wide range of phylogenetically distant
organisms suggests functional significance since it is
unlikely that during evolution a region of DNA would
have remained unaltered unless it had a specific and
important function; e.g., it is a gene. The ras proto-onco-
gene illustrates this since it is conserved in organisms as
divergent as humans and yeast.

Constitutional (cells) Cells that would be representa-
tive of an organism; e.g., in DNA testing for loss of het-
erozygosity, examples of constitutional cells which
would provide a baseline for the DNA polymorphisms
would be lymphocytes (if the cancer is non-haematolog-
ical) or fibroblasts which could be obtained from a skin
biopsy.

Constitutive (genes) Genes that are expressed follow-
ing interaction between a promoter and RNA polymerase
without additional regulation. Also called housekeeping
genes since often expressed in all cells at low levels. In
contrast are inducible genes, e.g., metallothionein,
which expresses following exposure to some heavy 
metals.

Consultand The person seeking or referred for genetic
counselling (see also proband).

Contigs Overlapping clone sets that represent a con-
tinuous region of DNA.

Contiguous gene syndromes A group of disorders asso-
ciated with malformation patterns, often with mental
retardation and growth abnormalities. The clinical het-
erogeneity found in these disorders usually reflects the
involvement of a number of physically related but other-
wise distinct genes.

CpG islands Regions of 1–2kb containing a high
density of hypomethylated cytosine residuals associated
with guanine. CpG islands are frequently found at the 5¢
end of genes (see also methylation).

Cyclins Families of interacting proteins involved in the
regulation of the cell cycle. So named because their
levels are cell-cycle dependent.

Cytokines Proteins (but not antibodies) released by
some cells in response to contact with an antigen, e.g.,
interleukin-2 (IL2). Cytokines function as intracellular
mediators, e.g., generation of immune response seen
with IL2 (see Figure 6.2).

Decoding Identifying the function of a gene from its
DNA sequence.

Deletion Loss of a segment of DNA or chromosome
(see also interstitial deletion, microdeletion; Figures 2.12,
A.2, A.3).

Diploid The chromosome number found in somatic
cells. In humans this will be 46, i.e., twice the number
present in the germ cells (see also haploid; Figure 2.9).

Discordance Members of a twin pair not demonstrat-
ing the same phenotype or trait (see also concordance).

Disomy See uniparental disomy.

Dizygotic twins Twins (fraternal) produced from two
separate ova fertilised by different sperms (see also
monozygotic twins; Box 4.1).

DNA bank (Ch. 3)

DNA chip See microarray.

DNA thermal cycler (App)

Dominant A genetic disorder is said to have dominant
inheritance if the mutant phenotype is produced when
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only one of the two normal (wild-type) alleles at a par-
ticular locus is mutated (see also recessive; Figure 3.2).

Dominant negative effect Inactivation of one of the two
tumour suppressor gene loci can produce what appears
to be a dominant effect if the mutant protein inhibits the
normal product from the remaining normal allele.

e antigen Hepatitis B virus e antigen (HBeAg)—a part
of the core antigen of the hepatitis B virus (HBcAg) that
is secreted into the serum through cellular secretion path-
ways. HBeAg correlates strongly with infectivity.

Electroporation The use of a pulsed electric field to
introduce DNA into cells in culture.

Embryonic stem cells (ES cells) In the embryo’s blasto-
cyst stage before implantation, the inner cell mass con-
tains all the cells that will make up the fetus. Some of
these cells are pluripotential because they will give rise
to all types of somatic cells as well as the germ cells.
When these pluripotential stem cells are grown in vitro,
they are called embryonic stem cells (see also adult stem
cells; Table 6.13).

Enhancers DNA sequences with the following proper-
ties: (1) They increase transcriptional activity. (2) They are
effective even if inverted in position. (3) They operate
over long distances.

Env gene A gene that encodes envelope protein of a
retrovirus (see Figure 8.2).

Epigenetic Heritable change in the pattern of gene
expression mediated by mechanisms other than changes
in the primary DNA sequence of the gene. The changes
can be inherited, for example, imprinting, but they do
not involve an alteration in genetic information. When
considering epigenetics in the post Human Genome
Project era, a more suitable term might be epigenomics.

Episomal In gene therapy, refers to vectors that remain
free in the target cell without being taken up into the
host’s genome.

Euchromatin Non-condensed, light-appearing bands
following staining to produce G (Giemsa) banding of
chromosomes. More likely to contain transcriptionally
active DNA (see heterochromatin; Figures 2.9, 2.10).

Eukaryotes Organisms ranging from yeast to humans
that have nucleated cells.

Eutherian Placental mammals.

Exclusion (Ch. 9)

Exon That segment in a gene which codes for a
polypeptide and is represented in the mRNA.

Expressed sequence tag (EST) A small DNA segment
that can be amplified by PCR. This segment functions as
a unique identifier for a region of the genome.

Expressivity The severity of a phenotype. Variable
expressivity is a feature of autosomal dominant disorders.

Familial A condition that is more common in relatives
of an affected individual than in the general population
(see Breast Cancer in Chapter 4).

Fetal medicine units (Ch. 7)

Fetal therapy (Ch. 7)

Fingerprints Dermatoglyphic fingerprints: Derived
from the ridged skin patterns of the fingers. DNA finger-
prints: Obtained from multiple microsatellite DNA 
polymorphisms (see also minisatellites, microsatellites;
Chapter 9).

Five prime (5¢) The 5¢ position of one pentose ring in
DNA is connected to the 3¢ position of the next pentose
via a phosphate group. The phosphodiester-sugar back-
bone of DNA consists of 5¢–3¢ linkages, and this is the
direction that the nucleotide bases are transcribed (see
Figure 2.1).

Flanking (markers, DNA) DNA markers on either side
of a locus; DNA sequences on either side of a gene.

Fluorescence in situ hybridisation (FISH) Nonisotopic
method to label DNA probes for in situ hybridisation. The
ability to utilise multiple fluorochromes in the same reac-
tion increases the utility of this procedure. The resolving
power of FISH is further enhanced if interphase chromo-
somes are studied.

Footprinting Technique that identifies sites where there
is protein bound to DNA. This complex then becomes
resistant to degradation by nucleases.

Forward genetics Mutagenesis of the genome produces
different phenotypes. From them, it becomes possible to
detect the underlying genes; i.e., no prior knowledge of
genes is needed, and so the model is phenotype driven
(see the discussion of ENU mouse in Chapter 5 and con-
trast forward genetics with reverse genetics as exempli-
fied by the transgenic mouse).

Frameshift mutation A mutation in DNA such as a
deletion or insertion which interferes with the normal
codon (triplet base) reading frame. All codons 3¢ to the
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mutation will have no meaning. For example, the triplets
GGT-TCT-GTT code for amino acids glycine, serine and
valine, respectively. A deletion of one nucleotide (e.g., a
G of the GGT) would disrupt the reading frame to give
GTT-CTG-TT, etc. The protein product will terminate
when a new stop codon is reached.

Functional cloning Cloning strategy in which knowl-
edge of a gene’s product (function) is used to clone the
gene. Now rarely used and replaced by positional
cloning (see also clone, positional cloning; Box 1.1).

Functional genomics See genome.

G418 Neomycin analogue that kills cells unless they
are neomycin resistant or carry the gene for neomycin
resistance (see Figure 6.10).

Gag gene Group-specific antigen that encodes core
protein for a retrovirus (see Figure 8.2).

Gain of function (Ch. 3)

Ganciclovir Prodrug that can be phosphorylated to 
its active metabolite by thymidine kinase from the 
herpes simplex 1 virus (HSV-tk). The active metabolite
causes cell death by inhibiting DNA synthesis (see 
Figure 6.5).

G-banding G (for Giemsa) banding used to identify
chromosomal bands in a karyotype. Spreads of cells in
metaphase are treated with trypsin and then stained with
Giemsa (see Figure 2.9).

Gene A sequence of DNA nucleotide bases coding for
a polypeptide.

Gene therapy The transfer of genetic material
(DNA/RNA) into the cells of an organism to treat disease
or for research purposes.

Gene transfer (Ch. 6)

Genetic engineering Colloquial term for recombinant
DNA technology: The experimental or industrial appli-
cations of technologies that can alter the genome of a
living cell.

Genetic map An indirect measure of distance, con-
structed by determining how frequently two markers
(DNA polymorphisms, physical traits or syndromes) are
inherited together. Distances in genetic maps are mea-
sured in terms of centimorgans (see also physical map).

Genome The complete (haploid) genetic material
(DNA) of an organism. Hence, genomics—the study of

the structure of the genome including its DNA sequence.
Functional genomics is an additional variation in which
function is included (in contrast is genetics, which is the
study of single genes and their functions).

Genocopy (or genetic mimic) This term is more diffi-
cult to define and overlaps with phenocopy. It can refer
to a disorder with a similar phenotype due to abnormal-
ities at different genetic loci or genetic mechanisms. For
example, hereditary elliptocytosis (a disorder of the red
blood cell leading to haemolytic anaemia of variable
severity) is caused by mutations in different genes at four
loci, but each gene encodes a protein involving the red
blood cell membrane skeleton.

Genotype (genotypic) The genetic constitution of an
organism. In terms of DNA markers, it refers to the
genetic constitution of alleles at a specific locus, e.g., the
two haplotypes (see also haplotype; Figure 2.15).

Germ cells Cells that differentiate early in embryo-
genesis to form ova and sperm.

G proteins (Abbreviation for guanine-binding proteins.)
These proteins play an important role in relaying mes-
sages from the cell surface to the nucleus. They act by
binding GTP (guanosine triphosphate), which leads to
activation of a second messenger system such as adenyl
cyclase. There are many G proteins including the product
of the ras proto-oncogenes. G proteins are self-regulat-
ing since the GTP-G protein complex is hydrolysed to
inactive GDP-G protein by GTPase activity of the G
protein. More than 100 receptors convey messages
through G proteins (see also ras, signal transduction).

Guthrie spot Term used (incorrectly) to describe the
blood spot taken from newborns by heal prick. The blood
spot is needed for newborn screening of genetic and
metabolic disorders. The name is derived from the
newborn screen for phenylketonuria, which utilises a test
called the Guthrie bacterial inhibition assay.

Haematopoietic Related to the blood; blood forming.

Haemoglobinopathies Inherited disorders involving
globin, the protein component of haemoglobin. Divided
into the thalassaemia syndromes (e.g., a or b thalas-
saemia) and the variant haemoglobins (e.g., sickle cell
anaemia [HbS]).

Haploid The chromosome number found in gametes. In
humans, this will be 23, i.e., one member of each chro-
mosome pair (see also diploid).

Haplotype A set of closely linked DNA markers at one
locus inherited as a unit (see Figure 2.15).
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Helper retrovirus (Ch. 6)

Hemizygous Having only one copy of a given genetic
locus; e.g., a male is hemizygous for DNA markers on
the X chromosome (see Figure 3.19).

Hereditary haemochromatosis (Ch. 3)

Heterochromatin Condensed, dark-appearing bands
following G (Giemsa) banding of chromosomes. Con-
tains predominantly repetitive DNA (see also euchro-
matin, centromere; Figures 2.9, 2.10).

Heteroduplex Hybrid DNA involving two strands that
are different; e.g., there may be a base-mismatch (see
also homoduplex; Figure A.14).

Heterologous Belonging to another species, e.g., the
use of salmon sperm DNA to block non-specific hybridi-
sation by human DNA.

Heteroplasmy The presence of more than one type of
mitochondrial DNA in a cell. There are thousands of mol-
ecules of mitochondria DNA per cell. If there is mutant
mitochondrial DNA, it can be present in varying
amounts. Some cells might have predominantly wild-
type DNA; others, predominantly mutant DNA (called
homoplasmy); and others are said to be heteroplasmic
because there is a mixture of both. Thus, phenotypic vari-
ation between cells is possible.

Heterozygote (heterozygous) An individual with two
different alleles (e.g., gene, polymorphic marker) at a
single locus (see also homozygote; Figure 3.9).

Homeobox (Also called homeodomain; homeo—
Greek for “alike”) A sequence of about 180bp near the
3¢ end of some homeotic genes. The 60 amino acid
peptide encoded by the homeobox is a DNA-binding
protein (see also HOX genes).

Homoduplex Hybrid DNA involving two strands that
are identical (see also heteroduplex, Figure A.14).

Homologous recombination A form of gene targeting
on the basis of recombination between DNA sequences
in the chromosome and newly introduced identical DNA
sequences (see also homology; Figure 6.10).

Homology Fundamental similarity, matched; e.g.,
homologous (the same) chromosomes pair at meiosis;
homology between DNA sequences means close 
similarity.

Homozygote (homozygous) An individual with 
two identical alleles (e.g., gene, polymorphism) at 

a single locus (see also heterozygote; Figure 
3.9).

Hot spots Regions in genes or DNA where mutations
occur with unusually high frequency.

Housekeeping (genes) Genes that are expressed in vir-
tually all cells since they are fundamental to the cell’s
functions.

HOX genes Family of genes involved in transcriptional
regulation of embryonic development. HOX genes
contain homeoboxes and determine the shape of the
body along the antero-posterior axis of the embryo.
Mutations in HOX genes cause a part of the body to be
replaced by a structure normally found elsewhere. Con-
served DNA sequences within these genes are called
homeoboxes. All vertebrates including humans have
HOX gene complexes located on different chromosomes.
Another gene family involved in development is the PAX
genes, the conserved sequence for which is called the
paired box (see PAX genes, homeobox; Figure 7.1).

Human cloning See clone.

Human Genome Project Multicentred, multinational,
multibillion dollar project. It officially started in 1990,
and its completion was announced in 2000. The project’s
major aims were to provide a complete sequence of the
human genome and the genomes of a number of model
organisms.

Human leukocyte antigen (HLA) HLA is encoded for
by a multigene complex occupying approximately 3500
kb of DNA on the short arm of chromosome 6. Antigens
belonging to the HLA system are found on the surface of
all cells except the red blood cells. HLA is concerned
with normal immunological responses and plays a vital
role in graft rejection or acceptance following transplan-
tation. Also known as major histocompatibility complex
or MHC (see Figure 4.2).

Hybridisation The pairing, through complementary
nucleotide bases (A with T and G with C), of RNA/DNA
strands to produce an RNA/RNA or RNA/DNA or
DNA/DNA hybrid (see Figures 2.1, A.10).

Illegitimate transcription Low transcription of a tissue-
specific transcribing gene in non-specific cells, e.g., the
detection of mRNA for the b myosin heavy chain gene (a
muscle-specific gene) in peripheral blood lymphocytes.
Also called ectopic or leaky RNA.

Immunophenotyping (Also called cell marker analysis.)
Typing of cells with immunological markers such as
monoclonal antibodies.
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Imprinting Reversible modification of DNA that leads
to differential expression of maternally and paternally
inherited DNA or homologous chromosomes (see uni-
parental disomy; Figures 4.4, 4.5).

Inactivated (killed) microorganisms (Ch. 6)

Informative (polymorphism) Means a polymorphism is
heterozygous and so able to distinguish two alleles. In a
parental mating, at least one parent must be heterozy-
gous for a polymorphism to be potentially informative. If
both parents are heterozygous, the polymorphism is fully
informative—if there is a key individual to help assign
which marker co-segregates with disease, etc. (see
Figures 2.15, A.16).

In silico cloning The modern version of positional
cloning. Here, the discovery of a new gene is made by
using knowledge of the human DNA sequence in the
various databases and computer software.

In situ hybridisation Hybridisation of a DNA probe
(labelled with 3H, fluorescein or a chemical such as
biotin) to a metaphase chromosome spread or a tissue
section on a slide.

In situ PCR (Ch. 2)

Interleukins Proteins secreted by mononuclear leuko-
cytes that induce the growth and differentiation of other
haematopoietic cells.

Interspersed repeats (Ch. 9)

Interstitial deletion Loss of DNA or part of a chromo-
some that does not occupy a terminal position.

Intron Segment of DNA that is transcribed but does not
contain coding information for a polypeptide (also called
intervening sequence or IVS). It is spliced out of the tran-
script before mature mRNA is formed.

Isoforms Functionally related proteins that differ
slightly in their amino acid sequence.

Isozymes (isoenzymes) Different forms of an enzyme.

Junk (DNA) (Ch. 9)

Karyotype An individual’s or a cell’s chromosomal con-
stitution (number, size and morphology). Determined by
examination of chromosomes with light microscopy and
the use of stains (see Figure 2.9).

Kilobase (kb) One thousand base pairs in a sequence
of DNA.

Kilodalton (kDa) One thousand daltons. A unit that
measures the molecular weight of proteins. One dalton
approximates to the molecular weight of a hydrogen
atom. The molecular weight of a protein will be based
on the sum of the atomic weights of the elements that
comprise it.

Library A large number of recombinant DNA clones
that have been inserted into a vector for the purpose of
cloning a segment of DNA (see Figure A.5).

Ligand A molecule that binds to a complementary site
on a cell or other molecule.

Linkage The tendency to inherit together two or 
more non-allelic genes or DNA markers than are to be
expected by independent assortment. Genes/DNA
markers are linked because they are sufficiently close to
each other on the same chromosome (see Figures 2.14,
2.15, A.16).

Linkage disequilibrium Preferential association of
linked genes/DNA markers in a population, i.e., the 
tendency for some alleles at a locus to be found 
with certain alleles at another locus on the same 
chromosome with frequencies greater than would be
expected by chance alone (e.g., HLA-DQ and HLA-DR
alleles).

Lipofection An in vivo or in vitro way to transfer DNA
into a cell’s nucleus. The gene of interest is mixed with
a cationic lipid suspension and then mixed with the cell
of interest.

Liposomes Synthetic spherical vesicles with a lipid
bilayer. Function as artificial membrane systems to
deliver DNA, etc., into cells.

LOD score Statistical test to determine whether a set of
linkage data are linked or unlinked. LOD is an abbrevi-
ation of the log10 of the odds favouring linkage. For
genetic disorders that are not X-linked, A LOD score of
+3 (1000 :1 odds of linkage) indicates linkage, whereas
a score of -2 is odds of 100 :1 against linkage.

Long PCR (Ch. 2)

Lymphoproliferative disorders Lymphomas and leukae-
mias of lymphocyte origin.

Lyonisation (Ch. 3)

Medical informatics (Ch. 5)

Megabase (Mb) One million base pairs in a sequence
of DNA.
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Meiosis Process in which diploid germ cells undergo
division to form the haploid chromosome number (see
also mitosis).

Messenger RNA (mRNA) Transfers the genetic infor-
mation from DNA to the ribosomes. Contains the tem-
plate for polypeptide production.

Metabolomics The global metabolic profile in any cell,
tissue or organism. Some prefer the term metabonomics.

Metastasis A secondary tumour arising from cells
carried from the primary tumour to a distant locus.

Methylation (of DNA) Vertebrate DNA contains a 
small proportion of 5-methylcytosine, which arises from
methylation of cytosine bases where they occur in 
the sequence CpG. The methylation status of DNA cor-
relates with its functional activity: Inactive genes are
more heavily methylated and vice versa (see also CpG
islands).

MHC See human leukocyte antigen.

Microarray (Also called DNA chip.) Ordered, high-
density arrangements of nucleic acid spots. Each spot
represents a different DNA probe attached to an immo-
bile surface. Probes can be cDNA or oligonucleotides.
This technology allows the simultaneous measurement of
transcriptional activity for hundreds to tens of thousands
of genes (i.e., transcriptome) in any cell under any con-
dition (see Figures 5.1, 5.2).

Microdeletion DNA or chromosomal deletion that is
not detectable by conventional techniques such as
microscopy (cytogenetics) or Southern blotting (DNA
mapping).

MicroRNA See RNA interference (RNAi).

Microsatellites As for minisatellites except that the
polymorphism allele size is smaller (e.g., <1kb) and the
basic core repeat unit involves a two to four nucleotide
base pair repeat motif. Also known as simple sequence
repeats (SSRs) or short tandem repeats (STRs). One
example is repeats of the motif AC—ACACACACAC, etc.
(see Table 9.2, Figure 2.13).

Microsatellite instability (Ch. 3)

Minisatellites Repeat DNA segments that comprise
short head-to-tail tandem repeats giving the variable
number of tandem repeat (VNTR) type polymorphisms
with approximate size between 1–30kb. VNTRs can be
of two types: single locus or multilocus. The latter were
used previously to construct a DNA fingerprint of an indi-

vidual (see also microsatellites, satellite DNA; Table 9.2,
Figure 2.13).

Missense mutation A single DNA base change that
leads to a codon specifying a different amino acid, e.g.,
the base change of GGT (glycine) to GTT (valine).

Mitosis Somatic cell division; process in which chro-
mosomes duplicate and segregate during cell division
(see also meiosis).

Modifying genes (Ch. 3)

Molecular biology (Ch. 1)

Molecular medicine (Ch. 1)

Monoclonal Derived from a single clone, i.e., mono-
clonal antibody, monoclonal lymphocyte population (see
also polyclonal).

Monozygotic twins Genetically identical twins formed
by the division into two at an early stage in development
of an embryo derived from a single fertilised egg (see
dizygotic twins; Box 4.1).

Mosaicism A condition in which an individual or tissue
has two or more cell lines of different genetic or chro-
mosomal constitution. In contrast to a chimaera, both
cell lines in a mosaic are derived from the same zygote
(contrast with chimaera).

Multifactorial disorders Diseases that result from an
interaction of environmental factors with multiple genes
at different loci (see also polygenic inheritance, which is
sometimes used in the same sense as multifactorial; see
Figure 4.1).

Multidrug resistance (MDR) Development of simulta-
neous resistance to multiple structurally unrelated
chemotherapeutic agents (see also P-glycoprotein).

Multiplex PCR (Ch. 2)

Murine Of the mouse (Latin, mus).

Mutation An alteration in genetic material. This could
be a single base change (point mutation) to more exten-
sive losses of DNA (deletions) (see also missense muta-
tion, nonsense mutation; Tables 2.3, 3.15).

Nanoscience The study of the fundamental principles
of molecules and structures with at least one dimen-
sion approximately between 1 and 100 nanometres—
1 nanometre (nm) is 1 ¥ 10-9 of a metre (see Chapter 
5).
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Necrosis (Ch. 4)

Negative predictive value (NPV) (Ch. 8)

Nested PCR (Ch. 2)

Newborn screening (Ch. 7)

Nonsense mutation A single DNA base change result-
ing in a premature stop codon (TAA, TGA, TAG), e.g.,
TCG (serine) to TAG (stop).

Northern blotting Procedure to transfer RNA from an
agarose gel to a nylon membrane (see also Southern blot-
ting, western blotting).

Nosocomial Hospital acquired.

Nucleases Enzymes that break down nucleic acid.
There are DNAase (DNase) and RNAase (RNase)
enzymes. RNA, in particular, is susceptible to RNAases
so that preparation of RNA requires a lot more care 
compared to the more robust DNA.

Nucleic acid amplification technique (NAT) Term used
predominantly in microbiology to refer to the amplifica-
tion of nucleic acids with various techniques, including
PCR, ligase chain reaction, nucleic acid sequence-based
amplification and other methods.

Nucleotide The monomeric component of DNA or
RNA comprising a base (A—adenine; T—thymine; U—
uracil; G—guanine or C—cytosine), a pentose sugar
(deoxyribose or ribose) and a phosphate group (see
Figure 2.1).

Oligonucleotides Small single-stranded segments of
DNA typically 20–30 nucleotide bases in size that are
synthesised in vitro. Uses include DNA sequencing, DNA
amplification and DNA probes (see also primer, allele
specific oligonucleotides).

Oncogenes Genes associated with neoplastic prolifera-
tion following a mutation or perturbation in their expres-
sion (see proto-oncogenes, ras).

Online Mendelian Inheritance in Man (OMIM)
An encyclopaedia of phenotypes for genetic traits, disor-
ders and gene loci established by Victor McKusick. 
Originally available on hard copy (MIM—Mendelian
Inheritance in Man), but now the Internet version 
(OMIM) is a must because of the frequent changes that
occur.

Orthologous Genes or proteins found in different
species that are so similar in their nucleotide or amino

acid sequences that they are likely to have originated
from a single ancestral gene. Such genes play a core func-
tion. For example, the b globin genes in many species
are nearly identical (see also paralogous).

P53 A tumour suppressor gene, mutations of which are
frequently found in human cancers. The correct name for
this gene is TP53 although P53 is popularly used (see also
tumour suppressor genes).

Packaging cells (Ch. 6)

Palindrome A DNA sequence that is identical in either
direction. The example given is the recognition sequence
for the restriction enzyme SalI. Further examples are
found in Table A.1.

SalI 5¢-GTCGAC-3¢
3¢-CAGCTG-5¢

Paralogous Genes in the same species that are so
similar in their nucleotide sequences that they are
assumed to have originated from a single ancestral gene;
for example, the b and d globin genes are paralogs. These
genes have overlapping function and arose during evo-
lution through duplication (see also orthologous, HOX
genes; Figure 7.1).

Parthenogenesis The development of an egg that has
been activated in the absence of sperm.

Pathogenesis The steps involved in development of a
disease.

PAX genes (Abbreviation for paired box.) Genes that
play a role in the development of many tissues. These
genes encode transcription factors involved in early
embryological development. The paired box is a con-
served DNA binding domain that resembles the paired
genes of Drosophila (see also HOX gene; Figure 7.1,
Table 7.3).

Penetrance All or nothing phenomenon relating to the
expression of a gene. Calculated by the proportion of
affected individuals among the carriers of a particular
genotype. For example, if 20 out of a 100 individuals
who have a known DNA mutation show the correspon-
ding clinical phenotype, then the penetrance for this 
disorder is 20% (at a certain age group).

P-glycoprotein A glycoprotein associated with mul-
tidrug resistance. A member of the ATP-binding cassette
transporter proteins. P-glycoprotein allows the active
extrusion of a variety of compounds out of cells. The gene
for P-glycoprotein is MDR1 (see also multidrug 
resistance).



GLOSSARY AND ABBREVIATIONS

288

Pharmacogenetics The differential effects of a drug in
vivo in patients, depending on the presence of inherited
gene variants (see pharmacogenomics, Table 5.4).

Pharmacogenomics The differential effects of com-
pounds in vivo or in vitro on gene expression, among the
entirety of expressed genes. However, as indicated in
Table 5.4, a consistent definition of pharmacogenetics
and pharmacogenomics is difficult to obtain. With time,
these two terms are likely to become synonymous.

Phase The combination in which polymorphic markers
have been inherited within the context of a family 
study.

Phenocopy An environmentally produced phenotype
that mimics one caused by a genetic mutation; for
example, small red blood cells (microcytosis) are similar
findings in thalassaemia (genetic) and iron deficiency
(environmental). Another example quoted is Hunting-
ton’s disease–like 1 (HDL1), which is said to be a phe-
nocopy of Huntington’s disease but is caused by familial
prion disease and not an expansion of a CAG triplet
repeat. The second example might also be called a geno-
copy (see also genocopy).

Phenome Overall phenotypic characteristics of an
organism based on the interaction of the complete
genome with the environment (see Figure 1.4). For con-
sistency with the other . . . omics (genomics, proteomics,
transcriptomics, metabolomics, epigenomics), the study
of the phenome would be phenomics.

Phenotype (phenotypic) The observed appearance of a
gene or an organism determined by the genotype and its
interaction with the environment.

Physical transfer (Ch. 6)

Physical map A map that can be constructed in differ-
ent ways, but in contrast to genetic maps, it represents
measurements of physical length (bp, kb, Mb). Types of
physical maps include cytogenetic, pulsed field gel elec-
trophoresis, fluorescence in situ hybridisation, contigs—
e.g., cosmid or YAC (see also genetic map).

Plasmid Cytoplasmic, autonomously replicating extra-
chromosomal circular DNA molecule. Used as vectors
for cloning. In vivo, plasmids are found in bacteria where
they can code for antibiotic resistance factors (see also
episomal, vector).

Plasticity Used in the context of stem cell plasticity. The
potential for tissue-specific adult stem cells to differenti-
ate into cells of a different tissue. For example, bone
marrow differentiates into haematopoietic cells, but there

is some evidence that it can also differentiate into brain,
liver and various other tissues. Transdifferentiation is
another term to describe how stem cells from one tissue
can change to adopt the developmental fate of another
tissue.

Pleiotropy Different effects of a gene on apparently
unrelated characteristics such as the phenotype, organ
systems or functions.

Ploidy The number of chromosomes in a cell. Euploid,
the correct number; aneuploid, an abnormally high or
low number; polyploid, a multiple of the euploid
number.

Pol gene Gene that encodes reverse transcriptase
enzyme of a retrovirus (see Figure 8.2).

Polyclonal Derived from more than one cell (see also
monoclonal).

Polygenic inheritance Trait that results from an interac-
tion of multiple genes at different loci (see also multifac-
torial disorders).

Polymerase RNA polymerases are enzymes catalysing
the formation of RNA using DNA as a template. DNA
polymerases are enzymes that can synthesise DNA from
four nucleotide precursors (dATP, dTTP, dCTP and dGTP)
provided a template or primer is available to start off the
process. Functions of the DNA polymerases include
DNA repair and DNA replication. Reverse transcriptase
is also a DNA polymerase (see Figure 2.2).

Polymerase chain reaction (PCR) DNA method allow-
ing amplification of a targeted DNA sequence (see Figure
2.5).

Polymorphisms (DNA) A segment of DNA that can
occur in two or more forms. This variation may be
detected through size differences, or the alleles can be
distinguished by changes in the nucleotide sequence.
Polymorphic variations result from point mutations (see
RFLP) or insertions of repetitive DNA sequences (see
VNTR). In terms of human genetics, polymorphisms are
inherited along mendelian lines in a family and by defi-
nition should occur at a 1% or more frequency within a
population (see restriction fragment length polymorphism
[RFLP], variable number of tandem repeats [VNTR],
simple sequence repeat [SSR], single nucleotide poly-
morphism [SNP], Table 9.2).

Positional cloning Cloning of a gene on the basis of its
chromosomal position rather than its functional proper-
ties. Previously called reverse genetics (see clone, func-
tional cloning; Box 3.3).
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Positive predictive value (PPV) (Ch. 8)

Predictive DNA test Enables a mutation in DNA to be
detected in a clinically normal individual, and from this
“predict” the development of a genetic disease at some
future time. Another name for this type of test is presymp-
tomatic DNA test. Some prefer to use both terms, e.g.,
predictive DNA test is reserved for identifying mutations
that increase a person’s risk but provide no certainty of
developing a disorder with a genetic basis. An example
of this would be a breast cancer DNA test. In contrast,
presymptomatic DNA test can determine whether a
person will develop a genetic disorder before any signs
or symptoms appear. Examples given for the latter test
include Huntington’s disease and haemochromatosis.
However, the distinction seems unnecessarily complex
since the Huntington’s disease DNA test could be either
depending on the number of repeats (see Table 3.4). If
anything, a haemochromatosis DNA test is more predic-
tive than presymptomatic because of the many other
factors that influence development of this disease. There-
fore, for simplicity, the term predictive is used to describe
both types of tests.

Predisease (Ch. 2)

Preimplantation genetic diagnosis (PGD) A form of
prenatal diagnosis that involves sampling cells from 
the developing embryo. Once a genetic diagnosis is
made, the embryos shown to be unaffected are trans-
ferred to the patient by IVF. One form of PGD involves
the sampling of 1–2 cells from the 8–12 cell stage 
blastomere.

Premutations (Ch. 3)

Prenatal diagnoses (Ch. 7)

Presymptomatic DNA test See predictive DNA test.

Primer A short oligonucleotide segment that pairs with
a complementary single-stranded DNA sequence. The
double-stranded segment formed has a free 3¢ terminus,
which provides the template for extension into a second
strand (see oligonucleotides; Figures 2.8, A.7; contrast it
with probe).

Prions Transmissible proteins that have two shapes—
the normal form (benign, showing few b sheets) and 
the pathologic form that has a significant component 
of b sheets. The pathologic form can spread from 
one organism to another and interfere with the shape of
the normal protein, leading to neurodegenerative 
diseases such as Creutzfeldt-Jakob disease (CJD) in
humans and bovine spongiform encephalopathy (BSE) in
cattle.

Proband (or propositus or index case) The affected indi-
vidual from whom a pedigree is constructed (see also
consultand; Figure 3.13).

Probe A single-stranded segment of DNA or RNA
labelled with a radioactive or chemical substance. The
probe will bind to its complementary single-stranded
target sequence. Hybrids formed are detectable by
autoradiography or by chemical changes. There are a
number of different probes: genomic, cDNA, RNA,
oligonucleotide. The naming of probes has led to confu-
sion. Therefore, an attempt to induce uniformity has been
made by naming loci to which probes will hybridise; e.g.,
D15S10 indicates human chromosome 15 locus 10. A
number of DNA probes could hybridise to this locus (see
Figure A.10).

Prokaryotes Bacteria and certain algae with cells that
are not nucleated.

Promoter DNA sequence located immediately 5¢ to a
gene, which indicates the site for transcription initiation.
May influence the amount of mRNA produced and the
tissue specificity. Examples of promoters are the TATA,
CCAAT boxes (see also Cap).

Proteome All the proteins in a cell, tissue or organism
at any given time. Hence, the field of proteomics, which
unlike the constancy found in DNA (all nucleated cells
have the same DNA content), is made considerably more
complex because the proteome is different for each cell,
and even the same cell can change its protein profile
depending on environmental effects, e.g., infected and
non-infected cell.

Proto-oncogenes Normal genes comprising a number
of functionally different classes that are involved in cel-
lular growth control. Altered forms of the proto-
oncogenes are called oncogenes.

Provirus Virus that is integrated into the chromosome
of its host cell and can be transmitted from one genera-
tion to another without causing lysis of the host (see retro-
virus, reverse transcriptase).

Pulsed field gel electrophoresis (PFGE) A type of gel
electrophoresis allowing large fragments of DNA to be
separated by altering the angle at which the electric
current is applied. Now used mostly for microbiologic
DNA fingerprinting.

Quantitative PCR (Q-PCR) The use of PCR to quanti-
tate DNA (see real-time PCR, Figure 2.7).

Quantitative trait loci (QTL) Genes that control the
expression of traits demonstrate quantitative inheritance
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and are mapped to QTLs. Complex characteristics—for
example, height in humans and hypertension—are QTLs
that result from the interaction of a number of genes on
separate chromosomes (the environment also plays a
role).

Ras A family of proto-oncogenes (H-ras-1, K-ras-2 and
N-ras) that encode for a protein called p21. p21 binds to
GTP/GDP and has GTPase activity. Ras-derived proteins
play a physiological role in regulation of cellular prolif-
eration. Mutations in ras are found in a number of
cancers (see also G proteins).

Real-time PCR A variant of PCR that monitors the
amplified product as it is produced after each cycle in
real time. Has proven to be an invaluable technique for
quantitative PCR (see Figure 2.7).

Recessive The products of both normal (wild-type)
alleles at a particular locus are non-functional in a reces-
sive disorder (see also dominant; Figure 3.9).

Recombinant DNA (rDNA) technology (Ch. 1)

Recombination Crossing over (breakage and rejoining)
between two loci, which results in new combinations of
genetic markers/traits at those loci; e.g., one locus has
four genetic markers linearly arranged as a-b-c-d, and the
second locus is b-b-c-a. Recombination involving these
two regions between the b-c markers would give new
genetic combinations, i.e., a-b-c-a and b-b-c-d (see 
Figure 2.15).

Repair genes A group of genes that monitor and repair
DNA errors. There are three major repair pathways: (1)
mismatch repair, (2) nucleotide excision repair and (3)
base excision repair (see Table 3.6).

Reproductive cloning (Also called Cloning-to-Produce-
Children.) The use of technology such as somatic cell
nuclear transfer to produce an animal (child) with a vir-
tually identical genetic makeup to another animal
(human) existing or previously existing (see also clone,
therapeutic cloning; Figure 6.9, Table 6.14).

Restriction endonucleases (enzymes) Enzymes that
recognise specific short DNA sequences and cleave DNA
at these sites (see Table A.1).

Restriction fragment length polymorphism (RFLP) Bial-
lelic DNA polymorphism that results from the presence
or absence of a restriction endonuclease site (see poly-
morphisms; Table 2.6, Figure 2.13).

Restriction map A series of restriction endonuclease
recognition sites associated with a DNA locus or gene
(see Figure A.2).

Retrovirus RNA virus that utilises reverse transcriptase
during its life cycle. After infecting the host cell, the retro-
viral (RNA) genome is transcribed into DNA, which is
then integrated into host DNA. In this way the retrovirus
can replicate (see also provirus, reverse transcriptase;
Figure 4.8).

Reverse genetics A term once used to describe posi-
tional cloning (see also clone, functional cloning, in silico
cloning; Figure A.4). Reverse genetics is now used to
describe animal models that are genotype based, i.e., the
transgenic mouse in which a gene is manipulated to
provide information on the resulting phenotype (see
Chapter 5).

Reverse transcriptase Enzyme that enables synthesis of
single-stranded DNA (called cDNA) from an RNA tem-
plate (see also polymerase; Figure 2.2).

Ribosomal RNA (rRNA) The RNA content of ribo-
somes. The latter are small cellular particles that are the
site of protein synthesis in the cytoplasm.

Ribotyping The use of rRNA-specific DNA probes for
hybridising to restriction fragments to distinguish bacte-
ria on the basis of their rRNA patterns. Polymorphic
bands so produced allow typing of bacteria at the strain
level.

RNA interference (RNAi) (Also called RNA mediated
gene silencing and post-transcriptional gene silencing.)
The process by which small RNA species can regulate
gene function. These species include small double-
stranded RNA (dsRNA) species known as small interfer-
ing RNAs (siRNA) that target mRNA and micro RNAs
(miRNA) that work at the level of translation (see Figure
2.3).

RT-PCR (Ch. 2)

Satellite DNA Short head-to-tail tandem repeats that
incorporate specific DNA motifs (see microsatellites, 
minisatellites; Table 2.6, Figure 2.13, Table 9.2).

Screening (genetic) Testing individuals on a popula-
tion basis to identify those who would be at risk for
disease or transmission of a genetic disorder (see Tables
2.8, 2.9).

Sensitivity The proportion of those with disease who
test positive (see also specificity; Tables 2.10, 8.3).
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Sequence tagged site (STS) A way to provide unam-
biguous identification of DNA markers generated by the
Human Genome Project. STSs comprise short, single-
copy DNA sequences that characterise mapping land-
marks on the genome.

Sequencing (DNA) Establishing the identity and order
of nucleotides in a segment of DNA. The gold standard
in characterising a mutation (see Figures A.7, A.8).

Sibship A group comprising the brothers and sisters
(siblings) in a family.

Signal transduction Transfer of signals from extracellu-
lar factors and their surface receptors by cytoplasmic
messengers to modulate events in the nucleus (see also
G proteins).

Simple sequence repeat (SSR) See microsatellites.

Single nucleotide polymorphism (SNP—pronounced
snip) Variations of a single nucleotide at a given 
position in the genome in a population that, by defini-
tion, occurs at a frequency greater than 1% (see also
polymorphism). SNPs occur approximately 1 in each
600–1000bp, so in the human genome the number of
SNPs will be significantly greater than 3.3 ¥ 106 (see
Figure 2.13).

siRNA (small interfering RNA) see RNA interference
(RNAi).

Somatic cells Any cells in an organism which are not
germ cells, i.e., sperm or eggs.

Somatic cell gene therapy (Ch. 6)

Somatic cell genetic disorders One of the five groups
of genetic disorders. Defects in DNA are found in spe-
cific somatic cells. An example of this type of disorder is
sporadic cancer. By comparison, the four other cate-
gories (single gene, polygenetic, multifactorial and chro-
mosomal disorders) have the genetic abnormality present
in all cells including the germ cells.

Somatic cell hybrid A hybrid formed from the fusion
together of different cells. They usually come from dif-
ferent species; e.g., human and rodent hybrids are fre-
quently used for human gene mapping.

Somatic cell nuclear transfer (SCNT) The introduction
of nuclear material from a somatic cell (the donor DNA)
into an oocyte (recipient) that has had its nucleus
removed. This yields a product (clone) that has the
genetic (nuclear) constitution which is virtually identical

to the donor of the somatic cell (see also clone, human
cloning; Figure 6.9).

Somatic mutation A mutation occurring in any cell that
will not become a germ cell.

Southern blotting Named after E Southern. Describes
the procedure for transferring denatured (i.e., single-
stranded) DNA from an agarose gel to a solid support
membrane such as nylon (see northern blotting, western
blotting).

SOX Sry-type HMG box. Developmental and differen-
tiation genes with transcription factor activity and 
characterised by having a HMG (high mobility group)
DNA binding domain.

Specificity The proportion of those without disease
who test negative (see also sensitivity; Tables 2.10, 8.3).

Splicing Removing introns to produce mature mRNA.

Sporadic No obvious genetic cause.

SRY Sex determining region Y. The gene on the Y chro-
mosome that specifies maleness in humans.

SSR (Ch. 9)

Start codon Nucleotide codon (ATG) that is positioned
at the beginning of a gene sequence in eukaryotes.
Prokaryotes do not have such a start codon, and so ATG
is translated into the amino acid methionine.

Stem cell Cell with the capacity for (1) self-renewal,
i.e., giving rise to more stem cells, and (2) generating 
different progeny (see embryonic stem cells, adult stem
cells).

Sticky ends Fragments of double-stranded DNA with a
few bases not paired; i.e., they anneal with greater 
efficiency than blunt-end fragments (see Table A.1).

Stop codons Nucleotide codons (TAA, TGA and TAG)
positioned at the 3¢ end of a gene sequence that indicate
the termination of a polypeptide.

STR (Ch. 9)

Subunit vaccines (Ch. 6)

Synonymous Because the genetic code is degenerate (a
change in the third nucleotide may still produce the same
amino acid, Tables 2.1, 2.5), single base changes may not
alter the amino acid sequence, and they are called 
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synonymous (i.e., same sense) codons. In contrast are
non-synonymous changes, which produce a different
amino acid.

Syntenic genes Genetic loci or genes that lie on the
same chromosome or same DNA strand.

Tandem repeats Small sections of repetitive DNA in the
genome, arranged in head-to-tail formation.

Targeting (Ch. 6)

Telomeres The two ends of a chromosome (see cen-
tromere; Figure 2.10)

Thalassaemia syndromes (Ch. 3)

Therapeutic cloning (Also called Cloning-for-Biomedical-
Research.) Production of a human embryo by a process such
as somatic cell nuclear transfer for the purpose of research
or for the extraction of stem cells. The ultimate goal in this
type of cloning is to gain scientific knowledge for medical
research (see also clone, reproductive cloning; Figure 6.9,
Table 6.14).

Therapeutic transfer (Ch. 6)

Trans-acting locus In contrast to the cis-acting locus,
the trans-acting locus involves a second but distinct gene
that can influence another gene’s function through pro-
duction of a regulatory-type protein.

Transcription Synthesis of a single-stranded RNA mol-
ecule from a double-stranded DNA template in the
nucleus (see polymerase, translation).

Transcriptome All mRNA species in a cell, tissue 
or organism at a given time. Like the proteome, this is
very variable compared to the fixed genome (see also
microarray).

Transdifferentiation See plasticity.

Transduction (gene) Transmission of genetic material
from one cell to another by viral infection.

Transduction (signal) See signal transduction.

Transfection Acquisition of new genetic markers by
incorporation of added DNA into eukaryotic cells by
physical or viral-dependent means (see Figure 
6.1).

Transfer RNA (tRNA) Provides the link between mRNA
and rRNA. Each tRNA can combine with a specific
amino acid and also bind to the relevant mRNA codon

(see also codon, messenger RNA [mRNA], ribosomal
RNA [rRNA], translation).

Transformation (of bacteria) Acquisition of new
genetic markers by incorporation of added DNA into
bacteria.

Transformation (of cells) Sudden change in a cell’s
normal growth properties into those found in a tumour
cell.

Transgenic The presence of foreign DNA in the
germline. Transgenic animals are produced by experi-
mental insertion of cloned genetic material into the
animal’s genome. This can be done by microinjection of
DNA into the pronucleus of a fertilised egg or through
utilisation of embryonic stem cells. A proportion of trans-
genic animals will express the foreign gene and transmit
it to their progeny (see embryonic stem cells).

Transition Change of a purine (i.e., adenine or guanine)
to a purine or a pyrimidine (i.e., cytosine or thymine) to
a pyrimidine (see also transversion).

Translation Cytoplasmic production of a polypeptide
from the triplet codon information on mRNA (see 
transcription).

Translocation The presence of a segment of a chromo-
some on another chromosome (see Figure 4.10).

Transposable elements DNA sequences that can move
from one chromosomal site to another.

Transposon A type of transposable element that is
flanked by repeat sequences. Transposons usually possess
genes, for example, with resistance to antibiotics. Trans-
posons allow for genetic recombination, thereby enhanc-
ing genetic diversity. An interesting observation from the
Human Genome Project was the finding that hundreds
of human genes appear to have derived from transpos-
able elements.

Transversion Change of a purine to a pyrimidine or vice
versa (see also transition).

Tumour suppressor genes (Also called recessive onco-
genes, anti-oncogenes, growth suppressor genes.)
Normal genes with one component of their function
being the suppression of tumourigenesis (see P53; Figures
4.11, 4.12).

Two-hit model of tumourigenesis (Ch. 4)

Uniparental disomy The inheritance of two copies of a
chromosome from the one parent. This can be isodisomy
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(both chromosomes from the one parent are identical
copies) or heterodisomy (the two chromosomes are dif-
ferent copies of the same chromosome). Described with
a number of human chromosomes, e.g., 7, 11, 15, 16
(see also imprinting; Figure 4.6).

Variable number of tandem repeats (VNTR) A multial-
lelic DNA polymorphism that results from insertions or
deletions of DNA between two restriction sites (see poly-
morphisms; Table 2.6, Figure 2.13, Table 9.2).

Variant haemoglobins (Ch. 3)

Vector Cloning vehicle (i.e., plasmid, phage, cosmid or
YAC) into which DNA to be cloned can be inserted (see
Figure A.5).

Viral transfer (Ch. 6)

Western blotting (immunoblotting) A technique used
to separate and identify proteins (see northern blotting,
Southern blotting).

Wild-type (gene) The form of the gene normally present
in nature.

X-chromosome inactivation Random inactivation of
one of the two female X chromosomes during early
embryonic development. Thus, cells in a female are
mosaic in respect to which of the X chromosomes is 
functional.

X-linked (Ch. 3)

Yeast artificial chromosome (YAC) A cloning vector
that allows large segments of DNA (e.g., 300kb in size)
to be cloned.

Zebrafish A new model organism allowing the study of
genetic disease particularly in relation to development.
One unusual property of this model is that organs are
visible during development.

Zoonoses Infections transmitted from animals to
humans.

Zygote The diploid cell resulting from union of the
haploid male and haploid female gametes, i.e., fertilised
ovum.

ABBREVIATIONS

A Adenine nucleotide base

AIDS Acquired immunodeficiency syndrome

ADA Adenosine deaminase

APC Adenomatous polyposis coli

ALL Acute lymphoblastic leukaemia

ART Assisted reproductive technologies

ASO Allele specific oligonucleotide

ATM Ataxia telangiectasia mutated

bp Base pair

BLAST Basic Local Alignment Search Tool

BRCA1 Breast cancer 1

BSE Bovine spongiform encephalopathy

C Cytosine nucleotide base

CDK Cyclin dependent kinase

C. elegans Caenorhabditis elegans

CFTR Cystic fibrosis transmembrane conduc-
tance regulator, i.e., cystic fibrosis gene

CGH Comparative genomic hybridisation

CHO Chinese hamster ovary (cell line)

CJD Creutzfeldt-Jakob disease

vCJD variant Creutzfeldt-Jakob disease

cM Centimorgan

CMV Cytomegalovirus

CSF Colony stimulating factor

Ct Cycle threshold (for Q-PCR)

CVS Chorionic villus sample or sampling
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cDNA Complementary or copy DNA

DHFR Dihydrofolate reductase

DGGE Denaturing gradient gel electrophoresis

DHPLC (also written dHPLC). Denaturing high
performance liquid chromatography

DNA Deoxyribonucleic acid

dsDNA Double-stranded DNA

dsRNA Double-stranded RNA

DZ Dizygotic (twin)

EBV Epstein-Barr virus

ELISA Enzyme linked immunosorbent assays

ELSI Ethical, legal and social implications

ENU N-ethyl-N-nitrosourea

EPO Erythropoietin

ES cells Embryonic stem cells

EST Expressed sequence tag

FAP Familial adenomatous polyposis

FASTA Fast all

FDA Food and Drug Administration

FISH Fluorescence in situ hybridisation

FTP File transfer protocol

5¢ Æ 3¢ (five prime to three prime) Direction of
transcription

G Guanine nucleotide base

GAS Group A streptococci

G-CSF Granulocyte colony stimulating factor

GTP Guanosine triphosphate

GDP Guanosine diphosphate

GM Genetically modified (food)

H-2 mouse equivalent of MHC/HLA

HA Haemagglutinin (influenza A)

HAART Highly active antiretroviral therapy

HbF Haemoglobin F (fetal haemoglobin)

HbS Haemoglobin S (sickle haemoglobin)

HBV Hepatitis B virus

HCV Hepatitis C virus

HGP Human Genome Project

HIV Human immunodeficiency virus

HLA Human leukocyte antigen

HOX Homeobox

HPV Human papilloma virus

HPFH Hereditary persistence of fetal haemoglo-
bin

HSV Herpes simplex virus

HTML HyperText Markup Language

HTTP HyperText Transfer Protocol

ICSI Intracytoplasmic sperm injection

IEC Institutional Ethics Committee

IgG Immunoglobulin G

IgM Immunoglobulin M

IP Internet Protocol or Intellectual Property

IVF In vitro fertilisation

IVS Intervening sequence (= intron)

kb Kilobase

kDa Kilodalton

LDL Low density lipoprotein

LOH Loss of heterozygosity
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LTR Long terminal repeat (of a retrovirus)

MALDI-TOF Matrix assisted laser desorption ionisa-
tion—time of flight

Mb Megabase

MDR Multidrug resistance

MDR1 Gene for P-glycoprotein

MHC Major histocompatibility complex

miRNA Micro RNA

MoAb Monoclonal antibody

mRNA Messenger ribonucleic acid (RNA)

mtDNA Mitochondrial DNA

MRSA Methicillin resistant Staphylococcus
aureus

MZ Monozygotic (twin)

NA Neuraminidase (influenza A)

NAT Nucleic acid amplification technique

neo Neomycin

NIH National Institutes of Health

nt Nucleotide

NPV Negative predictive value

OMIM Online Mendelian Inheritance in Man

32P Radioactive phosphorus

PAX Paired box

PCR Polymerase chain reaction

PERV Pig endogenous retrovirus

PFGE Pulsed field gel electrophoresis

PGD Preimplantation genetic diagnosis

PON-1 Paraoxonase-1

PPV Positive predictive value

PTT Protein truncation test

Q-PCR Quantitative PCR

QTL Quantitative Trait Loci

RAC Recombinant DNA Advisory Committee

RB1 Retinoblastoma gene

rDNA Recombinant DNA

RFLP(s) Restriction fragment length polymor-
phism(s)

rh Recombinant human

RNAi RNA interference

rRNA Ribosomal RNA

RT-PCR Reverse transcriptase PCR

SAGE Serial analysis of gene expression

SARS Severe acute respiratory syndrome

SARS-CoV SARS coronavirus

SCID Severe combined immunodeficiency

SCNT Somatic cell nuclear transfer

siRNA Small interfering RNA

SIV Simian immunodeficiency virus

SNP single nucleotide polymorphism

SOX Sry-type HMG box

ssDNA Single-stranded DNA

SSCP Single-stranded conformation polymor-
phism

SSR Simple sequence repeat (microsatellite)

SRY Sex determining region Y

STR Short tandem repeat (microsatellite)

T Thymine nucleotide base

s Thymidine kinase
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TP53 P53 tumour suppressor gene

TSG Tumour suppressor gene

URL Uniform Resource Locator

VNTR(s) Variable number of tandem repeat(s)

WT1 Wilms’ tumour gene

WWW World Wide Web

YAC(s) Yeast artificial chromosome(s)

FURTHER READING
King RC, Stansfield WD. A Dictionary of Genetics. Oxford 

University Press, 6th edition. 2002. Oxford, UK (excellent
source of information in genetics).

http://www.genome.gov/glossary.cfm (Internet reference to the
National Human Genome Research Institute’s Talking 
Glossary of Genetic Terms—fairly basic and limited, but well
presented and some terms are illustrated ).
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A
Acute lymphoblastic leukaemia, 

122
Acute promyelocytic leukaemia,

109–110
Adenine, 17
Adeno-associated virus, 154t
Adenomatous polyposis coli gene.

See APC
Adenosine deaminase deficiency, 7,

170
Adverse drug reactions, 127
Ageing

genetics of, 87–88, 88b
mitochondrial DNA and, 87–88
mutation theory of, 87

Alleles
D, 75
definition of, 43

Alternative splicing, 22–23
Alzheimer’s disease, 5t, 82, 125b
Amyloid precursor protein, 29
Anaemia, 149
Angelman’s syndrome, 89–91, 

90t
Angiotensin 1 converting enzyme,

75
Animal models

description of, 124
ENU mouse, 126
of infectious diseases, 203
traditional, 124
transgenic mice, 124–125, 

125b,f
zebrafish, 126, 127t

Anopheles, 211
Anthrax, 216, 217b
Anticipation, 48, 49f, 108
Antigenic drift, 208
Antigenic shift, 208
Antimicrobial drug resistance, of

infectious diseases,
203–204

Antisense oligonucleotides,
160–162

APC, 51–53, 100
APOE, 82
Apolipoprotein E gene. See APOE
Apoptosis

description of, 95t, 100–101

proteins involved in, 102t
Assisted reproductive technologies,

176–177
Association study, 78–80
Autopsy, 231
Autosomal dominant disorders

colorectal cancer. See Colorectal
cancer

expressivity and, 45–46
familial adenomatous polyposis,

50–53
familial hypertrophic

cardiomyopathy, 46–47
Huntington’s disease. See

Huntington’s disease
overview of, 45–46
pedigree of, 45f
penetrance and, 45
severity of, 46
sporadic cases of, 45

Autosomal recessive disorders
cystic fibrosis

characteristics of, 56–57
clinical features of, 57b
deltaF508 mutation in, 58, 59t,

186, 242–243
DNA testing for, 58–61
linkage analysis to prenatally

diagnose, 60f
pathogenesis of, 61
positional cloning in, 57, 58b
prenatal diagnosis of, 60f
spectrum of, 61f, 61–62
sweat test for, 58

gender predilection for, 56, 57f
overview of, 56
pedigree for, 57f

Avian influenza, 209–210

B
Base excision DNA repair, 55t, 56
BAX, 101
Bcl-2, 102t
BCL2, 101
Beneficence, 237
Beta amyloid peptide, 82
Beta myosin heavy chain gene,

familial hypertrophic
cardiomyopathy and, 46

Bioavailability, 140

Bioinformatics
for association study, 78–79
definition of, 11, 134
in DNA microarrays, 135
e-consultations, 138–139
e-counselling, 138–139
history of, 134–136
medical informatics, 134,

136–138
profile for, 134
for proteomics, 136
web sites for, 137t–138t

Biosensors, 140
Bioterrorism, 216–217, 217b,

233–234
BLAST, 135
Blocking patent, 249t
Bone marrow pluripotential stem

cells, 153
Bone marrow transplantation, 189
Bordetella pertussis, 196t
Bovine spongiform encephalitis,

215t, 217f
BRCA1, 39, 104–107
BRCA2, 39, 104–107, 115
Breast cancer

BRCA1 and, 39, 104–107
BRCA2 and, 39, 104–107, 115
clinical features of, 104
DNA mutation testing in,

106–107
facts regarding, 105t
forms of, 107
genetic inheritance of, 105t
incidence of, 104
Li Fraumeni syndrome and, 107
microarrays for, 121–122
ovarian cancer and, 107
penetrance of, 105t
risk factors for, 105t
sporadic, 107
TP53 and, 107

Butyrylcholinesterase, 129t

C
Cancer

breast. See Breast cancer
cervical, 207
colorectal. See Colorectal cancer
Epstein Barr virus and, 207–208

INDEX
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Cancer (contd)
gene therapy for, 159–160
genetic components of, 93
heterogeneity of, 93
imprinting in, 103–104, 104f
individual response to, 93
lung, 116
metastasis of, 115–116
papillomaviruses and, 207, 207f
TP53 and, 102
tumour suppressor genes and, 97

Candidate genes
description of, 45, 78
preeclampsia and, 190t

Cannabis, 232
Cardiac failure, 166b
Carotid body tumours, 103
Catechol-O-methyltransferase. See

COMT
b catenin, 52
CCR5, 201
cDNA

definition of, 19
formation of, 19
reannealing of, 19
reverse transcriptase-polymerase

chain reaction production
of, 20f

Cell cycle
description of, 99–100
proteins involved in, 102t
schematic diagram of, 100f

Cell cycle factors, 95t
Cell death

apoptosis, 95t, 100–101
necrosis, 100

Cellular oncogenes, 94
Cellular therapies

cloning, 166, 167f
future of, 171

somatic cell
for cancer, 159–160
definition of, 151–152
disorders treated with, 151–152
gene delivery strategies,

152–153
gene marking for, 154–156
for genetic diseases, 156–159
for haemophilia, 158–159
for severe combined

immunodeficiency,
156–157

for severe combined
immunodeficiency-X-linked
type 1, 157b, 157–158

target cells, 153–154

stem cells
adult, 164–166
bone marrow pluripotential,

153
community opinion regarding,

255
description of, 163
differentiation of, 163
embryonic, 124, 125f, 163–164
ethical considerations

regarding, 251
future of, 171
public opinion regarding, 251,

255
self-renewal properties of, 163
sources of, 164, 164f
transplantation uses of, 164
types of, 163
from umbilical cord blood, 189

Centimorgan, 10, 35
Centromere, 27
Cervical cancer, 207
CFTR. See also Cystic fibrosis

description of, 58
DNA testing for, 58–61
infertility and, 175–176, 176t
mutations of

description of, 58t–59t
male infertility and, 61
non-cystic fibrosis disorders

caused by, 61
5T polymorphism, 62b

CGG, in fragile X syndrome, 48–49
Chemical terrorism, 234–235
Chemokine receptors, 201, 201t
Children, DNA tests and testing in,

245–246, 246t
Chimaerism, 91
Chlamydia trachomatis, 196t
Chorionic villus sampling, 182
Chromatin, 27
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