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Cognitive systems include both natural
and artificial information processing sys-
tems responsible for perception, learning,
reasoning, communication, action and more.
Although we can trace the emergence of 
a field of study concerned with such sys-
tems back to the nineteenth century, its
modern focus on information processing is
more readily traced to a series of critical
advances in the twentieth century. Among
these must be included work by Alan Turing
on computability, by Frederick Bartlett on
the role of schemas, by Kenneth Craik on
the importance of internal ‘models’, by
Warren McCulloch and Walter Pitts on the
use of idealized neurons as logical devices,
by John von Neumann on game theory and
the development of computers, and by
Warren Weaver and Claude Shannon on
information theory.

Much of this work unfolded in the con-
text of critical wartime needs, and reflected
productive interactions between life scien-
tists, physical scientists and social scientists.
As exemplified by a series of extraordinary
meetings convened by the Josiah Macy
Foundation from 1942 through to the early
1950s, these interactions seemed destined to
lead to rapid understanding of how natural
and artificial processing devices could solve
even the most complex problems.

Among the participants in these and
related meetings held both in the UK and
the United States were brain scientists, math-
ematicians, anthropologists, physicists and

psychiatrists. A heady mix. During these
years a number of critical advances in under-
standing the brain emerged, along with the
development of conceptual frameworks that
offered the promise of deep insights into
how mental functions could be realized in
biological, and hence physical, form.

New methods in the study of the nervous
system such as the development of elec-
troencephalographic (EEG) recording and
intracellular recording in model systems,
such as the squid giant axon, were particu-
larly important. The former led to the dis-
covery of the ‘reticular activating system’ by
Giuseppe Moruzzi and Horace Magoun, a
key step in understanding the underlying
patterns of activity in the brain, and how
they are affected by arousal and attention.
The latter led to the development of detailed
models of axonal transmission, synaptic
communication and neuronal function that
have shaped the neuroscientific research
agenda for decades.

On the conceptual front perhaps the 
most important contribution was that by
Donald Hebb, whose neuropsychological
speculations about cell assemblies and phase
sequences provided the first serious attempt
at explaining, in terms capable of being simu-
lated in artificial circuitry, how brain pro-
cessing might embody the mind. Indeed,
attempts to instantiate Hebb’s insights in
early computer programs followed almost
immediately, through informal communica-
tions and meetings between Hebb’s group

Preface

Lynn Nadel
Department of Psychology and Division of Neural Systems, Memory and Aging, 

University of Arizona, Tucson
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in Montreal, and the group connected to
Frank Rosenblatt, the ‘inventor’ of the
Perceptron, at Cornell.

However, as the field of cognitive science
crystallized in the mid-1950s it lost much of
its fervor for interactions between life scien-
tists and physical scientists. There were
many reasons for this. John von Neumann
himself pointed out the several ways in
which brains were not really like computers,
at least not the computers of that era.
Advances in understanding information
processing, the structure of language, and
the representation and manipulation of
mental images were all made with little ref-
erence to their underlying biological sub-
strates. At the same time, the attempts to
model Hebb’s neuropsychological concepts
ran up against serious obstacles, including
the limits of both Hebb’s models (the earliest
of which had not included neuronal inhib-
ition), and the computational devices avail-
able at that time.

The few decades during which cognitive
science, neuroscience and physical science
interacted minimally were not a complete
loss – considerable understanding was gen-
erated in isolated subsystems. Experimental
psychologists unpacked many of the mys-
teries of attention, perception, vision, mem-
ory and action. Analyses of language, by
Noam Chomsky and others, brought great
insights into the formal properties of this
uniquely human cognitive system. At the
same time, we gradually came to under-
stand a great deal more about the wetware
of the nervous system. Through develop-
ments such as single-neuron recording in
the intact mammalian brain (in the 1950s
and 1960s), and more recently ensemble
recording (in which multiple single-
units are recorded simultaneously), we have
accumulated considerable data on how 
neurons work both individually and collect-
ively in the service of adaptive behavior.
Given this progress, the time is ripe for
renewed attempts to characterize cognitive

systems in broader biological and physical
terms.

Among recent attempts to reinvigorate
such interactions is the Foresight Project on
Cognitive Systems, which led to the mater-
ial published in this book. Starting from the
premise that many issues confronting soci-
ety in the present and future will be greatly
influenced by how well both humans and
machines process information, the Foresight
Project sought to spell out the achievements
and limits of current science, to identify the
challenges to further progress, and to specu-
late on the opportunities that would arise
should these problems be solved. At the
heart of this enterprise is the notion that 
re-connecting physical scientists and life sci-
entists will be critical to generating solutions.
The Foresight Project itself was a test case –
could communities of scientists whose
recent history has kept them apart come
together in ways that might promise real
advance?

On the evidence of the discussions held
in workshops during the project and the
contributions presented in this volume,
there is reason for optimism. Similarly, the
contributions to a recent Encyclopedia of
Cognitive Science (Nadel, 2003) illustrate the
extent of overlap of research interests right
across this diverse community of scientists.
In a variety of domains this and related pro-
jects have connected scientists across the
gulf between biological and physical sci-
ence. In each case, the connection has gener-
ated new ideas, new approaches and even
new experiments.

Will all this pan out? It is obviously too
early to tell. But the excitement is palpable,
and readers of this book have the oppor-
tunity to see where the future might lie in
the sciences of the mind and brain.

Reference
Nadel, L. (ed.) (2003) The Encyclopedia of Cognitive

Science. London: Macmillan.
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False dawns are not new to scholars of
the relationship between brain science and
information technology. The two have tried
to exchange ideas before. However, such
was the disappointment surrounding lack
of progress in artificial intelligence (AI), for
example, that the term has all but disap-
peared from the scientific lexicon, along
with funding for research in the area.

There were good reasons behind the earl-
ier failure to deliver the promised ‘break-
throughs’ in computing that would, the
proponents of AI claimed, build on our
knowledge of how living systems achieve
their marvels. To begin with, our under-
standing of living cognitive systems was too
primitive to offer enough leads for IT
researchers. At the time, in the 1980s, com-
puter power was paltry in comparison with
today’s systems.

Two decades on, we have been through
10 generations of ‘Moore’s Law’, the self-
fulfilling premise that computing power,
usually measured as the density of the tran-
sistors on an integrated circuit, will double
every 18 months or so. More important, the
cost of computer power has plummeted,
bringing it to many more scientific domains.

Research in natural and artificial cognitive
systems has also made much progress in the
past 20 years. There have, however, been
obstacles to the exchange of ideas between
the two areas of scientific endeavour. Not
least has been the ever-greater specialization
that is almost an inevitable consequence of
deeper knowledge. Even within the life sci-
ences, for example, individual researchers
find it ever harder to maintain an intimate
knowledge of what is happening in areas of
science close to their own domain, let alone
in the seemingly alien world of IT.

It is, then, understandable that through-
out the 1990s, while some scientists tried to
straddle the disciplines, there was little sys-
tematic dialogue between researchers in IT
and brain scientists. The Foresight Cognitive
Systems Project was perhaps the first sus-
tained initiative to bring the two fields
together to see if they have anything pro-
ductive to say to one another. Cognitive sys-
tems – natural and artificial – sense, act, think,
feel, communicate, learn and evolve. We see
these capabilities in many forms in living
organisms. The natural world shows us how
systems as different as a colony of ants or a
human brain achieve sophisticated adaptive

Introduction 
Brain Science and Information

Technology – Do They Add Up?

Sir John Taylor OBE, FRS, FREng
Director of the Foresight Cognitive Systems Project, UK
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behaviours. Among the more significant out-
comes of the Foresight Cognitive Systems
Project was the conclusion that research into
natural and artificial cognitive systems is
indeed at an exciting stage. The researchers
who took part in the project also agree that
there could be great benefits in bring-
ing together the life sciences and physical 
sciences to consider how they can collectively
accelerate progress in cognitive systems.

When the project began, there was only a
limited exchange between the research 
communities looking at cognitive systems
from their different perspectives. The prem-
ise for the project was to consider if it was
timely for these two communities to work
together. Would there be any common
ground? In the event, the timing may have
been perfect. Perhaps encouraged by the
Foresight Project, made possible by the
Office of Science and Technology, a part of
the UK’s Department of Trade and Industry,
a number of agencies around the world have
started to investigate the territory afresh. To
pick just two examples: in Europe, the
European Commission has identified cog-
nitive systems as one of the priorities for 
the new Sixth Framework Programme; in
the USA, the Defense Advanced Research
Projects Agency (DARPA) has launched an
initiative in cognitive systems, to ‘develop
the next generation of computational sys-
tems with radically new capabilities, “sys-
tems” that know what they’re doing’.

The Right Time

There were two underpinning reasons
for thinking that it would be timely to
review the conjunction of brain science and
IT. First, there was the recognition of the
importance of cognition and the fact that
new tools are helping us to study living sys-
tems. Secondly, we could see that in some
areas artificial cognitive systems are hitting
a wall using a strictly engineering approach
to problem solving.

On the first of these reasons, techniques
from the physical sciences are making a
growing contribution to the life sciences.

Hardly a day goes by without yet more news-
paper coverage of the contribution of func-
tional magnetic resonance imaging (fMRI) to
the study of brain activity. A chapter in this
collection describes some of the excitement
that comes from our growing use of new tech-
niques in brain science. This is but one of a
series of research reviews that the OST com-
missioned from some of the leading
researchers in their subjects. Our brief to them
was to describe what is happening in their
fields of science in terms that communicate
their excitement to people working in differ-
ent disciplines. So we asked life scientists to
write for physical scientists, and vice versa.

Challenges for the Future

While this is in itself a significant goal,
perhaps more important was our request that
the authors report on challenges where it is
not quite clear where the research is going.
As we put it to them, what are the open ques-
tions in your area of science? The research
reviews in this volume are, therefore, more
than an account of the state of play in two of
the most active areas of modern research.
They are, in effect, manifestos for the future
of research in brain science and IT.

The research reviews grew out of a series
of meetings at the beginning of the 18-month
project. The first task of these meetings was
to see if there really was enough common
ground to warrant a continued engagement.
Having concluded that this was the case, the
scientists then identified the areas where
they thought exchange was most likely to 
be fruitful. It was at this stage that the proj-
ect commissioned this series of research
reviews, each of which would describe an
area of particular interest. The idea was that
the reviews would explain the excitement of
important areas of research in cognitive sys-
tems in a language that would be accessible
to experts in other disciplines. This need for
communication became clear during the
first meetings of the researchers who took
part in the project. Their first hurdle was to
get to grips with the specialist language of
the different disciplines, especially the ways

xii INTRODUCTION: BRAIN SCIENCE AND INFORMATION TECHNOLOGY

P088566-Prelims.qxd  7/11/05  5:59 PM  Page xii



in which they use the same terms in differ-
ent ways.

Choosing the subjects that we should
cover in these Research Reviews provided
plenty of opportunities for lively discussion.
But the remarkable thing we found was that
it was possible to agree on the key areas of
research in our diverse disciplines. Much
more important, as several researchers
pointed out, was the remarkable extent to
which the subjects mapped on to one another
across what now looks like an increasingly
artificial divide between the life sciences
and physical sciences. Thus several research
reviews consider subjects from the different
perspectives of brain science and IT. For
example, there are two papers on aspects of
speech and language, one on human speech
the other on automatic speech recognition.

The Broader Remit

While one reason for collecting the reviews
is to alert more scientists to the new possi-
bilities at this particular interface between
the life sciences and the physical sciences,
by showing the richness of the dialogue
between scientists, we also hope to ease
some of the obstacles that they face if they
want to work together across traditional dis-
ciplinary boundaries. For example, peer
review is a key part in the assessment of most
grant applications. One of the problems the
scientists who participated in the project
highlighted was the difficulty of getting
effective peer review and funding decisions
in areas of science that draw on many dis-
ciplines. As a result, the project has set up its
own peer review pool and is exploring other
ways of enabling scientists to cross-fertilise.

Our hope is that in a small way this vol-
ume will also give potential reviewers an
appreciation of possibilities that could come
from supporting interdisciplinary projects
in cognitive science.

A New Generation

The participants in the project identified
the supply of young researchers as another

important issue. If research in cognitive sys-
tems is to make the most of the progress
throughout science, it will need contribu-
tions from researchers who are comfortable
to work across traditional disciplinary bound-
aries while still being experts in their own
field. This could be encouraged through
‘cross discipline’ PhD students, with super-
visors from the life sciences and physical 
sciences. For established researchers, fellow-
ships could provide opportunities for life
scientists to acquire knowledge of the phys-
ical sciences, and vice versa. Here too, our
hope is that this volume of research reviews
will prompt young researchers to ask them-
selves how they can become a part of this
increasingly lively research area. 

The project did not set out to solve all of
the problems of brain science or IT research.
Its value has been in encouraging discus-
sions that simply could not happen without
the involvement of experts from both
domains. Plenty of research is in the same
boat, and would benefit from an ‘expertise
transplant’. Thanks to the project, the research
community is now much happier to accept
that input.

Public Debate

Afurther issue assumed increasing import-
ance as the project progressed. Research in
natural and artificial cognitive systems has
enormous social implications. If society is to
appreciate the possibilities, to accept novel
applications and technologies and to influ-
ence their development, it is important 
to debate the issues in advance. For many
researchers, the Foresight Project was their
first opportunity to discuss the implications
of their work in a public forum. The present
volume now allows a wider audience to
begin to debate those issues. In particular,
the review of research in social cognition,
the discussion of advanced neuroscience
techniques and the paper on the possible
applications of artificial cognitive systems
highlight many of the issues that will cer-
tainly provoke a lively public debate, one that
could well match the current discussions on

INTRODUCTION: BRAIN SCIENCE AND INFORMATION TECHNOLOGY xiii
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such issues as genetically modified foods
and nanotechnology.

A New Dawn?

The respected ‘grand old man’ of modern
molecular biology, Professor Sydney Brenner,
recently recounted how, in the 1960s, an emi-
nent computer expert rang him to ask if they
could meet up to share ideas. The computer
person wanted to know if he could borrow
any ideas from biology in his own work.
Professor Brenner, for his part, said that he
was interested in ideas flowing the other way.

Sydney reports that, apart from having a
nice lunch, and an interesting conversation,

the two researchers concluded that there
really wasn’t very much that they could
profitably borrow in the way of inspiration.
Over the past couple of years the project has
laid on a few nice lunches for biologists and
computer experts. This time we would like
to think the exchange has been more prof-
itable. Indeed, we already know that scien-
tists from ‘across the divide’ are formulating
joint proposals for research projects. The
funding agencies have expressed their will-
ingness to support these endeavours. It may
take time for this to bear fruit. But it seems
most unlikely that a future Sidney Brenner
will make similar observations about encoun-
ters of a discipline-bending nature.

xiv INTRODUCTION: BRAIN SCIENCE AND INFORMATION TECHNOLOGY
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S E C T I O N

1

How to Design a Cognitive 
System

The growing complexity of computer systems is a catalyst for their designers to look
to nature for ideas.

Section Contents

Introduction
Self-organization in the Nervous System
Large-scale, Small-scale Systems
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As computer systems become more com-
plex, the likelihood of system failure increases
accordingly. The designers of tomorrow’s
computer systems are starting to include the
ability of the system to self-repair at the top
of their list of desirable characteristics.
Scientists at IBM have recently come up
with a list of characteristics for the next gen-
eration of computers which not only
includes the ability to self-repair but also the
ability to self-organize, the ability to adapt
to changing environments or workload, the
ability to interact with other systems in a
dynamic way and the ability to anticipate
users’ actions.

The chapter ‘Large-scale, small-scale sys-
tems’, written by Jim Austin, Dave Cliff,
Robert Ghanea-Hercock and Andy Wright,
sets out to present a biology-inspired view of
what these complex adaptive systems might
be. As with neurobiology, they consider sys-
tems made up of large numbers of relatively
simple components, for example ultra-massive
parallel processors. The components of these
systems may interact in non-linear ways.
These can then give rise to large-scale behav-
iour which cannot necessarily be predicted
from knowledge of the characteristics of the
individual components and their small-scale
local interactions. This phenomenon has
sometimes been described, perhaps unhelp-
fully, as emergent behaviour or computation.

Cliff and Wright take the reader on a
whistle-stop tour of artificial intelligence (AI),

at the beginning of which they elegantly
describe the engineering approach as ‘seek-
ing simply to create artificial systems that
reliably exhibit some desired level of cogni-
tive performance or behaviour’. They point
out that, for much of its history, research in
AI largely ignored biology. This is changing,
prompted in part by the realization that the
increasingly large computing systems being
designed today are becoming more difficult
to build and control. (It is no accident, how-
ever, that the Foresight Project adopted the
all-inclusive banner of cognitive systems,
rather than that of artificial intelligence.)

Biology also strongly influences a recent
development in AI, autonomous agents. Cliff
and colleagues define autonomous agents
as ‘entities that are capable of coordinating
perception and action, for extended periods
of time, and without human interven-
tion, in the pursuit of some set of goals’. They
include in their review both physical auto-
nomous agents, such as robots, and agents
with no physical embodiment, such as 
software agents that exist purely in virtual
environments.

The interest in gathering insights from
biology has been fuelled by the increasing
availability of data concerning the properties
and behaviour of the elements of complex
biological systems at the individual level, be
they genes, proteins or cells. David Willshaw,
in Chapter 1, argues that one unifying prin-
ciple of organization is self-organization,

How to Design a Cognitive System:
Introduction

Lionel Tarassenko and Richard Morris

Cognitive Systems: Information Processing Meets Brain Science ISBN 0-12-088566-2
Copyright © 2006 Queen’s Printer and Controller of HMSO. All rights of reproduction in any form reserved
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which is found throughout the biological
and physical world.

Many of the intricate patterns seen in
nature, such as the patterns of zebra stripes,
the paths formed by social insects, cloud
convection and snow-flake patterns, are exam-
ples of self-organization. Willshaw defines
self-organization as ‘those aspects of organ-
ization that result from interactions between
the elements of the system as well as external
influences that do not themselves provide
ordering information’. He identifies three
forms of self-organization: self-organization
in development, self-organization as a com-
plement to experiential changes and self-
organization as a complement to damage.
More than half of the chapter is devoted to
the first of these.

During development, self-organization
relieves the genome of much of the burden
of specifying the exact numbers and pos-
itioning of nerve cells and the connections
that they make. The internal, self-organizing
dynamics combine with external influences,
such as random activity in the participating
nerve cells.

There is much less that can be said about
how self-organization operates during cog-
nitive development, within the processes of
memory storage and retrieval and as a
response to insult, in all cases acting against
a background of continual neural change.
Willshaw in Chapter 1 and Austin and col-
leagues in Chapter 2 agree that knowledge
about how the nervous system continually
self-organizes in response to change will be
relevant to the design of artificial cognitive
systems.

One issue to be faced in the design of the
large distributed systems described by
Wright is how to organize large amounts of
data for efficient storage and rapid retrieval.
Willshaw suggests that these large-scale
systems may need to rely on software
agents that independently harvest informa-
tion for integration and self-organize to
maximize their utility to the overall system.

Cliff and colleagues in Chapter 2 paint a
picture of a future in which federated net-
works of computing facilities will house
tens of thousands of servers, all connected
on an ultra-high bandwidth network and
providing computing on demand. These
facilities, which could come on-stream
within the next five years, will use tech-
niques inspired by biology to provide self-
healing resilience to load fluctuations,
component failures and attack by computer
viruses and worms.

Willshaw speculates that the self-
organizing capabilities of complex biological
systems could help to create a new genera-
tion of hardware devices that dynamically
and organically reconfigure themselves. This
is echoed in the 20-year ‘vision’ sketched
out by Cliff and colleagues where silicon is
no longer the dominant substrate for com-
puting devices, being replaced instead by
genetically engineered organic substrates.
However, Cliff and Ghanea-Hercock also
point out that this vision of the future is
threatened by the pace of developments in
quantum computing. Does self-organization
play a part at the quantum level?

4 HOW TO DESIGN A COGNITIVE SYSTEM: INTRODUCTION
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1 INTRODUCTION

The term self-organization is commonly
held to describe the process by which indi-
viduals organize their communal behaviour
to create global order by interactions
amongst themselves rather than through
external intervention or instruction. Despite
this term receiving only scant mention in
dictionaries, it has been used to describe
many different types of activities. The
clouds formed by birds in the sky, the coord-
inated movement of schools of fish or the
paths formed by ants, as well as the intricate
patterns seen in snowflakes are all the
results of self-organization. Other complex

examples of spatial patterns are the many
man-made or natural crystal structures.

In physics, the simplest examples are
closed systems, where the system acts inde-
pendently of external influences. The future
state of the system is then controlled by its
constitutive elements. Crucially, the emer-
gence of a global pattern of order requires
interactions between elements. Cooperative
interactions will iron out local variations
whereas competitive interactions will exag-
gerate them.

In the visually stunning Belouzov–
Zhabotinsky reaction, two chemicals inhibit
each other’s autocatalysis, resulting in strik-
ing periodic changes in colour, as indicated
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by an appropriate dye. In magnetic materials,
it is energetically favourable for the dipoles of
neighbouring atoms to co-align, resulting in a
global magnetic field. An example where
there is a simple external influence is found in
a laser. At low levels of excitation, individual
atoms emit their light independently to pro-
duce incoherent light; at higher levels, the
emission of light from all the atoms becomes
highly coordinated through local interactions,
producing coherent light.

Many systems exhibit both competition
and cooperation. A well-analysed example
of a temporal pattern of self-organization in
biology is found in the statistics of the popu-
lations of hares and their predators, lynxes,
as recorded by the Hudson Bay Trading
Company in Canada between 1849 and 1930
(Murray, 1993). Analysis of the number of
pelts collected suggests the following pat-
tern of events: a large fluctuation in one
population can upset equilibrium states, in
which the rates of reproduction and death
of both species balance out. For example, a
decrease in the number of prey will cause a
corresponding decrease in the number of
predators, who will have less food. The pres-
ence of fewer predators will then increase
the number of prey and consequently will
increase the number of predators, until finally
the preys will decrease in number again.
This pattern of events will repeat over and
over again, yielding the cyclical variation in
both prey and predator numbers over time
that is seen in the records. Clearly this behav-
iour emerges from interactions between
lynxes and hares and thus is an example of
self-organization.

1.1 Self-organization in the Nervous
System

As the words suggest, order in a self-
organizing system emerges through local
interactions between individuals in the
absence of any external influence. As a
highly complex and dynamic system involv-
ing many different elements interacting with
each other, the nervous system displays
many features of self-organization. However,

there will be very few, if any, examples of true
self-organization within the nervous system.

It is very likely that the organization of
regions of the nervous system depends on
external influences, either from other regions
of the nervous system of the body or under
the influence of external stimuli, such as sens-
ory stimulation from the outside world. The
resulting organization will be the result of
interactions between the elements of the sys-
tem itself as constrained by the particular
boundary conditions that are in force,
together with ongoing external influences.

1.2 Outline of the Chapter

I take the term self-organization to refer
to those aspects of organization that result
from interactions between the elements of
the system as well as with external influ-
ences that do not themselves provide order-
ing information. I identify three forms of
neural self-organization, which I shall dis-
cuss in turn. These are:

● Self-organization in development Since a
key challenge in our understanding of the
nervous system is to comprehend how
such a highly structured yet complex sys-
tem can emerge from a single fertilized
egg, many phenomena displaying self-
organization are concerned with how the
nervous system develops. Many of these
developmental processes are a result of
interactions within the system itself.
External influences exist but they can be
regarded as initial constraints or bound-
ary conditions acting on the system.

● Self-organization as a complement to experi-
ential changes This refers to later stages
in development, when self-organization
plays a role along with other mechanisms
such as those involving external signals
arising from the sensory environment. I
examine the effects of external influences
only when these do not contain any pat-
terning information. Therefore I do not
discuss the neurobiology of learning and
memory, where specific patterns of activ-
ity are required to be stored in or recalled
from the system.

6 1 SELF-ORGANIZATION IN THE NERVOUS SYSTEM
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● Self-organization as a complement to damage
The adult nervous system can respond to
surgical or accidental damage. The facility
for damaged brain to regenerate is either
minimal or non-existent, which implies
that the brain can self-organize, allowing
healthy regions to take over functions pre-
viously carried out by other regions.

Section 2 considers development. I intro-
duce some concepts of development at the
genetic and molecular level. I then describe
self-organization in the formation of pattern
within collections of cells (section 2.1), in
producing the correct numbers of cells (sec-
tion 2.2) and in the formation of ordered
nerve connections (section 2.3).

In section 3, I look at the role of self-
organization in experiential changes. Sec-
tion 3.1 describes the self-organization of
patterns of feature selectivity in the cortex
and section 3.2 provides a brief introduction
to the self-organization of cognitive function.

Section 4 is concerned with self-
organization as a response to injury, princi-
pally in the adult.

Finally, in section 5 I discuss some open
questions that are relevant to the subject of
this essay. Section 6 gives a short reading list.

2 SELF-ORGANIZATION IN
DEVELOPMENT

Generating nerve cells of the right type,
in the right numbers, in the right places and
with the right connections is a formidable
task. It involves cell division, cell migration,
cell death and the formation and withdrawal
of synapses. The essential steps of embry-
onic development are reviewed in many
books. Wolpert (1991) provides a simple read-
able introduction: Price and Willshaw (2000)
discuss mammalian neural development.

Every organism is defined by the sets of
genes in its genome. This contains the initial
instructions from which development pro-
ceeds. The set of three-letter ‘words’
obtained by reading the sequence of bases
along the DNA defines a sequence of amino

acids. Proteins are made out of amino acids
and cells are made out of proteins.

There has been considerable progress in
our understanding of how genes control
development. The fruit fly, Drosophila
melanogaster, has been used intensively in
genetic research for many decades. It is small,
has a short life cycle of two weeks, and large
numbers of mutants have been identified
and studied. The combination of the exten-
sive knowledge of mutants and experimental
embryological and molecular biological tech-
niques has provided a profound understand-
ing of the genetic regulation (i.e. control) of
development in this species.

Remarkably, not only have many of the
control mechanisms that operate in Drosophila
been conserved in mammals, but so have
many of the genes themselves. It is now
commonplace to use information obtained
from studies of Drosophila to search for spe-
cific regulatory genes in higher species and to
formulate hypotheses regarding the general
principles that underlie development in all
organisms. In particular, work on Drosophila
has provided a comprehensive understand-
ing of how different regions of a developing
organism can develop regional specificity.
For example, certain morphogens – mol-
ecules that control the development of form,
or morphogenesis, a term coined by Turing
(1952) – are distributed in gradients in the
early Drosophila embryo. They evoke differ-
ent cellular responses at different concentra-
tions, specifying the expression patterns of
other genes that themselves regulate later-
expressed genes. In this way, complex pat-
terns of later-expressed genes emerge to
confer positional identity on cells at each
position in the embryo. The combined action
of the specific cocktail of regulatory genes
that each cell expresses is essential for con-
ferring on each cell a particular phenotype
appropriate for its position.

Many groups have shown that verte-
brates have genes that are similar to those of
Drosophila. Researchers have found verte-
brate homologues for Drosophila genes that
act within cells to regulate the expression of
other genes (transcription factors) or that
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signal between cells to control processes
such as axonal guidance. A good example of
transcription factors is the large family of Hox
genes (members of the homeotic clusters of
genes) in mouse which have homology to
the genes of the Antennapedia complex of
Drosophila and which regulate the identity
of segments of the Drosophila body. Another
good example of conservation of develop-
mental mechanisms is in the guidance of
axons. Many of the receptor systems that
have been implicated in this process are
highly conserved between Drosophila, other
invertebrate species and mammals.

It might be thought therefore that the
genome could hold a coordinate-by-
coordinate blueprint of the nervous system,
specifying where each nerve cell is to be sit-
uated, what its functional properties are to
be, and which other cells are to be contacted.
If homeotic genes control the production of
gross anatomical structure and cell differen-
tiation, is it not possible that subordinate gene
families subsequently control the remaining
development processes? This is extremely
unlikely given the large numbers of nerve
cells and the many more connections that
they make compared to the relatively small
size of the genome.

If the 1014 connections between the 1010

neurons of the human neocortex were made
at random, this would require at least 1015

bits of information compared to the 109 bits
in the human genome. It is more likely that
the genome contains the ‘rules of develop-
ment’. For example, it is well known that the
connectivity of the brain is highly struc-
tured, with topographic maps found
between many sensory structures and neo-
cortex. The rules of development would
specify the general features of the mapping
and the fine details could be arranged
through interactions between the constituent
parts. Many of the features of the system
are, so to speak, arranged by the nervous
system itself, or self-organized. The next
three subsections describe different parts of
the developmental process where mecha-
nisms of self-organization make an important
contribution.

2.1 Self-organization and Pattern
Formation

A central aim of developmental biology
is to understand how cells in different pos-
itions develop differently; i.e. how regional
specification comes about. This is as true for
the development of a structure as complex
as the cerebral cortex – where each point in
the dorsal telencephalic wall (the precursor
of the cortex) acquires a unique functional
property, with relative invariance in the lay-
out of these properties between the individ-
uals of the same species – as it is for the
development of the five distinct digits of the
hand or the patterns of markings on sea-
shells, zebras or leopards. Many of the prin-
ciples that govern the ways in which
regional specification arises during devel-
opment have been identified in studies of
early embryogenesis. We are relatively ignor-
ant of the mechanisms that control brain
regionalization, which makes it all the more
important to generate hypotheses with
knowledge of principles deduced from
studies of earlier developing systems.

The key questions are:

● How does a mass of developing cells
acquire differences one from another?

● How is this information used to deter-
mine their different fates?

These two questions are interlinked. For
example, does each cell acquire its own
identity independently from the instruc-
tions in the genome? Or do certain cells act
as organizers and instruct their neighbours,
which happens in limb morphogenesis?

Turing (1952) investigated one possibility
theoretically. He analysed the emergence of
pattern in a collection of cells and showed
that, starting from a uniform concentration
of morphogens, which interact with each
other and diffuse between cells (giving rise
to the term reaction-diffusion), the patterns
of molecular concentration produced over
the cell population had peaks and troughs
defining characteristic periodicities. Turing
argued that in a developing organism, a set
of chemicals could be used in this way to set
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up a prepattern that will determine specific
features of the organism. The patterns are
not preprogrammed and emerge through
self-organization.

In the brain, generation of regional differ-
ences has to occur at different levels. How
are particular areas or regions within a brain
nucleus or system distinguished one from
another? How is cellular identity within a
given region determined? I now discuss
regional specification within the forebrain
and within the neocortex. I discuss specifi-
cation within a brain region in section 2.3.

2.1.1 Pattern Formation in the
Specification of Forebrain

Much of our understanding derives from
work on the amphibian Xenopus laevis. Two
important terms used to describe comple-
mentary mechanisms that can generate
regional specification are mosaicism and
regulation, i.e. whether the development of
an individual cell is independent of or
dependent on the development of other cells.

Regulative behaviour is commonly found
among cells undergoing regional specifica-
tion in the developing mammalian nervous
system, which indicates that the mechanism
of specification involves intercellular sig-
nalling. In early embryogenesis, major
sources of such signals are well defined, and
include the so-called Spemann organizer
(Spemann, 1938). The signals that affect the
developmental pathway are termed induct-
ive signals as the process involves transfer of
information from mesoderm to ectoderm,
two of the three germ layers formed very
early in development. Although inductive
signalling is almost certainly a widespread
mechanism in the later stages of cortical
regionalization, its clearest roles are in the
early stages of forebrain development.

The very early regionalization of the
developing forebrain can be detected by
morphological criteria and by analysis of
the discrete domains of expression of regu-
latory genes. It is possible that the many
genes known to be involved give each
region of the developing forebrain a unique

identity, probably through combinatorial
actions. They may do this by controlling the
expression of numerous other genes required
for the characteristic morphological differen-
tiation of that region. Amongst the molecules
known to be involved are the diffusible pro-
teins notch and delta, the wnt family of glyco-
proteins and the hedgehog family of proteins
first identified in Drosophila.

Regional specificity of gene expression in
the telencephalon, from which the forebrain
develops, is likely to control regional dif-
ferences in morphological characteristics,
through actions on the cellular processes of
proliferation, migration and differentiation.
How different regions come to express dif-
ferent genes in the first place is a subject of
speculation. One simple possibility is that 
a small number of genes distributed over
the neural plate and very early neural tube,
the forerunners of the nervous system, gen-
erate gradients of molecules.

Through transport and inter-cellular
exchange, molecules at different levels of
concentration would become localized in
different cells. This can create domains of
gene expression with sharp boundaries.
This type of process is known to generate
regionalized domains of gene expression in
the early embryo of Drosophila. Although
there are homologues of these genes in the
mammalian forebrain, drawing close paral-
lels between mammalian forebrain and
Drosophila development may be dangerous
given the differences between them at a cel-
lular level. Nonetheless, the principle that
continuous molecular gradients may be
read out to create domains of expression of
other genes distributed with discrete levels
is well established. There are various models
for how this can be done. These models are
usually formulated according to the concept
of positional information and are constrained
by the regulatory phenomena often seen in
embryogenesis.

Positional information Evidence from clas-
sical embryological experiments on a mass
of cells after the removal of some cells or the
transposition of cells to a new position
resulted in the proposal that the fate of a cell
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is determined by its position within the
morphogenetic field of cells. A particular set
of cells that makes a single field can form its
own organ when transplanted to a foreign
site and cells within the field can regulate to
take over the function of other cells that are
removed from it. How is each cell within the
field instructed or, as expressed by Wolpert
(1969), how does the cell acquire its posi-
tional information? As already discussed,
one fundamental way in which information
is supplied in development is through
inducing signals supplied through extracel-
lular means and various ways of assigning
differences amongst cells by means of mor-
phogens have been considered. In the sim-
plest case of a one-dimensional field of cells
that specifies the digits of the hand, for
example, a gradient of morphogen would
enable different parts of the field to be dis-
tinguished; specifying particular threshold
values of morphogen would determine
which cells would develop into which digit.

Simple source/sink models Various differ-
ent ways of producing spatially varying
profiles of a putative morphogen have been
considered. For a single dimension, mor-
phogen flows from a single source to a single
sink to set up a graded variant of morphogen
down the line of cells. Alternatively there
could be a single source and all cells acts as
sinks through leakage and other forms of
loss. These models have been found to be
unsuitable. In particular, they do not adapt
in the required fashion following perturb-
ations such as the removal of a substantial
number of cells.

Reaction–diffusion model Gierer and
Meinhardt proposed a model of the reaction–
diffusion type in which there are two mole-
cules with different properties: an activator,
which stimulates its own production, and
an inhibitor, which diffuses at a faster rate
(for a review, see Meinhardt, 1982). The acti-
vator stimulates production of the inhibitor
but the inhibitor represses the production of
the activator. A small local increase in the
amount of activator will result in more acti-
vator being produced, thus giving rise to a
local source of this molecule. The inhibitor

produced as a result will spread out more
quickly than the activator and so a sink for
activator will be established nearby. In this
way, spatial patterns of activator and
inhibitor become distributed across the array
of cells. In these reaction–diffusion models,
a crucial parameter is the size of the mor-
phogenetic field over which the pattern is
being formed compared with the diffusion
lengths of the two molecules. If the field is
very much smaller than the diffusion lengths,
periodically repeating patterns will be pro-
duced; if the field is comparable in size to
these diffusion lengths, a single gradient of
morphogen results. Imposing a weak gradi-
ent of activator production to determine
polarity yields a single gradient. Diminution
of field size causes the full gradient to be
restored, up to a limit. This is important as
an explanation of the findings in develop-
mental biology that in some animals struc-
tures can regenerate from partial structures.

Reaction–diffusion mechanisms have
been applied to the generation of many dif-
ferent patterns, such as stripes, spots and
other markings that appear on animal coats,
and to other naturally occurring patterns,
such as those on butterfly wings or those on
sea-shells (Meinhardt, 1982; Murray, 1993).
There is a close relationship between these
mechanisms, involving different types of
non-linear interactions, and the self-
organizing systems studied in physics.

Role of gradients The primary role to be
fulfilled by systems of gradients is to pro-
vide a way for cells to be distinguished from
one another. The reaction–diffusion scheme
at least provides a way of doing this which
is resistant (within limits) to changes in
morphogenetic field size. It is assumed that
a separate mechanism translates an amount
of morphogen into an instruction to build a
cellular structure. In some cases, patterns of
morphogens are required to specify the
coordinate systems of developing organs. It
is natural, although not necessary, to assume
that the axes of the morphogens will match
those of the required coordinate system. For
example, a rectangular coordinate system
might be provided by two morphogens,
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each identified with one axis. In cases where
there is no such requirement, as long as cells
can be distinguished one from another, the
pattern of morphogens can be arbitrary.

2.1.2 Pattern Formation in the
Specification of Neocortex

The neocortex, the uniquely mammalian
structure which has evolved rapidly and
extensively in primates, is thought to be the
source of our highly developed cognitive
functions. We can subdivide it into distinct
areas, according to anatomical and functional
criteria. There has been much discussion of
how these distinct areas of neocortex develop

from the early cortical plate, with a rela-
tively homogeneous appearance. It has been
suggested that neocortical organization is
determined by:

● its afferents (inputs)
● the significant amount of information

preprogrammed into the neocortex
● interactions within the developing neo-

cortex, independently of its inputs.

In the adult mammal, the cerebral cortex has
been divided into areas according to their
histological appearance. This is illustrated in
Fig. 1.1, which shows the cytoarchitectonic
fields of the human brain as defined almost
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FIGURE 1.1 Brodmann’s cytoarchitectonic fields of the human brain marked on the left cerebral hemisphere,
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a century ago by Brodmann (1909). These
distinct fields were defined according to the
relative thickness of cell and fibre layers and
Brodmann was able to delineate sharp bor-
ders between neighbouring areas. This analy-
sis of the human brain has been extended to
other species, showing that their cortices
can also be subdivided into cytoarchitec-
tonic fields, with equivalent fields occupying
relatively similar positions. Most impor-
tantly, these anatomically defined regions
have different functional specializations.

The question of how much of the region-
alization of the cortex is imposed on it by the
order of its afferents (i.e. inputs) and how
much is specified before innervation has
become a major preoccupation. One extreme
view is that the cortex is a naive sheet of
cells whose identities are determined by the
nature, the order and the detailed connectiv-
ity of the afferents that they receive. Another
view is that the cells of the cortex do have at
least some regional identity before they
become innervated.

There is now considerable electrophysio-
logical evidence from the results of embry-
onic and neonatal transplantations that
differences between distinct areas in the
neocortex are induced by the afferent thala-
mocortical axons that innervate the cortex.
However, some area-specific differences are
detectable before any cortical innervation
has taken place. There is evidence for region-
specific differences in the rates of prolifer-
ation and expression of molecules in the
cerebral cortex prior to innervation. In some
cases these molecular differences are not
altered when expressing regions are trans-
planted to non-expressing sites, suggesting
that region-specific differences may be deter-
mined (i.e., irreversible) prior to innervation.
The abolition of the activity in cortical affer-
ents does not prevent the development in the
cortex of characteristic region-specific distri-
butions of molecules. In addition, there are
several reports of cortical area-specific gene
expression that begins before or is independ-
ent of afferent innervation.

In mouse, a specific gene is expressed in
the somatosensory cortex from before the

time of afferent innervation. The gene is still
expressed if the developing somatosensory
cortex is transplanted to an ectopic location
but is not expressed by other regions of
developing cortex even if they are trans-
planted to the somatosensory cortex. Most
recently, the arrangement of cortical areas in
two different mouse mutants that lack thal-
amocortical connections have been found to
be abnormal. These results argue in favour
of cortical cells having some positional iden-
tity without innervation, although how
much is far from clear.

Other experiments have addressed this
issue by studying the properties of different
cortical regions either in culture or after
transplantation. Tissue culture experiments
to investigate the specificity of axons from
different thalamic regions for different cor-
tical areas showed that axons from thalamic
explants exhibit no preference for the area of
neocortex with which they were cultured.
They grew equally well on their normal tar-
get areas as on other non-target areas of the
neocortex.

Other experiments have involved the
transplantation of regions of the developing
cortex to abnormal sites. In transplants
between neocortical regions, the donor tissue
was found to develop attributes of the new
host region rather than retaining its normal
attributes. Pieces of visual cortex grafted
into motor cortex developed persistent pro-
jections to the spinal cord, as does normal
motor cortex but unlike normal visual cor-
tex. When pieces of motor cortex were
grafted into the visual cortex, they devel-
oped persistent projections to the superior
colliculus, as does normal visual cortex, but
unlike normal motor cortex.

Sur et al. (1988) carried out experiments
on the regeneration of connections in ferrets
where target structures of sensory fibres
were removed, leading to the fibres being
diverted to other cortical structures. Removal
of lateral geniculate nucleus (a relay station
between retina and cortex) and visual cortex
led to visual afferents innervating medial
geniculate nucleus (the destination of audi-
tory fibres). The result was that cells of the
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auditory cortex became responsive to visual
stimuli and acquired the functional charac-
teristics of cells of the visual cortex.

All of these experiments indicate that dif-
ferent regions of the embryonic and neonatal
neocortex have a low level of commitment
to their specific regional fates. Although it is
widely accepted that the fates of embryonic
cortical regions are not determined by birth
(i.e. they are not irreversible), the degree to
which they are specified remains uncertain.
The results of the experiments described
above suggest that it is easy to deflect devel-
oping neocortical regions from their normal
developmental pathways. However, recent
transplant experiments similar to those out-
lined above have come up with opposite
results with no clear explanation for the dif-
ference. Furthermore, it may be harder to
alter the fates of embryonic tissue trans-
planted between the neocortex and other
cortical areas, such as the limbic cortex.

2.1.3 Self-organization in Forebrain and
Neocortical Development

To summarize section 2.1.1 and 2.1.2, there
is much evidence at the genetic, molecular
and neural levels for the roles of self-
organizing influences in the development of
regional specificity in these systems. We
know most about the early stages of develop-
ment of the forebrain, where inductive effects
are important. In the development of cortical
regionalization, the influences of specification
prior to innervation and cortical afferents
contribute. Several mathematical and com-
puter models have been developed but at
present they lack specific application.

2.1.4 Pattern Formation in the
Positioning of Cells

For nerve cells to function correctly, 
they have to be placed in the correct posi-
tion. To investigate how this is done, we
need to look at systems where it is clear
what it means to place cells correctly. This is
most easily accomplished in parts of the
nervous system where there is a high degree
of order.

Nerve cells within invertebrates are well
ordered, while the vertebrate nervous sys-
tem is less highly ordered. The degree of
order varies greatly between different parts
of the nervous system. In mammals, hippo-
campus, olfactory cortex, cerebellar cortex
and retina are examples of relatively ordered
brain structures.

In the cerebellar cortex, the Purkinje cells
(the main output cells) form, with other cell
types, a regular three-dimensional lattice.
These cells define regular, typically hex-
agonal, neighbourhoods with intercellular
spacings that grow steadily in size during
the first few postnatal weeks.

In the retina, neurons form regular
arrays, called mosaics. These exist in many
species, being more regular in invertebrates
than vertebrates. Several cell types are dis-
tributed regularly in the two-dimensional
plane of the retina, giving a constant cell-
spacing between adjacent cells. In insects,
receptor cells are highly ordered, forming
precise hexagonal patterns.

It is important for cells to be arranged
regularly across the retina. The vertebrate
retina is organized in such a way that many
local circuits can analyse each part of the
image. This allows it to handle the vast infor-
mation flux of a complex, ever-changing
visual scene using only slow, noisy neurons.
The circuits work in parallel to assess differ-
ent static or dynamic aspects of colour,
brightness and contrast. As it is the regular
repetition of these circuits across the retina
that gives rise to mosaics, each mosaic can
be assumed to embody a unique function in
sensory processing.

There are different types of mosaics, such
as those involving cholinergic cells (amacrine
cells with acetylcholine as transmitter), hori-
zontal cells, different classes of ganglion cells
and the different types of photoreceptor cells.
The mosaics appear early on in development.
They form while the cell membership is still
forming, by the processes of neurogenesis,
cell death and cell migration. For example, in
developing cholinergic mosaics, as new cells
enter the array, neurons move sideways to
preserve a constant inter-cell spacing.
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It is thought that the rudiments of the
pattern are determined at a very coarse scale
by molecular markers, derived from genes
such as the pax family of homeotic genes, 
in the embryonic neuroepithelium, which
forms the eye. The ordered spacing can be
simulated by a very simple local exclusion
rule, applied to cells of the same type, which
specifies the minimum distance between
cells.

Recent research suggests how this rule
can be implemented at the molecular level.
A computer simulation study has shown
that regular, advancing arrays such as cone
mosaics can emerge from simple cellular-
automaton rules that are applied to initially
random arrangements, but also that many
different sets of these rules converge on the
same simple patterns.

Although information must be supplied
to position cells in the correct general region,
this solution has the advantage that there is
no need for a means of pre-specifying the
positioning of nerve cells precisely. There are
other advantages. Since interactions are short
range, neither local errors nor the introduc-
tion of new cells at the periphery of the
array disturb the pattern. If the local interac-
tions are restricted to cells of the same type,
introduction of an array of cells of a differ-
ent type will not perturb the arrangements
in the preexisting arrays. Finally, the ability
of cells to recognize others within a limited
range could lay the basis for the formation
of the topographically ordered maps of con-
nections that exist in the retina and which
subserve visual processing (see section 2.3).

2.2 Making the Correct Numbers of
Cells: Cell Death

Of all the mechanisms involved in the
formation and maintenance of the nervous
system, cell death is the best understood,
especially at the level of how genetic instruc-
tions can bring about cellular self-destruction.
It has long been realized that cell death can
be a physiological as well as a pathological
process, i.e., that many cells die even during
normal brain development.

Cell death during animal development
was first observed by Vogt in 1842, in
amphibia. The basic findings are:

● there is substantial motor neuron death
in normal development

● removal of a developing limb bud from
chick embryos causes increased death of
the motor neurons

● some of the motor neurons that would
have died during normal development
can be rescued by grafting in an extra
limb bud.

Researchers have reported similar findings
in Xenopus. Subsequent studies have shown
that cell death is a normal occurrence
amongst many neuronal populations in the
developing vertebrate nervous system, tak-
ing place when axons begin to reach and
activate their targets. The number of neurons
in a given population first rises then declines
towards the constant adult number. The pro-
portion of cells that dies varies among differ-
ent neuronal populations, ranging from the
removal of only a small number of the neu-
rons in some regions to more than half the
population in others. In the retina, results
from a range of mammalian species indicate
that 50–90% of the retinal ganglion cell pop-
ulation will die during development.

That so much cell death occurs during
normal development is counterintuitive.
Thinking anthropomorphically, it appears
wasteful. It is not clear why evolution should
have selected such a developmental process.

Blocking normal neuronal death – by
making transgenic mice with mutations of
genes that regulate cell death, thereby
increasing the numbers of neurons – does
not affect lifespan. None the less, cell death
is a significant developmental process that
demands an explanation both in terms of its
role in development and the molecular
mechanisms that control it.

Researchers have advanced various
explanations for nerve cell death, amongst
them being:

● failure of neurons to find their target
● failure to make the correct connections
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● the elimination of entire structures that
may act as transient scaffolds; examples
of this are the subplate, a layer of cells
that is critical for the development of
cerebral cortex, and the Rohan–Beard
cells in amphibian embryos, which are
temporary sensory neurons

● removal of transient branches of the tree
of lineage; this seems to be the case in
invertebrates – in the nematode C. elegans,
around 20% of the 300 nerve cells gener-
ated by cell division are preprogrammed
to die

● lack of adequate innervation, as is the
case in insect optic lobe.

All these explanations seem to apply in spe-
cial cases. 

A commonly held view is that in many
cases this substantial amount of nerve-cell
death results from the action of a mech-
anism that matches the number of presynap-
tic cells to the number of postsynaptic cells.
One hypothesis for this is that neurons com-
pete for a supply of one or more so-called
‘neurotrophic’ factors that are known to be
produced by their target cells. According to
this neurotrophic hypothesis, insufficient
neurotrophic factor is produced to support
the excessive numbers of neurons generated
and those that are unsuccessful in the com-
petition die.

Additional support for the idea of match-
ing presynaptic and postsynaptic cell num-
bers has come from experiments in which
chick lumbosacral cords were transplanted
into quails and vice versa before the limbs
became innervated. Chicks are larger than
quails and have bigger muscles with more
muscle fibres. More quail motor neurons
survived in the chick than in the native
quail, and fewer chick motor neurons sur-
vived in the quail than in their own environ-
ment. There was a correlation between the
number of motor neurons surviving and 
the number of muscle fibres available for
innervation.

The nervous system contains control
mechanisms by which the numbers of presy-
naptic and postsynaptic cells are matched

apparently automatically. This involves the
apparently destructive side-effect of cell
death. This self-organizing mechanism has
great benefit, making it unnecessary to have
ultra-precise controls over the generation of
neuron numbers. Whilst qualitatively the
effect is well established, the underlying
mechanisms and their quantitative implica-
tions represent exciting challenges for the
future.

2.3 Development of Connections

Once nerve cell axons have found their
correct target within the nervous system,
neuron numbers have been adjusted to their
adult levels and neurons have been correctly
positioned, the appropriate connections have
to be made. It is generally thought that this
happens in two stages. Initially, the axonal
terminals are distributed across the target
relatively diffusely. Subsequently, there is a
rearrangement or refinement of connections.
This picture has emerged from many differ-
ent animal preparations, principally from
experiments on the innervation of skeletal
muscles and autonomic ganglia of neonatal
rats, and on the visual pathways of Xenopus,
kittens, ferrets and infant monkeys.

There are good reasons why some sort of
refinement of connections is essential. First,
far too many neurons exist for the position-
ing of each to be controlled by a genetically
determined programme. Secondly, it is diffi-
cult to see how such a programme can
determine the fine details of the connections
between independently specified sets of
neurons. Finally, as a consequence of the
continual growth of some animals there has
to be a continual remapping of connections
during development to accommodate the
generation of new cells and consequently
new connections.

The two stages are thought to involve
mechanisms that guide axons to their initial,
approximate destination to generate an ini-
tial pattern of connections, followed by a
stage during which connections are remod-
elled to form the adult configuration, which
involves the loss of existing connections and
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the generation of new ones. Many people
think of the first stage as being programmed
genetically and the second one driven by
neural activity so that the refinement of con-
nections is sculpted to fit the uses to which
the neural system has to be put. The precise
division between these mechanisms is not
clear, particularly in that it is not clear how
much specificity of connection is imparted
during each stage.

I will describe the role of self-organization
at two levels. I will first discuss the network
level, as exemplified by the development of
ordered maps of connections between the
vertebrate retina and optic tectum in lower
vertebrates (equivalent to the superior col-
liculus in mammals). I will then consider the
single-cell level, as exemplified by the elim-
ination of connections from the developing
neuromuscular junction.

2.3.1 Map Formation
A striking feature of many of the connec-

tion patterns between collections of nerve
cells is that they are highly ordered. Evidence
for this comes mainly from two types of
experiment. First, in electrophysiological
experiments, stimulation of a small region in
one structure, such as a sensory surface or a
nucleus, leads to activation of cells in a small
region of its target. As the stimulus is moved
systematically across the structure, the region
that responds shifts in a corresponding fash-
ion. The region in stimulus space that pro-
duces a response at a particular target
position is called the ‘receptive field’.

Secondly, the mapping between two
points in different structures can often be
established in anatomical experiments using
axonal tracers (molecules that can be injected
at discrete points to label axons running to
and from those points). Tracers placed at
one point in one structure typically label a
small, circumscribed area in the target, the
spatial layout of points of administration (in
different animals) being reflected in the lay-
out of points to which the tracers go in the
target. Such ordered anatomical layouts of
connections provide the substrates for the

ordering observed in electrophysiological
experiments.

Many neural maps are effectively projec-
tions of one two-dimensional surface onto
another. For example, axons from each
small cluster of ganglion cells in the mam-
malian retina project, via the lateral genicu-
late nucleus (LGN) of the thalamus, onto a
small area of visual cortex, with the result
that a map of the retina is spread over the
surface of its target structure (Fig. 1.2a). In
amphibia and fish the retina projects directly
to the optic tectum where, once again, an
orderly map of the retina is found. Auditory
cortex contains an example of a one-
dimensional map of frequency (Fig. 1.3a).

Another striking example is the existence
of precise maps of connections in somatosen-
sory cortex. Rodents make much more
extensive use of tactile information than of
visual information. Correspondingly, their
somatosensory cortex is relatively large
whereas their visual cortex is relatively
small and simple. A large area of primary
somatosensory cortex is occupied by an
ordered representation of the facial whisker
pad (Fig. 1.2b).

Anatomical investigations have revealed
a set of barrel-like structures, with a one-to-
one relationship between the arrangement
of whiskers and the arrangement of barrels:
where the muzzle contains an extra whisker,
there is an extra barrel in the topograph-
ically equivalent place and vice versa.
Neurophysiological recordings have estab-
lished that activation of an individual
whisker excites the cells in the correspond-
ing barrel. There is also a topographical rep-
resentation of the whiskers in each of the
two nuclei which form the relay stations
linking the sensors with the somatosensory
cortex. This ordered map is not preserved
throughout the length of the pathway from
sensorium to cortex but rather is recreated
at each individual relay station.

There is much evidence for plasticity in
the whisker-to-barrel pathway in rodents.
An intact sensory periphery is required dur-
ing a certain critical period of development
for the normal map to develop. When rows
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of follicles are injured at birth, before barrels
form, the corresponding row of barrels is
absent in the adult, and is replaced by a
small barrel-less territory. Barrels develop in
the first postnatal week and their morph-
ology can be manipulated by the selective
lesioning of the whisker follicles. The earlier
the follicles are removed, the more extensive
the resulting morphological aberration.

Generally, where axonal projections 
are through intermediate structures, the
intermediate maps are themselves well-
ordered. Ordered projections are the rule,
although there are a few apparently dis-
ordered projections such as that of visual

space onto the pyramidal cells of mam-
malian hippocampus, which in rats respond
to specific locations in the animal’s environ-
ment, and in the direct projection between
cortex and striatum.

The mapping of the elements in one
structure onto another is studied at the
coarse-grained level, as in the case of the
mapping of thalamic nuclei onto the cortex;
or at a fine-grained level, as in the case of the
mapping of cells within a particular thala-
mic nucleus onto a particular cortical
region. Such maps are readily understood
on the basis of zone-to-zone or point-to-
point connections between the structures,
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(a) (b)

1 cm

FIGURE 1.2 (a) Showing the ordered projection of the retina onto the visual cortex of monkey. The animal was
exposed to the image (upper) and activity in the visual cortex was revealed by processing for deoxyglucose uptake
(lower). Note the ordered projection and non-linearities. (Reproduced from Tootell et al., 1982) (b) The pattern of
whiskers on the adult rodent snout (lower) and the pattern of barrels in somatosensory cortex (upper, schematized in
inset) to which the whiskers project in a one-to-one fashion. The pattern of whiskers is almost invariant from one
animal to another. (Reproduced from Woolsey and van der Loos, 1970; Copyright acknowledged)
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mediated either by bundles of axons (in the
case of coarse-grained mapping) or by indi-
vidual axons (in the case of fine-grained
mapping).

In a complex structure such as the cere-
bral cortex, more complex properties of 
the sensory environment than position in
the field are detected by specific nerve cells.
The properties of the stimulus that produces
maximal excitation varies over the cortex,
defining ‘feature maps’ (see section 3.1).

2.3.2 Topographic Map Formation in the
Visual System

Most work on topographic maps has been
carried out on the vertebrate visual system.
Here I describe the direct projection of retina
onto optic tectum (the analogue of the super-
ior colliculus in mammals) in amphibia and
fish. The first crude maps were constructed
from the results of axon degeneration stud-
ies but the first maps with any precision
were made by extracellular recording from
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FIGURE 1.3 (a) The one-dimensional map of frequency in auditory cortex. (AI and All, primary and
secondary auditory cortex; EP, posterior ectosylvian gyrus; I, insula; T, temporal field; numbers 0.13–100 kHz.)
There is a regular tonotopic representation in cat but a distortion of this regularity in bat by a large representation
of 61–62 kHz, the frequency of its echolocating signal (based on Suga, 1978 and Shepherd, 1994). (b) The ordered
projection from retina to contralateral tectum in adult Xenopus laevis. The numbers indicate where in the visual
field a small point stimulus evoked maximal response at the correspondingly numbered tectal position.
(Reproduced from Jacobson, 1967)
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the optic tecta of goldfish, and of the frog,
Rana, and Xenopus (Fig. 1.3b). The connec-
tions are not precise at the cell-to-cell level
(as in invertebrates) but in the retinotectal
map in Xenopus, for example, at least 50
recording positions can be distinguished, all
arranged in topographic order. The other
important attribute of such maps is that they
always have a specific orientation. All
retinotectal maps are arranged so that tem-
poral retina projects to rostral tectum and
dorsal retina to medial tectum (Fig. 1.3b).

The problem of understanding how
maps are formed was originally formulated
in terms of the establishment of a functional
relationship between the cells in the two 
sets of cells. With the advent of powerful 
methods for tracing patterns of connections,
this problem has become that of specifying
the connections themselves.

One powerful set of results, generated
from electrophysiological recordings car-
ried out in the 1970s, involves experiments
on the regeneration of connections in the
retinotectal system of adult goldfish. The
paradigm experiment involves removing
part of the retina, allowing connections to
regenerate and then making a map of the
remaining part of the retina onto the tectum.
After several months, retinal fibres had
expanded to innervate the entire tectum.
Complementary experiments revealed that
after removal of half the tectum from gold-
fish, the projection from the entire retina
eventually becomes compressed, in order,
on to the surviving half-tectum. The basic
result in these so-called ‘mismatch’ experi-
ments is that the retina and the tectum
match together as a system, independently
of the actual sizes of both structures.

Although these results were found in the
regeneration of connections, exactly the
same type of phenomenon occurs during
development. In Xenopus laevis, the retina
and tectum grow in different ways. New
retinal cells are added on in rings to the out-
side of the retina whereas tectal growth pre-
dominantly involves addition of cells to the
back. None the less, there is an ordered pro-
jection of retina onto tectum from a very

early stage. This implies a gradual shifting
of connections. For example, throughout
development, central retina always projects
to central tectum, the position of which
moves progressively backwards as more
tectal cells are added. This inference was
first made from extracellular recordings and
then confirmed by electron microscopy
studies which demonstrated the degener-
ation of synapses as axons shifted their pos-
itions during development. Later work on
frog tadpoles that combined electrophysio-
logical and electron microscopy confirmed
this by showing that retinal ganglion cell
axons move across the tectum during devel-
opment, continually changing their tectal
partners as they do so.

These results demonstrate that connec-
tions cannot be made by means of a simple
set of instructions specifying which cell con-
nects to which other cell; more likely, the
two populations of cells self-organize their
connections so as to ensure the correct over-
all pattern. Several different hypotheses for
the formation of nerve connections in this
paradigm system have been made. The two
main contenders are:

1. As first proposed by the Nobel laureate
Roger Sperry (1963) in his doctrine of
chemospecificity, the two populations of
nerve cells, one in the retina and one in the
tectum, are labelled separately by sets of
molecular markers. By some means, the
correspondence between the two sets of
markers is communicated to the partici-
pating cells. Each retinal axon then uses
this information to find its correct tectal
partner. In addition, there is some means
of regulating the constitution of the
molecular labels, when required, to
account for the lability of connections dur-
ing development and regeneration. This
proposal has received renewed interest
recently due to the discovery of a type of
receptor located in the retina, the Eph
receptor, and the associated neurotrophins
located in the tectum, the ephrins, which
bind to these receptors. The Ephs and the
ephrins could be the markers that label the
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two sets of cells. The origin of the mark-
ers themselves has not yet been linked to
the generation of regional specificity dis-
cussed in section 2.1.

2. Initially, a roughly ordered map of connec-
tions is made with subsequent refinement
of the map through electrical activity.

At present, the status of both contending
proposals is unclear. They lack experimental
verification at the mechanistic level. For (1),
it could be that the tectum acquires its mark-
ers from the retina (Willshaw and von der
Malsburg, 1979), thereby ensuring that the
two sets of markers are properly coord-
inated. For (2), a Hebbian type synaptic
modification mechanism1 might operate. By
reinforcing the contacts made by neighbour-
ing retinal cells to neighbouring tectal cells
at the expense of the connections made by
non-neighbouring cells (Willshaw and von
der Malsburg, 1976), each pair of neighbour-
ing presynaptic cells comes to connect to
postsynaptic cells that also are neighbours,
resulting in a topographically ordered map.

2.3.3 The Elimination of Superinnervation
from Developing Muscle

The second part of the two-stage process
thought to underlie the development of nerve
connections is illustrated by cases where the
development of the connections on individ-
ual targets has been monitored, as in many
vertebrate skeletal muscles. In the adult each
muscle fibre is innervated at its endplate by
a single motor neuron. This pattern of inner-
vation arises from an initial state in which
there is innervation from a number of differ-
ent axons at a single endplate.

During early development, contacts are
withdrawn until the adult configuration is
reached (Fig. 1.4). The same pattern of events
takes place in the adult after transection of
the motor nerve. In the initial stages of rein-
nervation, muscle fibres are superinnervated
and this pattern is transformed into one of

single innervation after a few weeks. Muscles
vary in size. The soleus muscle is one of the
larger muscles in rat with around 3500 fibres
innervated by some 25 motor neurons, so
that in the adult each motor neuron innerv-
ates on average 140 muscle fibres; the rat
lumbrical muscle has about 100 muscle
fibres and 10 motor neurons.

This developmental loss of synaptic con-
tacts has been observed at both central and
peripheral sites, in systems as diverse as the
neuromuscular junction of invertebrates
and the cerebral cortex of primates. The pre-
cise time course over which synapse elimin-
ation occurs and the proportion of afferents
lost varies greatly between areas of the nerv-
ous system, even within a single species. In
neonatal rat skeletal muscles, there are on
average four to five contacts per fibre ini-
tially. This reduces to exactly one per muscle
fibre over the next two weeks.
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Muscle

Muscle

Motor nerve axons

FIGURE 1.4 Schematic of the states of innervation
of mammalian skeletal muscle: (top) the initial pattern
of superinnervation; (bottom) the adult state where
each muscle fibre has contact from a single axon.
(After Rasmussen and Willshaw, 1993)

1Referring to the hypothesis due to Hebb (1949) that synapses are strengthened by conjoint activity in
the presynaptic and the postsynaptic cells.
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In rat cerebellum, the elimination of
climbing fibre synapses onto Purkinje cells
occurs during the second postnatal week,
about the same time course as at the neuro-
muscular junction. In contrast, the elimin-
ation of preganglionic synapses onto neurons
of the rat submandibular ganglion occurs
over at least five postnatal weeks, far longer
than is required for elimination at the neuro-
muscular junction.

The number of cochlear nerve synapses
on neurons of the chick cochlear nucleus
declines rapidly, from about four to two
afferents and reaches a mature state even
before hatching. Therefore, synapse elimin-
ation appears to be a widespread phenom-
enon, although there are no general rules
about the percentage of afferents that is lost
or the duration of time required.

There is a long and established history of
the role of neural activity in the development
and regeneration of nerve connections in 
the neuromuscular system. Tenotomy (cut-
ting the tendon) delays the withdrawal of
superinnervation by a moderate amount.
Muscle paralysis results in increased, long-
lasting levels of polyneuronal innervation, 
as does application of tetrodotoxin (TTX), a
neural activity blocker, to the motor nerve.
Chronic muscle stimulation accelerates the
elimination of synapses during development. 

Researchers can compare the effects of
activity with inactivity by applying nerve
blocking agents during the reinnervation of
neuromuscular connections to a rat muscle
with two separate branches of the motor
nerve that can be manipulated independ-
ently. After cutting or crushing both nerve
branches, motor axons regenerate, they
superinnervate the muscle fibres and then
gradually the pattern of single innervation
is reestablished. By blocking one of the
nerves with TTX during reinnervation, a
competitive advantage can be given to the
active synapses as against the inactive
synapses (i.e., those made by the axons from
the nerve blocked by TTX). It turns out that
active synapses have an advantage over
inactive synapses. For example, the ability
of a regenerating nerve to regain its territory

is enhanced if the other nerve is blocked and
is diminished if its own nerve is blocked.

The final pattern of one contact per 
muscle fibre is both clear and unequivocal
and several possible causes of the elimina-
tion process have been considered. Here is
an assessment of them.

● It is unlikely that withdrawal of connec-
tions is random as this would leave
many fibres uninnervated, contrary to
observation.

● Nerve-cell death cannot provide the
appropriate reduction in contacts as
there is no cell death during this stage of
development.

● Some terminals might withdraw if they
were misdirected to the wrong region or
the wrong fibre type. This is also unlikely
as the muscles are almost homogeneous
in fibre type and the somatotopic order-
ing of motor neurons across the muscle is
very low.

● Another possibility is that synapses are
preprogrammed to die. This is also
unlikely as when a proportion of the motor
neurons are removed before connections
have been established, the surviving motor
neurons make more contacts than normal.

This last point provides strong evidence 
that the identity of the surviving contacts
depends on which other contacts are present;
i.e., there is competition amongst synaptic
contacts for survival.

There are various formal models for this
competitive process. According to some mod-
els, there is competition for a fixed amount
of synaptic strength possessed by the motor
axons and shared amongst its terminals; in
other models, the making of synapses is
thought of in terms of the binding of neu-
rotrophins onto the receptors on different
axons, with competition amongst the recep-
tors for the neurotrophins. How the various
effects of activity can be interpreted is not
yet clear. It is interesting that the mathemat-
ics underlying these models bears a strong
family resemblance to the mathematics
underlying many self-organizing phenomena
studied in physics and the competitive
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interactions of the predator-prey type studied
in population biology and other disciplines.

In summary, the production of the precise
connection pattern of one contact per muscle
fibre seems to be a task that is not fulfilled
by the genome but instead is the responsi-
bility of a competitive, ‘self-organizing’,
mechanism involving interactions at the
synaptic level.

3 THE ROLE OF 
SELF-ORGANIZATION IN
EXPERIENTIAL CHANGE

I now examine situations where the puta-
tive self-organizing mechanisms are more
strongly influenced by the signals impin-
ging on the system from outside.

3.1 Feature Maps

In mammalian cerebral cortex, conver-
gence of inputs onto neocortex causes cor-
tical cells to respond to complex properties
of the input. For example, in certain areas of
the visual cortex, there are cells that are sen-
sitive to the orientation of a stimulus or its
direction of movement as well as its position
in the visual field. Such attributes of the
external environment can be detected by
means of the neural circuitry and the con-
nectivity of the central nervous system. The
properties of the stimulus that produces
maximal excitation in each small area
changes over the cortical surface, defining
‘feature maps’.

3.1.1 Ocular Dominance, Orientation 
and Direction Selectivity

Visual cortical cells receive innervation
from both eyes, but with differences in the
strength of the innervation from each eye
that vary systematically across the surface of
the cortex (Fig. 1.5). The Nobel laureates
Hubel and Wiesel (Hubel et al., 1977) dis-
covered that cells in monkey binocular visual
cortex vary in their responsiveness to the two
eyes. Similar ocularity preferences extend

down to layer IV of neocortex – one of the six
layers in neocortex defined on anatomical
criteria – where axons from the lateral genic-
ulate nucleus terminate, and thus the concept
of ‘ocular dominance columns’ arose. 

These systematic variations in ocular
dominance are superimposed on the basic
retinotopic map (Hubel et al., 1977). Subse-
quently, existence of such columns was con-
firmed anatomically; the map of ocularity
specificity across the entire surface of binoc-
ular cortex resembles a pattern of zebra
stripes.

In cat and monkey, segregation begins at
or around birth and is complete about six
weeks later. Ocular dominance columns seem
to be the result of a competitive process
between the axons from the two eyes. They
result from an initially overlapping distribu-
tion of innervation originating from the left
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FIGURE 1.5 Computer reconstruction of the
pattern of ocular dominance columns in layer IVc of
area 17 of a macaque monkey, produced by reduced
silver staining, translated into the visual field.
(Reproduced from Hubel and Wiesel, 1977)
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and right eyes. In another preparation, a
similar pattern of stripes can be produced
through competition within the axons from
a single eye. In Xenoptis, so-called ‘com-
pound eyes’, constructed from two match-
ing half eye rudiments, develop a single
optic nerve which produces a striped projec-
tion on the optic tectum.

Cells in certain visual areas of mam-
malian neocortex are orientation selective;
i.e., each cell is responsive to a small bar of
light when presented in a particular orienta-
tion at a particular position in the visual
field (Fig. 1.6). The existence of orientation
maps was established by extracellular
recording and, more recently, the method of
optical recording has been used to produce
detailed orientation maps over the entire
surface of the visual cortex. The maps pro-
duced are complex and have a number of
features, such as periodically repeating pat-
terns, and more complicated features, such
as saddle points and singularities (points on
the cortex around which orientation domains
are clustered in a pinwheel fashion). This
type of data has provided an irresistible
challenge to modellers.

The magnitude of the response from
some cells elicited by a moving bar stimulus
in a particular orientation, may depend on
the direction of movement (at right-angles

to the orientation of the bar). This forms a
directionally selective map.

3.1.2 Relations Between the Different
Feature Maps

The different types of map are interrelated.
The ocularity map effectively interrupts the
retinotopic map; i.e., if all the pieces of cortex
innervated by one of the eyes were removed
and the remaining pieces, innervated by the
other eye, were pushed together, then a com-
pletely ordered retinotopic map would result.
In cat visual cortex, pinwheel centres in orien-
tation maps are mainly located in the middle
of ocular dominance columns. In addition,
according to recent optical recording experi-
ments in cat, the orientation domains tend to
intersect at right angles the borders of ocular
dominance stripes. In the classic model of
Hubel et al. (1977), developed for the cat, iso-
orientation columns run in straight lines at
right-angles to the inter digitating ocular
dominance columns.

3.1.3 The Effect of Neural Activity
It is well established that lack of normal

visual experience early in postnatal life pre-
vents the normal development of the visual
cortex. This suggests that some information
required to generate the normal visual 
system derives from interactions of the
developing system with the external environ-
ment. Clearly, many aspects of cortical
development occur prenatally and are
immune to the effects of postnatal func-
tional deprivation.

Studies in both cats and primates have
shown that before the neonate has received
any visual experience, geniculocortical fibres
find their main target. In layer IV, they con-
verge to generate immature orientation
selective cells clustered into rudimentary
orientation columns, form a retinotopic map
and, at least in the primate, begin to segre-
gate to form ocular dominance columns. 

Visual deprivation early in life, during
the so-called critical period, does not abolish
these features of early organization. The
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FIGURE 1.6 Orientation preference map for area
17 of the cat visual cortex, constructed by optical
recording. The orientation at each point is indicated
on a grey-scale. The key below shows how orientations
are assigned on the scale. The length of the bars
corresponds to 0.5 mm. This type of picture is best seen
in colour (e.g., Hubener et al., 1997).
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continued refinement of cortical connec-
tions is strongly influenced by patterned
neural activity. Visual deprivation can have
a devastating effect on the development of
the detailed circuitry required for the nor-
mal functional properties of visual cortical
neurons. For example, in areas 17 and 18 of
the cat – these are the primary (18) and sec-
ondary (17) areas of cat visual cortex – the
normal appearance of a large proportion of
orientation selective cells is prevented by
dark-rearing or by binocular eyelid suture.

A variety of results shows how experi-
mental interference can affect the develop-
ment of ocular dominance columns. Most of
these experiments involve the manipulation
of activity levels by: monocular deprivation;
rearing animals in the dark; distorting the
retinal input by artificially inducing strabis-
mus, and removal of spontaneous retinal
activity by administering the neural activity
blocker TTX. The results of most of these
experiments indicate the important role of
neural activity in the formation of ocular
dominance columns. Thus, deprivation pre-
vents the emergence of the full richness of
functional architecture and receptive field
properties of the normal adult visual cortex.

The most striking effects of deprivation
occur when vision through only one eye is
impaired during the critical period. This
results in expansion of the cortical territory
of the projection serving the normal eye
relative to that of the projection serving the
deprived eye. Neuronal activity plays a 
crucial role in this organization, and it
appears that monocular deprivation places
the geniculocortical afferents from the
deprived eye at a competitive disadvantage.
The effects of monocular deprivation can be
reversed by opening the deprived eye and
closing the other before the end of the crit-
ical period (reverse suture). These changes
involve the sprouting and/or trimming of
geniculocortical arbors. It appears that, as
the developing geniculocortical fibres elab-
orate on their initial framework of immature
inputs, it is especially important that the
projections serving one eye should be as
active as those serving the other eye. A

balance of activity is required to ensure that
the growth of terminals from each eye is
restricted within its own cortical territory.

3.1.4 Self-organization and the 
Formation of Feature Maps

Self-organization plays a role, in combin-
ation with external signals, in determining
the response properties of the individual
cells in feature maps as well as the pattern of
response properties distributed over the
map itself. In the development of ocularity
maps, determination of the ocular prefer-
ence of an individual cell is influenced heav-
ily by the nature of the afferent activity,
whereas the pattern of ocular dominance is
the result of an interaction between activity
and mechanisms of self-organization.

In the development of orientation maps,
self-organization may be involved in speci-
fying both single cell properties and the
overall pattern. Von der Malsburg (1973) pub-
lished the first paper demonstrating that the
pattern of orientation specificity in visual cor-
tex could be developed in a self-organizing
model under the instruction of simulated
orientated bar stimuli. Since then, research
has established that patterned stimuli are
not needed to develop the individual cell’s
response properties. Radially symmetric
patterns of activity drive the production of
orientated receptive fields by a process of
symmetry breaking. There has been much
recent theoretical work developing models
of all types of feature map and the relation
between them. In these models, changes in
the external conditions (simulating, for
example visual deprivation) lead to the
model successfully self-organizing to adapt
to the new conditions.

3.2 Self-organization and the
Acquisition of Cognitive Function

All the examples of self-organization in
the nervous system we have discussed so
far concerned the development of the nerv-
ous system in cases where we can relate the
results of the self-organization to structural
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and functional changes at the cellular 
and subcellular level. I now discuss self-
organization and the acquisition of cogni-
tive function.

Perhaps because of the lack of a strong
structural basis, less can be said about the
precise form of the self-organizing mech-
anisms than in the examples of neural self-
organization discussed already. It will be
seen that many of the themes already dis-
cussed are echoed, but with different vocabu-
lary to place an emphasis on the cognitive
and psychological levels.

3.2.1 Cognitive Self-organization
The term self-organization has been used

to understand how new cognitive behav-
iours are acquired. As noted earlier, these
behaviours could be derived from built-in
knowledge (in cognitive science terms,
nativism, attributed in this context to Fodor)
or through learning (attributed in this con-
text to Piaget). However, it has been pointed
out that through self-organization, order
can emerge from interactions within the sys-
tem rather than by explicit instruction.

According to Karmiloff-Smith (1992),
children’s brains are genetically prewired to
contain modules (or domains) of know-
ledge which grow and interact during 
development. She proposes that in each
domain, the child’s development is subject
to constraints that initially shape the way
that information in different domains is
processed and represented. The child’s ini-
tial knowledge in each domain is then pro-
gressively redescribed according to existing
knowledge and the child’s experiences. The
level of redescription in each domain thus
depends on a complex interaction between
the current state of knowledge in the
domain and the child’s experience. Along
with mastering new behaviours, the child
also learns to introspect about what he/she
has done and ultimately constructs his/her
own theories about how the world works.

While accounting for a large body of know-
ledge, these theories of re-representation 
are difficult to interpret insofar that no

details are given about the mechanistic basis
of re-representation. An attempt to make a
bridge between the cognitive and neural
levels of brain function has been supplied
under the name of neural constructivism.
This has been developed from Piaget’s con-
structivism, a term that reflects his view that
there is an active interaction between the
developing system and the environment in
which it develops. Neural constructivism
emphasizes the dynamic interaction between
the developing system and the develop-
mental ‘task’ to be accomplished and in 
this respect it can be regarded as a form of
self-organization.

Neural constructivism lies between the
extreme versions of the theories of chemo-
specificity (the entire blueprint of the ner-
vous system is specified in the genome) and a
tabula rasa theory (nothing is prespecified).
It has been contrasted with the doctrine of
selectionism which, according to some
authors, is the idea that neural development
proceeds by initial overproduction of neural
structure followed by the selective pruning
away of the inappropriate parts. We can
view selectionism as an extreme form of the
two-stage process thought to underlie the
development of connectivity, mentioned in
Section 2.3. According to selectionism, the
first stage is involved in the formation of
connections and the second stage in the
breaking of connections.

Neural constructivism is concerned with
how neural activity guides the development
of connections, the patterns of activity being
generated from the external environment
rather than through, for example, spontan-
eous activity. It is suggested that, as neocor-
tex evolved in mammals, there was a
progression toward more flexible represen-
tational structures, rather than there being
an increase in the number and complexity of
innate, specialized circuits. Different types
of evidence are cited in favour of neural con-
structivism, some of which were reviewed
earlier in this chapter:

● Changes in synaptic number During devel-
opment in primates the number of
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synapses rises and eventually falls but
there is no decrease until post-puberty.

● Axonal growth In the visual system dur-
ing the period of activity-dependent
development there is evidence for axonal
growth, contrary to the doctrine of 
selectionism.

● Dendritic growth Dendrites grow at a
much slower rate than axons, over a
longer time scale which stretches over
the period of time prescribed by selec-
tionism. Dendritic morphology can be
moulded by the patterned neural activity
incident upon it.

● The extent of cortical development Human
cortical postnatal development is also
more extensive and protracted than gen-
erally supposed, suggesting that the neo-
cortex has evolved so as to maximize the
capacity of environmental structure to
shape its structure and function through
constructive learning.

● The power of constructive neural networks
Finally, arguments based on the computa-
tional power of artificial neural net-
works, used to simulate the phenomena
observed, are used to support neural con-
structivism, particularly the view that net-
works that develop their structure whilst
they are being trained are more powerful
than fixed architecture neural networks.

3.2.2 Neural Constructivism and Neural
Networks

Neural networks are collections of highly
interconnected simple computing units mod-
elled loosely on the architecture of the brain.
In such a system, a computing unit is a styl-
ized representation of a nerve cell. The 
networks are required to learn specific input/
output relationships (Hertz et al., 1991; Bishop,
1995) by selective adjustment of connection
strengths between neurons. Most applications
of neutral networks are to problems in pat-
tern recognition, classification and predic-
tion. Their behaviour is usually investigated
through computer simulation.

Neural networks can be trained by two
main methods. In supervised learning, many

examples of the input/output pairings to be
learnt are presented to the network, in the
forms of patterns of activity over the comput-
ing units, which can be likened to patterns of
neural activity. As a result, the strengths of
the connections (weights) between individ-
ual computing units changes. Ultimately, the
weights in the network become set so that the
network, when tested, gives the required
output for any input presented during learn-
ing. Hopefully, it generalizes its behaviour to
give the appropriate response to an input
that it has not seen before.

In unsupervised learning, there is no
teaching signal, in the form of the required
output being supplied for each input.
Presentation of every input generates an out-
put and the network modifies its weight
strengths ‘by itself’, with the result that in the
initial stages the output generated for each
input may change. After many presentations,
a stable output comes to be associated with
each input.

Neural networks have been said to be self-
organizing in that, in both learning para-
digms, learning depends critically on the
structure of the network and the interactions
between computing units. In supervised
learning, both the pattern of weight strengths
that emerge in learning a given mapping, and
the ability of the network to respond to novel
inputs, is self-organized by the network itself.
In unsupervised learning, the nature of the
input/output mapping produced depends
on the interaction between network structure
and the nature of the input patterns. 

How a given task is learnt, or whether it
will be learnt at all, depends on the structure
of the network. Using recently developed
methods, the structure of the neural network
can be built up whilst the task is being learnt,
rather than training a network with a fixed
architecture. The network structure becomes
tailored to the specific problem and in many
cases it is claimed to yield better perform-
ance than networks with a fixed architecture.
By analogy, neural constructivism describes
the idea that the development of structures
such as the neocortex involves a dynamic
interaction between the mechanisms of
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growth and environmentally driven neural
activity. How information is represented in
the cortex depends on the particular compu-
tational task being learnt.

Neural network models have been used
to simulate human performance on specific
cognitive tasks. This area of research is
known as connectionism. Typically, the mod-
eller prescribes a specific network structure.
The strengths (weights) of the connections
between ‘neurons’ are chosen randomly, so
that the model does not contain any prepro-
grammed knowledge. One early and influ-
ential example of the use of neural network
models in this context was Rumelhart and
McLelland’s model of past tense learning
(Rumelhart and McClelland, 1986a). They
showed that a neural network could learn
the mapping between the stem form of a
verb and the actual past tense without the
need for the rule that prescribes such trans-
formations to be specified externally. In
addition, the U-shaped pattern of learning
characteristic of a child’s learning is pro-
duced automatically by application of this
model. Whilst this model has been subject to
much criticism, its development and appli-
cation did demonstrate that there are alter-
native ways to viewing language acquisition
than the application of preprogrammed rules.

4 SELF-ORGANIZATION AS A
RESPONSE TO DAMAGE

It has long been known that the effects 
of brain injury early in life are much less
severe than similar effects in the adult. Until
relatively recently, the commonly held view
has been that this is because the brain has a
capacity for plasticity during development
that can be brought into play as a response to
injury. It is now clear that the adult brain has
a much higher capability for reorganization
than previously thought. Recent experimen-
tal studies illustrate that the adult mam-
malian nervous system does have substantial
capacity to reorganize itself functionally.
Plasticity should be thought as a property of
both developing and adult systems.

4.1 Self-reorganization

A landmark study was made by Raisman
in the early 1970s on experiments in rats.
This involved partial denervation of the
septal nuclei, which are part of the limbic
system that includes the hippocampal for-
mation and the amygdala. The lateral sep-
tum has two main inputs. When either one
of these was cut, there was a large tempor-
ary reduction in the number of synapses on
the septal cells. Over the following two
weeks, the number of synapses returned to
normal levels but all the synapses were now
the type characteristic of the intact input.
The same result was obtained whichever
septal input was cut. This study is import-
ant as it provided the first solid evidence of
plasticity at the cellular level in the adult
mammalian central nervous system.

Since that time, there have been several
studies showing substantial plasticity in
mammalian neocortex. Many sensory and
motor modalities have multiple representa-
tions on the neocortex. Originally it was
thought that these maps would be relatively
permanent once they have formed. However,
it is now established that the neocortex
retains a large degree of plasticity through-
out adult life.

In the 1980s, Merzenich and colleagues
found in monkeys that, following periph-
eral nerve injury, the ordered mapping of
the body surface onto primary somatosen-
sory cortex becomes reorganized substan-
tially. Electrophysiological recordings were
made to examine the responsiveness of the
areas that had responded to stimulation of
the cut sensory nerve. When recordings
were made soon after surgery, it was found
that a large part of each of these areas was
responsive to cells from neighbouring areas
of skin, which normally projected to neigh-
bouring cortical areas. If the area was large,
there was a region in the middle from which
no response to sensory stimulation could be
obtained. Over the next month or two, the
cortical representation of nearby somatic
areas gradually expanded into the unre-
sponsive area until the entire somatosensory
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region of the cortex responded to sensory
stimulation, making a map that was a 
reorganized and distorted version of the
original one.

Another manipulation that has been tried
is removing part of the body instead of den-
ervating it. For example, removal of whole
digits caused the affected area of cortex to
come under the control of the digits from
either side of the ablated ones. Most likely,
this reorganization involved two different
mechanisms. The gradual spreading of the
somatosensory projection seen in the long
term is likely to involve an anatomical
rearrangement involving the regrowth of
connections. However, this type of change is
relatively slow and so cannot also account
for the changes seen after surgery. The most
likely explanation is that surgery triggers an
unmasking of a population of silent synapses,
agreeing with inferences drawn from earlier
experiments on the cat spinal cord.

Similar effects have been found in both
primary auditory and visual cortex in mon-
key. The auditory cortex contains a one-
dimensional map of frequency, with high
frequency tones represented in caudal
regions and low frequencies more rostrally.
Destruction of nerve fibres in the cochlea
which are responsive to high frequencies
caused, a few months later, a reorganization
of this tonotopic map with low frequencies
being represented rostrally and mid-range
frequencies more caudally. In primary visual
cortex, small retinal lesions initially produce
an area of unresponsive visual cortex. Over
the next few months, this cortical region
gradually acquires new receptive fields 
from places in the retina near the site of the
lesion.

These effects are also seen in humans. In
the 1990s, Ramachandran and colleagues
carried out a series of studies on sensory
reorganization following limb amputation.
On examination a few weeks after amputa-
tion of an arm, patients reported sensations
from their phantom limb which were referred
to regions of the face and the intact arm. In
several cases it was possible to define fields
of sensation across regions of the face in

which the normal somatotopic organization
of the digits of the hand was maintained. In
other cases these same types of map were
reported in the region of the operated arm
above the level of the amputation.

The most likely explanation of these results
is again that the sensory fields in cortex that
were adjacent to the part of somatosensory
cortex that has suffered deafferentation had
invaded the deafferented region. It might be
noted that in the normal somatosensory map,
representation of the face is near to represen-
tations of the hand and the arm.

4.2 Can the Nervous System
Regenerate After All?

The commonly held view is that dam-
aged axons in the mammalian nervous sys-
tem will regenerate in certain cases but
nerve cells will not. Damage to major axon
tracts or large areas of nervous tissue leads
to permanent loss of function at the neur-
onal level as neither damaged nor killed
axons will regenerate. In the mammalian
peripheral nervous system, limited repair is
possible as axons can regenerate, leading to
the restoration of functional connections
with other nerve cells and muscle fibres. In
contrast, invertebrates and non-mammalian
vertebrates have the capacity to regenerate
axons and thereby nerve connections
throughout their nervous system.

The view that nerve cells cannot regener-
ate is being challenged. Recent research
shows that an important class of cells, called
stem cells, exists in many parts of the adult
mammalian nervous system. These cells can
differentiate into all types of cell, including
nerve cells.

Stem cells have been found in the dentate
gyrus of the hippocampus and in the olfac-
tory lobe. It may be that nerve cells can be
generated from these cells, even during
adult life, possibly to replace damaged nerve
cells. One series of experiments observed
continuous formation of cells (not identified
as nerve cells) in adult mouse neocortex.
Targeted destruction of nerve cells in a small
region of neocortex then led to a population
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of new cells being generated, a small propor-
tion being nerve cells. These new nerve cells
formed connections with other neural struc-
tures, suggesting that indeed they were sub-
stituting for the set of destroyed cells.

Research into the potentialities of stem
cells is a current hot topic and new results
are reported frequently. For example, a recent
paper (Mezey et al., 2003) reports post
mortem analysis of humans who had
received bone marrow transplants as treat-
ment for leukaemia. In the four patients
studied, there was evidence for newly gen-
erated nerve cells in the brain, which had
derived from the bone marrow transplants.
These findings are still preliminary and con-
troversial but may yet change the view that
individual nerve cells cannot regenerate.

5 OPEN QUESTIONS

In attempting to understand a complex
system such as the nervous system, it is
important to identify important general
principles of operation. ‘Self-organization’
is one such principle. It manifests itself dur-
ing both development and the functioning
of the nervous system. This section suggests
key questions for activities that could arise
out of the work reviewed here, both for the
furtherance of research into neuroscience
and for the construction of new types of
computational (‘cognitive’) systems. It is
worth restating the obvious point that these
two activities have different goals. One is 
concerned with understanding a given sys-
tem: the other is concerned with designing a
system to achieve a particular computa-
tional task, where the nature of the internal
workings of the system are dictated by the
task to be accomplished rather than having
to reflect any biological plausibility.

5.1 Questions for the Neurosciences

The term self-organization refers to a
postulated mechanism rather than a collec-
tion of phenomena such as those embraced
by, for example, perception or learning and

memory. The nature and scope of other
examples of self-organization remain to be
determined. Therefore, questions such as
‘What is the future for research into neural
self-organization?’ are premature. Instead I
focus on those aspects of the life sciences
which are related to the areas of research
described in this chapter.

5.1.1 Levels of Analysis
This chapter describes how self-

organization operates at the synaptic, cellu-
lar and network levels. At what other levels
may self-organization apply?

● The cognitive level The role of self-organ-
ization within developmental cognition
was described briefly in section 3.2. To
make sense of self-organization at the
cognitive level, it is important to be able
to identify the nature of the elements that
do self-organize. As this type of self-
organization involves extensive regions
of the brain, this will require the use of
powerful methods for assaying whole
brain activity to identify these elements.
As mentioned already, modelling is a cru-
cial experimental tool here. To apply com-
puter modelling successfully, models
must contain the correct degree of neuro-
biological realism.

● The subcellular level Although we now
have at our disposal several completely
sequenced genomes, we are still for the
most part remarkably ignorant about
how genes interact and regulate each
other to develop the nervous system. A
plausible picture of cellular regulation
would involve networks of multiple
interactions, with feedback between all
layers. There is great scope for exploiting
the parallels between maps of metabolic
pathways and those of gene expression,
both of which involve processes of global
control by self-organization. More widely,
the similarities between the patterns of
connectivity over ecological, neural and
biochemical networks are being com-
pared (Lee et al., 2002; Milo et al., 2002).
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Arguably, perhaps the only system of
many interacting elements that has been
characterized in detail is the artificial
neural network. There must be a parallel,
so far unexploited, between neural net-
works and subcellular networks.

● Crossing the levels Quite often, testing a
postulated mechanism requires observa-
tion of phenomena at one level and the
identification of mechanism at lower 
levels. More links between levels are
required to achieve this. For example,
there is still no solid evidence linking the
nature of the nerve connections making
up the topographically ordered maps and
the underlying molecular mechanisms.
This will require a cross-disciplinary
approach. In this case, what is needed is:
experimental evidence of the nature of
the connections made at both the electro-
physiological and anatomical levels; evi-
dence for the distribution of signalling
molecules or patterns of neural activity
amongst nerve cells that carry the infor-
mation enabling the correct connections
to be made; and an explanatory frame-
work to link the two levels. New imaging
methods that obtain information at many
different levels, particularly the protein,
synaptic, cellular, network and whole
brain levels will be crucial.

5.1.2 The Use of Mathematical and
Computer Models

Often the consequence of any given
hypothesis involving a large number of
interacting elements can only be obtained
by constructing and analysing the proper-
ties of computer and mathematical models.
This approach is now recognized within
neuroscience as an important means of for-
malizing ideas and concepts and testing
them out for their self-consistency and
against the large amount of neuroscientific
data that is becoming available, and forms
part of the field of neuroinformatics. Many
areas of neuroscience described in this chap-
ter have profited from the application of
computer and mathematical models.

● Neural simulators There is an increasing
trend towards standard powerful neural
simulators that will enable researchers to
share data, models and results.

● New types of model Completely new types
of model will be required in some cases,
such as those required to model the
regeneration of nerve cells (if indeed this
occurs) as described in Section 4.2.

● Modelling of real nervous systems The
power of the present generation of com-
puters is now sufficient to enable simula-
tion of the complex geometry of the
nervous system, which is an important
constraint on function. For example, up
till now, nerve cells have been often mod-
elled as abstract entities rather than occu-
pying particular positions in a complex
three-dimensional environment.

5.1.3 Evidence from Invertebrates
This chapter has been restricted almost

entirely to vertebrates, with very little dis-
cussion about the organization of inverte-
brate nervous systems. None the less, two
general comments can be made.

● Lessons to be learnt from the evidence:
Observation of the same type of phenom-
ena in invertebrates may suggest com-
pletely different types of mechanism. For
example, much of the evidence at the
synaptic and cellular level suggests a very
precise and inflexible organization. For
example, in the neuromuscular system of
the fruit fly, Drosophila, there is a precise
and fixed relation between a motor neuron
and the muscle fibre that it innervates.
There are various possible reasons for this.
In this case, for example, it may be that a
more subtle form of self-organization
operates; or it may be that for the smaller
nervous system the genome can afford to
specify precisely all the parameters values
needed which have a smaller number of
neurons. Knowledge of invertebrate ner-
vous systems can provide another source
of inspiration for the physical sciences.

● A complete explanation: To have a com-
plete knowledge of how the underlying
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neural substrate generates and controls
the animal’s behaviour it is necessary to
understand it at many different levels,
from genes through proteins, synapses,
cells, networks to behaviour. In the chap-
ter, emphasis has been on the properties
of mammals and other vertebrates.
However, it is more likely that the first
complete understanding will be obtained
for an invertebrate system. One prime
example is Drosophila. It has a known
genome, containing around 15 000 genes,
with a variety of complex behaviours
including those involving learning and
memory. In addition, newly developed
imaging techniques can be applied that
enable visualization of nervous system
activity at the subsynaptic, synaptic and
cellular and network levels.

5.2 Inspiration for Other Sciences –
‘Cognitive Systems’

Replication or inspiration? Whereas living
and artificial systems are made out of the
same basic set of elements, namely atoms,
clearly their structures are different – silicon
chips are different from pieces of brain. The
nature of the substrate constrains the prop-
erties of the system. This means that whereas
it may be possible to build a system that
mimics the input/output relations of a liv-
ing system, at the mechanistic level the sys-
tems will be different and will operate in
different ways. As a consequence, results
from neuroscience can at best only inspire
the construction of new types of computing
device rather than lead to the construction
of exact replicas of living systems. To take a
well-known example, neuroscience has
inspired the growth of the field of artificial
neural networks. This can offer many inter-
esting ideas for the construction of new
computing devices themselves rather than
give a precise blueprint for such a system.

Three inspirations:

● As emphasized throughout this chapter,
the mathematics developed to describe
neural self-organization, itself influenced

from studies of physical systems, has
wide application. Applications of self-
organization to social systems and to
economic systems are those that have not
been mentioned so far.

● Using principles of self-organization to
solve problems of coordination among
autonomously interacting agents, such as
those that occur within e-communities, is
an obvious specific application.

● Neural self-organization will serve as an
inspiration to self-repair technology as
an example of application to a hardware
problem.
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Further Reading

This chapter draws on a large body of lit-
erature. Instead of providing a long list of
papers, I give below a number of texts that
cover most but probably not all of the work
I have discussed, together with descriptions
of their various scopes. In addition, a few
important papers are included which are
referenced in the text.

Self-organization There is no book speci-
fically about self-organization and the ner-
vous system. Kauffman (1993) discusses
theoretical aspects of self-organization in
evolution and Camazine et al. (2003) is a
recent book discussing self-organization in
biological communities, typical examples
being aggregates of bacteria, communities
of fireflies, fish and ants.

Mathematical basis The book by Murray
(1993) is a classic, concentrating on the math-
ematical basis of theoretical developmental
biology; Edelstein-Keshet (1987) is a very
good alternative.

Development Alberts et al. (1994) is a text
at the molecular biology level and Wolpert
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(1991) is a readable introduction to embry-
onic development for non-specialists.

Nervous system Nicholls et al. (2001) is a
classic treatise on the nervous system,
which was first published in 1977 and has
undergone continual revision since then.
Shepherd (1994) and Bear (2001) are recent
research level text books.

Development of the nervous system
Purves and Lichtman (1985), Sanes et al.
(2000) and Brown et al. (2001) are research
level texts on the development of the ner-
vous system, the latter two being more
recent. The recent research monograph by
Price and Willshaw (2000) describes genetic,
molecular, systems and modelling
approaches to understanding neocortical
development. Elman (1996) takes a connec-
tionist approach to development.

Neural networks Excellent texts amongst
the plethora available are those by Hertz 
et al. (1991) and Bishop (1995). Rumelhart
and McClelland (1986a,b) are two collec-
tions of classic papers. Arbib (2003) is an
encyclopaedic collection of short papers
written by experts on many different aspects
of theories of brain function, connectionism
and artificial neural networks. As the name
suggests, the treatment of the nervous sys-
tem is generally at the cellular and network
level.

Brain damage and repair Fawcett et al.
(2001) is a collection of papers reviewing
recent research in this field.
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1 INTRODUCTION

1.1 State of the Art

We present a selective review of research
in computer science that is directed toward

engineering artificial complex adaptive
systems. Such systems typically consist of
many individually simple components.
These interact in relatively simple, but non-
linear, ways. In these systems, compounded 
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non-linearities in interactions between com-
ponents can give rise to large-scale behav-
iours at the system level that are difficult 
or impossible to predict, even when the
individual components and their small-
scale local interactions are well understood.
Many biological systems, including the nerv-
ous systems of animals, are complex adap-
tive systems. So we can see that research
into artificial complex adaptive systems 
can be relevant to the study of cognitive
systems.

Continuing falls in the real costs of com-
puting over the past two decades have
increased activity in the exploration and
development of computational techniques
and architectures that draw inspiration
from biological complex adaptive systems.
Thus, this chapter focuses on the relevance
to the study of cognitive systems of bio-
logically inspired complex adaptive sys-
tems (BICAS) approaches within computer
science.

Examples of BICAS techniques in com-
puter science include:

● use of biological metaphors from 
embryology/morphogenesis, and from
Darwinian evolution, in the automated
design and layout of electronic circuits

● creation of artificial immune systems for
computer network security

● development of artificial neural net-
works that can learn distributed repre-
sentations

● development of animal-like artificial
autonomous agents, either as physical
mobile robots for use in real-world scen-
arios or as virtual entities for use purely
in software applications.

While we can consider a single artificial
autonomous agent as a complex adaptive
system in itself, at another level a single
agent may be one member of a team of
autonomous agents, acting cooperatively as
a multi-agent system, or ‘super-organism’ to
achieve some overall goal. In many applica-
tions of genuine and significant interest, the
environment within which the system is 
to operate, that is the agent’s ‘niche’, is

uncertain, dynamically changing and noisy.
Thus much research in BICAS is directed at
creating adaptable systems, often using tech-
niques inspired by habituation and learning
in neural systems and by evolutionary adap-
tation in populations of organisms.

We discuss three related areas: the first
two address issues of the underlying com-
puter architectures on which future artificial
cognitive systems may be based; the third
explores current attempts to create complete
creature-like cognitive autonomous agents.

● Circuit-level computation We consider
the construction of ultra-massive parallel
processors (UMPP) that may provide
future generations of processing architec-
tures. Although such systems exist in
nature, in animal nervous systems for
example, the construction of even rela-
tively simple systems remains a chal-
lenge. Such processors should have many
desirable attributes, including the abil-
ities to self-organize, to adapt to changing
environments and to self-repair.

● Distributed and networked computing
Increased bandwidth and cheap and
well-packaged computing have enabled
the production of large-scale computing
networks. Again the ability to self-organ-
ize, to adapt and to respond to changing
demands and environments where,
importantly, the control of the system is
at the local level (and so decentralized)
remains a core challenge in engineering
such systems. Ideas derived from the
study of social animals and collective
organisms have a role to play in the der-
ivation of novel ‘bottom up’ design meth-
ods, as does the development of machine
learning ideas for multi-agent systems. It
is envisaged that these will lead to the
development of decentralized systems in
large-scale computing networks (e.g. the
Grid), telecommunications and defence.

● Artificial autonomous agents We examine
BICAS approaches to the design of soft-
ware agents and autonomous mobile
robots. In both types of agent, there is a
need for sensory-motor ‘controller’
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architectures that robustly and reliably
coordinate perceptions and actions in the
pursuit of that agent’s goals, or of the
goals of that agent’s community or team.
Inspiration and metaphors from biology
have had a strong influence at many
levels in the development of biologically
inspired autonomous agents. Applications
of such systems include areas as diverse as
space exploration, telecommunications
and computer games.

1.2 Key Open Questions

Each domain we discuss in this chapter
reveals a number of key questions that need
to be answered for research in BICAS to ful-
fil its potential. From these issues, we have
derived three substantive open questions.

Development of a coherent theory Research
in BICAS has developed independently in a
number of related directions, yet in a num-
ber of somewhat disparate fields. The area 
is highly multidisciplinary. It draws on
research in topics as diverse as evolutionary
biology and animal behaviour through to
control theory and machine learning. It
requires mathematical tools from discip-
lines such as game theory and dynamical
systems theory. These diverse disciplines do
not always have a long tradition of interac-
tion. The development of a coherent theoret-
ical framework is needed to take effective
advantage of the synergies between disci-
plines. Although there are frameworks, these
are often specific in nature and do not draw
the different fields together fully.

There is an open question around the
nature of a general framework that will allow
the design and production of biologically
inspired complex adaptive systems that are
adaptable, in predictable ways, and that can
cope with the inherent uncertainty of the
real world.

Development of robust adaptation methods
Many biological complex adaptive systems
can self-organize, self-regulate and self-heal.
This adaptability makes them better-suited
to their environment, or ‘environmental
niche’, even when that environment is

dynamically varying and/or unknown in
advance. Computer scientists have not yet
developed appropriate machine learning or
adaptation techniques that could provide
similar adaptability in artificial systems.

The derivation of appropriate, practical
and well-understood methods of adaptation
or machine-learning remains an open issue.
This question needs to be addressed not
only from a theoretical point of view but
also through the empirical design and test-
ing of such methods.

Demonstration of design practicality The
practicality of the ‘bottom up’ design method-
ology we describe relies on two assumptions:
first, that it can produce systems and collec-
tions of agents that can function to a desired
level of competence; second, that the result-
ing systems are robust to the inherent distur-
bances and changes any real system will
suffer. Thus, this bottom-up approach will
have to answer the questions of robustness,
reliability, flexibility and scalability. This is 
necessary to overcome the natural conser-
vatism of the designer with a traditional ‘top-
down’ view. Convincing demonstration of
these new methods on industrial-scale safety-
critical systems has not yet taken place.

The demonstration of BICAS approaches
in applications where there are safety crit-
ical reliability issues – such as financial sys-
tems, telecommunications networks, defence
applications – has yet to occur.

2 INTRODUCTION

Dave Cliff and Andy Wright

2.1 Biology in Cognitive Systems:
Science and Engineering

Broadly speaking, the study of cognitive
systems can serve the purposes of science or
of engineering. This is a very coarse division
but it can help to distinguish between the
two purposes. A scientific study seeks to
establish novel and falsifiable statements
about naturally occurring cognitive sys-
tems, or perhaps about the space of possible
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naturally occurring cognitive systems. An
engineering approach seeks simply to create
artificial systems that reliably exhibit some
desired level of cognitive performance or
behaviour. Of course, the two approaches
are not mutually exclusive, and indeed can
inform each other.

As all known naturally occurring cogni-
tive systems are biological in origin, scien-
tific studies of cognitive systems ignore
biological data at their peril. For engineer-
ing, however, there is no a priori require-
ment to pay attention to biology.

A significant element of research directed
at the engineering approach to creating cog-
nitive systems took place under the banner of
artificial intelligence, a field strongly, but not
uniquely, identified with computer science.
For much of its history, research in artificial
intelligence (AI) largely ignored biology.

From the outset, commonly identified 
as the 1956 Dartmouth Conference on AI
(McCarthy et al., 1955), up until the mid-
1980s, the focus within AI research was
almost exclusively on treating cognition as a
process involving the manipulation of sym-
bolic representations of facts or knowledge,
using techniques inspired by mathematical
logic and/or computer programming lan-
guages. This approach eclipsed other, bio-
logically inspired, approaches, such as early
studies in cybernetics that treated networks
of neurons as logical devices (McCulloch
and Pitts, 1943), Rosenblatt’s ‘perceptron’
(1962) and the automated learning work of
Widrow and Hoff (1960). We can trace the
demonstration of minimal biologically
inspired architectures for mobile robot 
controllers back to the cybernetics research
of Walter’s (1950, 1951) ‘turtle’ robots and
Ashby’s (1952) ‘homeostat’. We can trace
attempts to synthesize lifelike phenomena in
mechanical automata back to the mid-1700s
(for a historical review see Langton, 1989).

The 1980s, however, saw the renaissance
of these biologically inspired ideas with:

● renewed interest in artificial neural 
networks and parallel distributed 
processing (PDP) architectures, inspired
by the nervous systems of animals

● the development of behaviour-based
autonomous agent systems, inspired in
part by studies in ethology and behav-
ioural ecology

● and the rapid growth of research interest
in ‘artificial life’, seeking to engineer artifi-
cial systems that draw inspiration from a
diverse range of natural systems, includ-
ing developing embryos, the human
immune system, evolving gene-pools and
interacting groups of autonomous agents.

We explore these topics in more depth later
in this chapter. However, what is common to
all these new approaches is the observation
that many naturally occurring systems can,
at one level of analysis, be described as being
built from components that are individually
‘simple’ and that interact with each other in
relatively ‘simple’ ways. Yet at another level
they exhibit some ‘complex’ overall behav-
iour that is not readily predictable from the
individual components. Typically, the com-
plex overall behaviour is the result of com-
pounded non-linearities in the component
interactions. Furthermore, many systems
exhibit sophisticated adaptation responses
over multiple timescales, and are resilient
with respect to variations in component con-
nectivity – often as a result of properties of
self-organization. Almost all such naturally
occurring systems are biological in origin.
We use the phrase ‘biologically inspired
complex adaptive systems’ (BICAS) to refer
generically to all such artificial systems.1

Some examples include:
● We can describe an individual nerve-cell,

a neuron, at one level of analysis as a 

1We note that a number of significant complex adaptive systems are non-biological: for example,
simulated annealing (Kirkpatrick et al., 1983) is a computerized optimization technique inspired by 
the cooling of paramagnetic materials. Non-biological natural complex systems are implicitly included
here as we would not want to exclude them purely because they happen not to be biological in origin.
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simple component that integrates electri-
cal impulses received on its inputs and, 
if the sum of received impulses is suffi-
ciently high, generates an output
impulse. This sounds simple. Yet connect
enough neurons together in the right
way, and expose this tangle of neurons to
the right environment for long enough,
and the end-result could be an adult
human brain that can think, learn and act.

● We can view an individual animal as a
simple self-interested vehicle for propa-
gating its genes. It just has to survive
long enough to find a good mate and
produce viable offspring, and its work is
done. Yet, over a sufficiently long period,
random genetic variation combined with
evolutionary processes such as Darwinian
survival-of-the-fittest selection can create
‘designs’ of animals that are exquisitely
well-tailored to those animals’ environ-
mental niches.

● An individual trader in a marketplace
can be viewed as a simple self-interested
agent. Sellers try to trade at the highest
price possible, while buyers try to trade
at the lowest possible price. Yet, in the
right conditions, this conflict between
groups of traders acting out of naked
self-interest can collectively form a mar-
ket where transaction prices rapidly and
repeatedly settle to the theoretical equi-
librium price. This is the price that yields
the most efficient allocation of scarce
resources within the market. The traders
in the market can do this without the
presence of a central coordinating or syn-
chronizing ‘auctioneer’, despite dynamic
variations in the underlying supply and
demand in the market.

As the last example makes clear, the inter-
pretation of ‘naturally occurring’ extends to
social systems, which are, at root, biological.
Hopefully, these examples cast light on the
somewhat enigmatic title of this chapter. In
most complex adaptive systems, there are
local ‘small-scale’ components and inter-
actions that are relatively well understood 
and predictable. These components and their

interactions compound to create global
‘large-scale’ system behaviours that are,
hopefully, desirable, but generally hard to
predict in advance from knowledge of the
small-scale characteristics.

2.2 Applications of BICAS

The increased interest in computer sci-
ence in complex adaptive systems is not
only a result of research into cognitive sys-
tems. Interest is also driven by the realiza-
tion in computer systems engineering that it
is becoming progressively more difficult to
build and control increasingly large sys-
tems. This is compounded by the challenge
to build computer systems that meet the
future needs of society.

Although difficult to predict, it seems
likely that the increased ubiquity of comput-
ing devices will pose many challenges. In
particular, networking of heterogeneous
processors will provide greater functionality
and access to remote data stores. The archi-
tectures of such future systems may range
from large purpose-built computer systems,
comprising many tightly connected elem-
ents, through to large amorphous systems of
loosely connected distributed and decentral-
ized computing elements, where the net-
work connectivity is dynamically changing.
Our lack of understanding of how to design
and control such large systems, across a
broad spectrum of possible system architec-
tures, is a major challenge.

As such systems become larger, the spa-
tial and temporal interactions between dif-
ferent elements can lead to unpredictable
behaviours, particularly in response to
unforeseen disturbances. Consequently,
large-scale properties of the system may no
longer be easily predictable from the small-
scale properties of its constituent elements.
This can give rise to serious problems in
quality assurance, i.e. in proving that a fin-
ished system meets its design specification.
A notable example of a network in which
small-scale interactions led to unforeseen
effects with highly undesirable large-scale
properties was the collapse in 1996 of the
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electricity supply grid on the eastern
seaboard of the USA.

Thus, from an engineering perspective,
behaviours that arise through the inter-
actions of many separate component ele-
ments are often unwanted, whereas
biological systems appear to take positive
advantage of these emergent behaviours.
Consequently, some researchers of com-
puter systems have looked at biological sys-
tems for inspiration, attempting to harness
emergent properties in a positive way. The
hope is that such systems will not only cope
well with the inherent uncertainties of the
real world, but also will be adaptable to new
and unforeseen environments and will be
capable of self-repair and self-configuration
to make the best use of available resources.

2.2.1 Circuit-level Computation
In the past, research in biologically

inspired computer systems focused on the
circuit-level understanding of interactions
between neurons. The hope was that this
research would provide insights into how to
build more sophisticated computer architec-
tures capable of solving more complex prob-
lems. Such biologically inspired architectures
differ radically from the traditional ‘von
Neumann’ computer architecture, consisting
of a single memory processor bus. More
recent research has investigated how system
level analogies from the nervous system
could aid the design of new computers, such
as loosely coupled distributed and net-
worked computer systems.

At the circuit level, computer science has
long wanted to match the processing cap-
acity of animal brains to perform intelligent
tasks. It has been hypothesized that the
development of economically interesting
computational systems will require com-
puter systems consisting of hundreds of
thousands, if not millions, of computational
elements.

The advent of VLSI technology to create
integrated circuits and microprocessors was
clearly a significant step toward making
such systems possible. However, it remains

a challenge to build computer systems con-
taining the 1012 elements of the brain. Even
superficially mundane issues such as provi-
sion of power, and heat dissipation, become
major issues. If we consider an individual
neuron to have the computational ability of a
small 8-bit microprocessor, then a computer
system matching the intelligence and abil-
ities of the human brain may need as many
as 1012 such processors. And they must fit
into a reasonably small volume. If the fail-
ure rate is only 0.00001% processors per
year, a system composed of 1012 processors
will have lost one million processors after 12
months of operation. It will also have had
dynamically to reconfigure its connectivity
and load allocations as individual proces-
sors failed. Biological systems, therefore,
appear much more energy-efficient and
robust than even the most advanced engi-
neered systems.

An important element in obtaining a
deeper understanding of how to engineer
such systems is the observation that their
behaviour is not just a function of the
behaviour of their individual component
elements. It is also a function of the inter-
relationship – the network or system architec-
ture – between them. Consequently, a deeper
understanding of how network architecture
affects dynamics issues, both in computer
systems and in biological systems, requires
more than just an understanding of the
component elements. It also requires an
understanding of the dynamics, stability
and adaptability of the large coupled non-
linear systems produced by these interact-
ing elements.

2.2.2 Networked and Distributed
Computing

If we move from circuit level to system
level, and to networked or distributing com-
puting, we see a similar picture. Here sys-
tem engineering endeavours to build large
distributed computing systems at an ever-
increasing scale. The Grid is one example.

However, there are other systems of sig-
nificant economic importance, such as large
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telecommunication networks. Within the
defence domain there are what are known
as ‘systems of systems’ – that is, the integra-
tion of numerous systems and platforms,
such as command and control, radar and
unmanned autonomous vehicles. Here
again, lack of understanding of non-linear
and dynamic interactions between the com-
ponents of a networked system often limits
our understanding of the behaviour of the
overall system. This is compounded by the
fact that we increasingly require systems to
cope with dynamic changes in the number
of components and their connectivity. We
also require systems to adapt to unforeseen
events. Here again biological metaphors
have been put forward as an alternative
source of inspiration in the design of such
systems. Often the intention is, rather than
having a centrally controlled system, to
allow it to self-organize in a distributed or
decentralized fashion, that is, to engineer
coarse-grained computer systems as com-
plex adaptive systems.

2.2.3 Artificial Autonomous Agents
Over the past two decades, researchers

have put significant efforts into exploring
the design and construction of artificial
autonomous agents. Autonomous agents
are entities that are capable of coordinating
perception and action, for extended periods
of time, and without human intervention, in
the pursuit of some set of goals.

Biological autonomous agents are better
known as animals. Their ‘goals’ are gener-
ally to stay alive long enough to mate.
Artificial autonomous agents are animal-
like artefacts. They may be physical mobile
robots, or purely virtual entities. Example
applications include: 

● Autonomous mobile robots These have
many potential applications, from remote
operation in hazardous environments,
through to more mundane applications
such as industrial automation, office
cleaning or robotic ‘pets’. 

● Virtual agents for simulation Computer
simulations of real agents within real

environments can be used for applica-
tions in science and engineering.
Examples include predicting the behav-
iours of animals or people in certain cir-
cumstances, perhaps to scientifically
evaluate some hypothesis. Or they may
be the product of an artist’s imagination,
finding uses in computer games and ani-
mations, or as a plausible synthetic actor
in interactive education applications.

● The construction of ‘cyberspace’ virtual agents
Artificial agents that are not direct cor-
relates of real-world agents have a number
of uses; for instance, in the management
and manipulation of electronic data, per-
forming useful roles in business and
industry, such as stock market trading, or
controlling manufacturing processes.

These and other applications may involve a
single agent or groups of agents interacting
either competitively or cooperatively. In all
application areas, there are indications that
the traditional von Neumann computer
architecture that has served society so well
for so long may well not be the most applic-
able for studying or creating biologically
inspired complex adaptive systems. Some
new alternative approaches appear to offer
greater promise.

2.3 Opportunities for BICAS

The ultimate aim of research in BICAS is
to understand and build artificial complex
adaptive systems with the attractive proper-
ties of adaptation and resilience and self-
organization that we find in naturally
occurring complex adaptive systems. Over
the past 15 years, dramatic falls in the real
cost of processor power and memory and
disk storage have led to a number of com-
puting tools and techniques from BICAS.
These have moved from being academic
curios to powerful methods for critical
industrial applications.

Many BICAS techniques, therefore, are
now directly applicable to the bottom-up
engineering of artificial cognitive systems.
Furthermore, the same falls in the real costs
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of computing have opened up the use of
these tools and techniques for advanced
computer modelling and simulation studies
in the scientific understanding of natural
cognitive systems. Thus, in contrast to the
top-down approaches that have historically
determined the engineering of complex dis-
tributed systems, the greater emphasis on bio-
logical inspiration gives more hope for the
genuinely productive interplay between 
the scientific and engineering approaches to
the production of artificial complex adaptive
systems. We can anticipate the influence of
BICAS techniques on the development of
artificial cognitive systems and on large-
scale networked computing systems.

Biological metaphors in computer sys-
tems engineering therefore become relevant
to cognitive systems for a number of rea-
sons. They could help to meet the need for
new computer architectures and could sup-
port the engineering of artificial cognitive
systems. These techniques could also play a
part in conducting computationally inten-
sive scientific simulation studies of bio-
logical cognitive systems.

2.4 Structure of this Chapter

It is beyond our scope in this chapter 
to review relevant background literature.
(See Cliff, 2003 for a historical overview 
of the influence of biological ideas and
metaphors in computer science approaches
to cognitive systems since the mid-1980s.)
Each of the subsequent three sections
reviews, from a computer science perspec-
tive, the current capability and outstanding
problems in a particular area. Section 3
explores BICAS in the context of creating
new massively parallel computing devices.
Section 4 discusses the application of BICAS
ideas in the development of new complex
distributed networks of heterogeneous com-
puting devices. Section 4 then examines the
state of the art in research in biologically
inspired artificial autonomous agents, 

dealing with both robotic agents and ‘vir-
tual’ ones. We provide some conclusions in
Section 6. The Appendix, Section 8, presents
recommendations for future research.

3 CIRCUIT-BASED SYSTEMS

Jim Austin2

3.1 Introduction

In this section we consider how cognitive
science may influence the development of
massively parallel computers and how such
development will aid the understanding of
the nervous system. To date, massively paral-
lel processing (MPP) systems contain, at most,
tens of thousands of processing elements.
With the continued development of VLSI, we
can now build systems with millions of pro-
cessing elements. We can think of this as ultra-
massive parallel processing (UMPP).

UMPP has widespread applications – in
parallel simulations for weather forecasting,
simulation of biological systems, modelling
of protein interactions and other areas of
bioinformatics, and in modelling biological
systems such as hearing and vision. UMPP
could also bring benefits to engineering
through improved systems for computa-
tional fluid dynamics and complex system
modelling, for example.

It is a fact that biology has, through evo-
lution, created UMPP in neural systems,
thus, the study of such systems may tell us
how we can build such complex computer
systems. Such a study is likely to concen-
trate on the following issues:

● Dynamics This concerns how simple
elements provide complex behaviour
over time. Does the brain exploit dynam-
ics more widely than conventional com-
puter systems? How can we exploit such
properties in computer systems?

● Self-organization This concerns how
UMPP systems organize themselves for a

2Flaviu Adrian Marginean, York University, assisted in the early drafts and background work on this
section.
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particular task without intervention
from outside. How does the brain self-
organize its processing? Can this be used
in UMPP to deal with component failure
and more efficient operation?

● Synchronization This concerns how
many processors operate without a sin-
gle timing signal (clock). How does the
brain synchronize its processing? Can we
use such methods to help to design artifi-
cial systems?

● Processing speed The brain works fast,
yet uses slow processors. How does the
brain achieve this? Can such methods be
exploited in UMPP where the conven-
tional wisdom has always been to use
very fast computing elements.

● Power use The brain can effectively
manage power to very large numbers of
processors. How does it regulate this?
Can we use such methods when building
UMPP systems?

● Timing This concerns the brain’s ability
to ensure everything happens on time
and in the correct sequence, despite very
variable components. How does the brain
achieve this? Computing has a good
understanding of this area; can these
ideas be used to understand the brain?

● Robustness The brain can tolerate fail-
ures in components and continue to
operate. How does the human brain
achieve this? In UMPP systems compo-
nent failure is inevitable; can we learn
from how the brain manages?

● Information representation in transmission
The brain uses different methods to com-
municate between its components than
computers. How does it do this? Can we
use such methods in computer systems
to give better operating characteristics?

● Construction and micro circuitry The
brain is organized in a complex hier-
archy. Why is it organized like this, what
benefits does it give? Can we use such
methods in computing systems?

In section 3.2 we describe work in each area,
while in section 3.3 we consider the key
questions in more depth.

3.2 Key Questions

3.2.1 Dynamics

Does the brain exploit dynamics more
widely than conventional computer sys-
tems? There is evidence that the brain uses a
more dynamic computation framework
than today’s computers. Memory systems
could exploit dynamic storage methods. In
addition, the behaviour of groups of com-
puters operating in a loosely coupled way
has major similarities with how groups of
organisms operate. The analysis of dynam-
ics thus operates both at the large system
level as well as at the circuit scale.

3.2.2 Self-organization
Does the brain have a level of self-

organization? If so how is this achieved in a
controllable and advantageous way? An
understanding of this issue may allow us to
build better computer systems that can react
to change or damage in a predictable way
(IBM, 2003; HP, 2003). It would also allow a
system to adapt to and explore new and
unforeseen situations.

At the micro-architecture level, this relates
to how the interconnection circuits can rewire
themselves to operate more effectively.
Clearly this has a wide range of applications.
For large systems the ability to adapt in a
robust and predictable way so that a system
maintains, or improves, its operation is a
major question. Recently, large computer
companies such as IBM and Hewlett-Packard
have proposed the concepts of ‘autonomous
computing’ and ‘adaptive infrastructure’.
These concepts involve self-optimization and
self-repair in large-scale IT systems.

3.2.3 Synchronization
How does the brain synchronize its pro-

cessing? The brain does not appear to operate
with a central clock. Thus it must use some
form of asynchronous operation. How is this
achieved? We know little about how to build
large asynchronous computer systems.

Most computer systems use a central
clock. This consumes power every time a
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circuit is ‘clocked’, even if it is doing noth-
ing, wasting energy. There is growing inter-
est in asynchronous systems. In practical
terms, this results in low-power processors
such as the Crusoe processor. Research con-
tinues to develop tools that allow designers
to develop and analyse such systems (Furber,
2003; Moore, 2003).

This knowledge could be of great value to
neurobiologists in the analysis of biological
systems. Computer scientists could benefit
by studying the brain’s use of asynchronous
methods.

3.2.4 Processing Speed
The brain uses processing elements that

operate in millisecond time intervals while
computer systems operate in nanoseconds.
How does the brain achieve rapid and real-
time performance with relatively slow com-
puting elements?

Researchers have done little to investi-
gate the advantages, if any, of using many
millions of slow processing elements rather
than relatively few fast processing elements.
There is little work on computer systems
made up of a very large number of slow
computing elements.

3.2.5 Timing
How does the brain deal with real time?

Biological systems must be able to meet tim-
ing deadlines, such as moving an arm to
catch a ball. If it is too slow to compute the
motion, we miss! How is this reflected in the
construction of biological networks?

One avenue in computer systems is the
use of ‘any-time’ methods, systems that can
report a result at any time during processing
rather than waiting for the computation to
complete. Does the brain use such a method?
How well do natural systems achieve this?
Can we learn from any methods they may
use? These issues apply both at the large
and small scale.

3.2.6 Robustness
How does human memory continue to

operate despite ‘component failures’? What

are its properties? Today’s computers use
fast but brittle components while brains are
slow but robust. Can we design systems
made up of unreliable elements? UMPP will
require the ability to survive component
failures.

3.2.7 Information Representation in
Transmission

We know very little about how the brain
communicates data. We do know that it uses
frequency encoding. However, it is unclear
how the brain encodes messages. We do not
know clearly how neurons and spike trains
complement each other to create effective
systems.

The application of the use of inter-neuron
communication methods (i.e. spike-train
representations) in computer systems may
give a lead to cognitive science.

3.2.8 Construction and Microcircuitry
We have a good understanding of how to

build artificial neural networks for real-
world tasks. However, we do not know how
to bring these together to build systems.
Studying the brain may give us ideas 
on how to solve these problems. A major
question is how the brain is organized 
hierarchically.

3.3 Five-year View

In five years’ time we should have a clear
understanding of these issues within cogni-
tive and computer science. To achieve this
we need to build bridges between the two
disciplines supported by focused funding in
these areas. Ideally, there would be a few
‘core’ teams, which provide outreach and
support to other teams working in indi-
vidual areas (listed in the key questions
section). The engagement of computer
hardware and software suppliers should be
in place. Support from these major compa-
nies will enable pull-through of the tech-
nologies. SMEs would also be involved to
provide specific underpinning technologies
for UMPP.
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3.4 Twenty-year View

Underpinned by the rapid change in
computer hardware and software, the
industry will have taken up the key tech-
nologies and concepts that have been shown
to be of value in applications. By this time
UMPP systems based on the issues we have
described should be in use in many areas,
particularly in engineering, medicine and
weather modelling. Such systems will have
overcome many current problems with
computer systems. We should have systems
which self repair, use very little power, util-
ize tens of millions of processors and can
deal with the timing and synchronization
problems that such systems raise. The
development of concepts from this area 
will be used in modelling cognitive systems,
and the value of the interaction at the cir-
cuits and systems level will have become
accepted.

4 DISTRIBUTED, NETWORKED
COMPUTING SYSTEMS

Andy Wright

4.1 Introduction

Computing is making ever-greater
inroads into everyday life, both at home and
at work. Corporate computer systems are
rapidly expanding, linking together com-
puters or networks that in the past have
stood separate from each other. Increasingly,
the problem of having insufficient data is
eclipsed by the issue of dealing with huge
quantities of data derived from different
sources, and making sense of this via data-
mining and visualization techniques. The
ability to link systems, via communication
and data networks with ever-increasing
bandwidth, is a key enabler of this progress.

As such systems grow, it becomes increas-
ingly difficult to control and maintain them.
Apart from the issue of engineering reliable
software, problems arise in the interaction
of new system components with existing
legacy subsystems.

As systems become larger, and the ability
to network new and existing systems
increases, the behaviour of these super sys-
tems can become less predictable. One rea-
son for this is that the complex spatial and
temporal coupling within the network pro-
duces non-linear feedback. This can com-
pound across the system to produce highly
non-linear global system dynamics. When
these behaviours are unforeseen, they are
said to ‘emerge’ from the system, and are lit-
tle understood.

These unpredicted, or emergent, behav-
iours have had significant negative conse-
quences on a number of occasions. One
example is the collapse in 1996 of the power
generation grid on the eastern seaboard of
the USA. This started with a small fault on
one transmission line.

It is an article of faith that the same
process of compounded non-linear inter-
actions within distributed networks of bio-
logical components frequently gives rise to
highly desirable emergent behaviours.
Thus, a central challenge for the design and
construction of distributed network com-
puter systems, acting as the massively par-
allel computing infrastructure for cognitive
systems research, is to develop an engineer-
ing methodology that can design desirable
emergent behaviours into systems and that
can predict and minimize, or even elim-
inate, undesirable emergent behaviours.

If this is possible, it raises the possibility
of an alternative bottom-up approach to
designing distributed networked computer
systems. Here the large-scale functional
structure of the system is allowed to emerge
from the interactions between the system’s
components at the small scale.

There is a significant interest in these
ideas within industrial research labs in the
UK. BAE Systems has a Biofutures Strategic
Option. BT Exact has a research programme
on Nature-Inspired Computing (BT, 2003).
Hewlett-Packard Labs Europe is home to
the Biologically Inspired Complex Adaptive
Systems research group.

In 2001, IBM launched its ‘autonomic
computing’ initiative (IBM, 2003). This
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ambitious programme draws inspiration
from the autonomic nervous system, rather
than the central nervous system, in the cre-
ation and maintenance of enterprise com-
puting systems. IBM’s claim is that future
networked computing systems should be: 

● self-configuring, i.e., adapting to dynamic-
ally changing environments

● self-healing, i.e., able to discover, diagnose
and act to prevent disruptions

● self-optimizing, i.e., able to tune resources
and balance workloads to maximize use
of IT resources

● and self-protecting, i.e., able to anticipate,
detect, identify, and protect against
attacks.

The Adaptive Infrastructure programme of
Hewlett-Packard has similar ambitions (HP,
2003).

4.2 State of the Art

4.2.1 Biologically Inspired Models of
Collective Organization

In biology, it has long been recognized
that simple collective animal systems can
exhibit useful self-organizing or emergent
behaviours (Gueron, 1996). Seminal work by
Reynolds (1987) demonstrated that it was
possible to reproduce some of these biological
behaviours in simulations of groups of sim-
ple autonomous agents called ‘Boids’. These
replicated the collective behaviours of flocks
of birds or shoals of fish. The Boids pro-
duced coherent ‘flocking’ behaviour, with
each Boid following three simple rules to
determine its speed and direction of move-
ment. The global flocking behaviour of the
system is not embodied directly in the Boids
themselves but rather emerges from the non-
linear interactions of the three rules that dic-
tated the interaction between them.

Notions of collective self-organization
have parallels in statistical physics, particu-
larly the physics of many-bodied systems.
Indeed, the work by Toner and Tu (1998)
showed that a set of equations of motion
could describe the rule base for Boids and that

tools from dynamical systems theory could
generate a simple measure of the stability of
the Boids system. From this it was possible to
show that the system had transitions to chaos
and so was unstable in certain regions.

From a systems point of view one disad-
vantage of the Boids model was that not all
the rules were local in nature. One rule
required the Boids to move toward the
centre of the flock and so required global
knowledge concerning the positions of all
the other flock members. However, other
work by Wright et al. (2000), using these
physical models, has demonstrated that it is
possible to produce fully decentralized mod-
els, based on Hamiltonian mathematics that
exhibit similar behaviour. Here each agent
tries to minimize some energy function. The
emergent property of the system can be seen
as an equilibrium state where the process of
energy minimization causes each agent to
balance its interaction with neighbouring
agents. This research also demonstrated that
it was possible to derive more descriptive
entropic measures of the global system’s
behaviour that could be derived from the
local properties of the individual elements.

The use of the flocking analogy is only
one of a number that has provided the
metaphor for the generation of novel algo-
rithms within computer science. The com-
puter science literature has examples of
ideas derived from coherent groups or
swarms of creatures, with particular inspir-
ation coming from observations of the
hymenoptera order of social insects, which
includes bees, ants, wasps and termites
(Yovits et al., 1962). Means by which coher-
ent collective ‘swarms’ in nature have influ-
enced new approaches in computer science
are reviewed by Bonabeau et al. (1997). A
popular computer modelling environment
for exploring issues in this approach is
SWARM, originally developed at the Santa
Fe Institute (SWARM, 2003).

4.2.2 Multi-agent Machine Learning
The significance of Reynolds’s idea of

Boids is that it demonstrated the possibility
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of reproducing desirable behaviours that
can emerge from a collective system of mul-
tiple agents. However, methods for engin-
eering the rules that produce these
behaviours are frequently developed on an
ad hoc basis. The design of controllable
behaviours for more involved systems
remains a significant challenge. Methods for
automatic learning or evolutionary design-
optimization are therefore a topic of intense
research. Ideas from machine learning have
been explored in this area (Hu and
Wellman, 1998; Boutiler, 1999; Leslie and
Collins, 2003).

One attraction of attempting to adapt
established single-agent learning techniques
to multi-agent learning is that certain single-
agent reinforcement learning algorithms
have been proven theoretically to converge
to optimal solutions. Reinforcement learning
techniques operate in situations where the
agent receives payoff, reward or punish-
ment, as a consequence of certain actions or
sequences of actions in its environment. The
aim of reinforcement learning algorithms is
to develop a strategy that optimizes some
function of total payoff received. A good
review of these methods is given by Sutton
and Barto (1998).

Algorithms for multi-agent reinforce-
ment learning are complicated by the fact
that in a multi-agent system each agent has
its own strategy, but the reward to an indi-
vidual is now not only a function of the
environment but also of the strategies of the
other agents. In consequence, the learning
problem is non-stationary. This presents a
significant obstacle to obtaining a provably
convergent learning method. Nevertheless,
such learning problems exist in any self-
organizing or self-regulating distributed
computer network where future actions of
one node need to take account of possible
future actions or counter-actions by other
nodes.

Current approaches have other signifi-
cant limitations. Typically they assume
either unlimited communication between
individuals or no direct communication.
Clearly from a perspective of computer 

science or engineering this is unrealistic.
Biological systems on the other hand appear
to be able to cope with, and make use of,
partial and incomplete information that
may be communicated within a flock or
colony. Many of the methods derived so far
have yet to take this into consideration.

A separate issue is the notion of equilib-
rium. A Nash strategy, to be the best strategy
to an individual, is predicated on other play-
ers acting rationally. That strategy may not
be the most appropriate if an individual is
playing with, or against, an irrational part-
ner. What constitutes the most appropriate
equilibrium and how this should be found is
still an open question to which biological
systems may offer some insight, and is of rele-
vance in dealing with node failures or mal-
function in distributed computer networks.

4.3 Key Questions

From the perspective of a network of sys-
tems, a number of key questions need to be
addressed. A central requirement is obtain-
ing an underlying theoretical structure for
the analysis and design of large-scale com-
plex biological and computing systems. In a
similar way to the theoretical justification
derived for artificial neural networks, such a
theoretical framework will allow us to make
assurances about the robustness and pre-
dictability of these collective systems. Such
a theory is essential if such methods are to
be of general use in computing and engin-
eering where reliability is paramount.

Can we derive a theoretical basis, pos-
sibly based on complexity theory and game
theory, that will:

● allow an understanding of complex bio-
logical systems such that their properties
and mechanisms may be used in com-
puting and engineering?

● provide a framework to build robust, pre-
dictable and practical collective multi-
agent systems?

● provide a framework under which agent
strategies can be learnt and adjusted as
events occur and circumstances change?
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Different components of the network will
function with a degree of autonomy but at the
same time a degree of coordination with
related subsystems. Machine learning meth-
ods will be required both to learn appropriate
control strategies for these subcomponents
and to allow the system to update itself 
continually.

In the shorter term, ideas such as multi-
agent reinforcement learning, co-evolution
methods and their linkage to theoretical
constructs such as evolutionary game the-
ory will be important. A central difficulty
with this approach is that it is not clear what
equilibrium the system needs to achieve to
function appropriately. If all components
are rational, and have complete knowledge
of their environment and other individuals
in the system, then this should be the 
Nash equilibrium of the system. However, 
if any component is not fully rational, is
uncertain about its state or the state of 
the system, then it is not clear what the 
individual’s strategy should be, nor is it
clear what the equilibrium points of the 
system are.

The development of robust multi-agent
learning methodologies is a key require-
ment for the propagation of these systems.
In the shorter term this raises two specific
questions:

● What properties of a system is it desir-
able to learn and how can these be 
measured?

● How do we learn multi-agent strategies
that are robust in an uncertain environ-
ment with limited communication?

4.4 Five-year View

The growth of networking and the greater
uptake of personal and commercial comput-
ing systems over the next five years will
increase the need for techniques that can
cope with, and take advantage of, behav-
iours that emerge when these systems are
integrated. The key to the exploitation of
these system properties is the use of machine

learning methods to learn appropriate behav-
iours for individual components at the small
scale such that at the large scale the system
has the required behaviours and attributes.
In the short term, the initial progress will
probably be through multi-agent learning
methods derived from the ideas of rein-
forcement learning, game theoretic methods
such as evolutionary game theory and 
co-evolution.

The past two years have seen increasing
publication activity in this area. This will
probably increase, providing the basis for a
theoretical framework for these ideas and
algorithms to implement them. Currently,
application of these methods is limited to
small toy problems. This is in part a reflec-
tion of the level of computational effort
required for reinforcement learning. 

Research has addressed more practical
problems (e.g. Stone et al., 2001), however,
these overcome the computational burden
by restricting the state space of the individu-
als. It is hoped that a greater understanding
will lead to more practical, and less expen-
sive, algorithms based on these ideas.

The immaturity of machine learning
makes it difficult to predict the likely progress
in this area of research over the next five
years. However, a theoretical structure for
the learning of multi-agent strategies is
starting to emerge. This will mature over the
next four or five years. Other research, in
particular ideas from theoretical biology on
animal behaviour (MacNamara et al., 1997),
and ideas relating to learning in games
(Kearns et al., 2000), will also have an
impact, as will the development of other
biological inspired methods.

4.5 Twenty-year View

Rapid and robust learning methods will
help in the production and integration of
large-scale collective multi-agent networked
computer systems. The integration will take
time and depends on the development of
both theory and practical algorithms over
the next five years or more.
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System design is currently very different
from this bottom-up approach, so we will
need a good understanding of the relative
advantages and disadvantages before
people will adopt this new approach. This
understanding will have to consider the
robustness and practicality of adopting such
methods. The techniques will not be adopted
until the user community trusts them.

The integration of these ideas into new
computing paradigms, such as software
agents and collective robotics, will assist this
process and provide the enabling technology
that will allow these methods to be in future
computing environments: environments
such as the Grid and personal computing
systems, where adaptability and system-to-
system co-operation are important.

5 AUTONOMOUS AGENTS

Dave Cliff and Robert Ghanea-Hercock

5.1 Introduction

The creation of artificial autonomous
agents with animal-like capabilities has
attracted increased attention as a research
topic over the past two decades. One of the
main influences for this renewed interest
was the desire to build truly autonomous
mobile robots. Nevertheless, autonomous
agents that exist purely as software entities,
with no physical realization, also have a
number of important commercial and scien-
tific applications. This section reviews the
state of the art, followed by a discussion of
the role that biological metaphors might
play in future developments. We then
describe some key research questions, and
close with speculations on potential applica-
tions in five years and 20 years time.

5.2 State of the Art

The word ‘agent’ has in the past decade
come to mean many things to many people.
There is a tension between some of those
meanings. Some researchers consider the use

of an agent metaphor to be a natural next step
for use in computer programming in general.

Such a transition to ‘agent-oriented pro-
gramming’ would be similar to the spread
and adoption of object-oriented program-
ming techniques – as embodied in program-
ming languages such as C�� or Java – that
occurred during the 1990s. Under such a
view, any procedure, method or function
performed by a computer program can in
principle be referred to as an agent if the
programmer chooses to do so. Indeed, non-
agent legacy software systems can also be
‘wrapped’ in an agent interface, thereby
hiding their non-agent origins.

This approach has some appeal when
viewed within the context of the history of
programming language design. However, it
also widens the definition of the word ‘agent’
almost to the point of vacuity. The interested
reader is referred to the International Journal of
Autonomous Agents and Multi-Agent Systems
(published by Kluwer since 1997) and the
associated international conference series
that has been running since 1998 (http://
www.aamas-conference.org). Both are noted
for their high editorial standards and for
their very broad interpretation of what
counts as an ‘agent’. 

Here we focus on those strands of
autonomous agent research with a strong
focus on complex adaptive systems, and
where ideas or metaphors from biological
systems have influenced the development
of new techniques or technologies. That is,
we focus here on the treatments of agents as
biologically inspired complex adaptive sys-
tems (BICAS). 

One obvious distinction within agent
research is between real physical artificial
autonomous agents, i.e. robots, and agents
with no physical embodiment, i.e. software
agents that exist purely in virtual environ-
ments. We discuss the state of the art in
these two areas separately, in sections 5.2.1
and 5.2.2 respectively. However, the strong
links and shared roots between these two
areas mean that there are many common
current research issues, as highlighted in
sections 5.3 and 5.4.
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5.2.1 Autonomous Robots
Although there are historic precedents,

we can trace most current research in bio-
logically inspired autonomous robotics to
seminal papers published by Brooks in the
mid-1980s (Brooks, 1985, 1986). In these
papers, Brooks argued forcefully for a behav-
iour based or bottom-up approach to cogni-
tion. This approach presumes that displays
of intelligence are the product of complex
interactions between an agent’s behavioural
repertoire and its environment, where that
agent’s behavioural repertoire is itself the
product of the non-linear system formed
from multiple interacting behaviour gener-
ating modules within the agent.

The principal proposed advantages of
this approach are adaptability and robust
operation. Brooks and his students at MIT
demonstrated these advantages in a series of
‘insect-like’ autonomous mobile robots. Yet
it has proved difficult to scale up behaviour-
based engineering techniques to deal 
with more cognitively challenging behav-
iours. Hybrid, top-down and bottom-up
approaches met with limited success
(Connell, 1992; Gat, 1992).

In the early 1990s, Brooks’s group shifted
its attention to the construction of a humanoid
robot, called Cog (http://www.ai.mit.edu/
projects/humanoid-robotics-group/cog/
cog.html), using behaviour-based control
techniques. While the mechanical engineer-
ing and low-level sensory-motor coordina-
tion and control aspects of Cog were novel
innovations (Williamson, 1999), successful
demonstration of higher level cognitive
functions again proved to be elusive.

One insight from the Cog project was the
significance of social interactions between
humans and humanoid robots. This was
subsequently studied in more depth using
the Kismet ‘socially expressive’ robot head
developed by one of Brooks’s PhD students
(Breazeal, 2002). The lack of social ability in
Cog led to research on behaviour based
humanoid robots as models for the diagnosis
and quantification of social development dis-
orders such as autism (Scassellati, 2000).

Physical robots with animal-like capabil-
ities for autonomous action and survival
have many obvious applications in areas
such as hazardous environments, including
battlefields, industrial automation, domes-
tic cleaning and security, and in the enter-
tainment and leisure industries.

Robot models may also act as physical
simulations of real creatures, to test scien-
tific hypotheses concerning the organization
of a real animal’s sensory-motor control sys-
tem, i.e. its nervous system (Franceschini 
et al., 1992; Srinivisan et al., 1997, 1998; Webb,
2000, 2002, 2003). Autonomous, biologically
inspired, non-humanoid robots for the reme-
dial therapeutic treatment of autistic children
are also under development (Dautenhahn 
et al., 2002). Biologically inspired control sys-
tems have recently been developed for
‘intelligent’ prosthetic limbs and other assis-
tive robotic technologies; most notably at
the MIT Leg Lab (http://www.ai.mit.edu/
projects/leglab).

We can consider an individual robot with
a behaviour-based control system to be a
complex system. The small-scale inter-
actions of its behaviour-generating modules
give rise to its overall large-scale observable
behavioural repertoire. Furthermore, the
individual behaviour-generating modules
may themselves be delivering behaviours as
the large-scale consequences of small-scale
interactions if, for example, a module
involves the use of an artificial neural net-
work. Moreover, at higher level of analysis,
an individual autonomous robot can be
looked at as a small-scale component in a
large-scale system if it is one of a number 
of robots working together as some form 
of team.

Fruitful research in so-called ‘collective
robotics’ has been under way for a little over
a decade. Before that, material costs and
high failure rates of the requisite technolo-
gies made serious research prohibitively
expensive.

While studies of teams of humans collab-
orating and cooperating on the solution of
tasks is a potentially valuable source of
inspiration, much early work in collective
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robotics draws inspiration from a more
lowly biological inspiration: the collective
behaviour of social animals, and in particu-
lar the social insect order hymenoptera,
which includes ants, bees, termites and
wasps. More recently, a surprisingly large
amount of research in collective robotics has
been directed at an even lower form of life:
soccer players, in the various leagues main-
tained by the international RoboCup
(http://www.robocup.org) organization.

5.2.2 Software Agents
Research exploring BICAS approaches to

the creation of autonomous agents that exist
purely in software has the advantage that it
eliminates the cost of constructing and main-
taining real robots. While this is an advan-
tage if we can simulate accurately in software
the interactions of a real robot and its envir-
onment, the dangers of this approach are
often seriously under-appreciated. If the
simulation has been poorly verified, or not
verified at all, then the simulation may not
faithfully model the real-world system that it
is intended to represent. Hence, the results
from the simulation study may not be replic-
able in the real world. This danger is height-
ened when the agent is adaptive, as the
adaptation mechanisms – for example, learn-
ing in a neural network, or the use of a
genetic algorithm3 to tune the design of the
agent – may exploit flaws in the simulation,
and this may go undetected. Among the
biggest computational costs in creating
accurate simulations of real-world robots,

and their real-world environments, are those
associated with simulating the mechanics,
kinematics and dynamics in sensing and in
acting. It can take considerable computer
power to simulate the physical processes in
the sampling of the ambient optic array by a
video camera, or the results of torque applied
by a motor.

Independent third-party ‘middleware’
software suppliers have developed general-
purpose ‘physics engine’ libraries that can
save time and money in the development of
accurate simulations. Leading suppliers in
this field are MathEngine (http://www.
mathengine.com), Havok (http://www.
havok.com), and Criterion Software (http://
www.csl.com). Despite the potential heavy
computational cost of simulating phenom-
ena that ‘come for free’ when working with
real robots, studies of simulated agents can
collect rich streams of data, data that it may
be impracticable or impossible to gather
from a physical robot. Robot simulations
also allow studies of failure modes that
could be prohibitively expensive when
working with real robots. For example,
when developing ‘flying robot’ unmanned
air vehicles (UAVs), many real-world failure
modes would involve the loss, or destruc-
tion, of the UAV. A simulated crash is much
less costly.

Various research teams have worked
with well-validated simulations of real
robots, where the lessons learnt in simula-
tion have been demonstrated to be transfer-
able to the real system. One notable body of
work in this area was Jakobi’s development

3Genetic algorithms (GAs) are computational search and optimization techniques inspired by
Darwinian notions of evolution through random variation and directed selection. In a simple GA, a
population of candidate solutions is maintained, and an iterative process evaluates the performance of
each solution in the population against some operational measure of goodness or fitness. On each
iteration, or generation, solutions with better fitness scores are ‘selected’ for ‘breeding’, a process that
generations new candidate solutions via operations inspired by inheritance with recombination and
mutation in sexual reproduction. Typically, the GA operates on encodings of the solutions, referred to
as ‘genotypes’, which are expanded into actual testable solutions ‘phenotypes’, in the evaluation
process. Because of this, GA theory is largely application independent. For further details see Goldberg
(1989) or Mitchell (1998).
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of a principled methodology for radically
simplifying the computational cost of simu-
lating agent–environment interactions,
albeit one that is primarily applicable where
those interactions are themselves simple
(Jakobi, 1997). For realistically complex or
dynamically varying interactions, it will
take significantly more work to establish
how best to make computational savings in
the simulation.

However, not all software agents are accur-
ate models of physical robots. With many
software agents there is no need to model
accurately real-world robots, or even real-
world physics. We can talk of non-physically
accurate software agents in two broad classes;
abstract scientific agent-based models, and
commercial engineering applications. 

Agent-based models intended for scientific
purposes are no less rigorous than simulated
robot models. They eliminate major computa-
tional costs by working at levels of analysis
where detailed and accurate models of physi-
cal interaction are not relevant. This is often
valid where collective behaviour is the pri-
mary object of study. For example, in collec-
tive robotics, it is an item of faith that some
form of inter-agent communication is useful
for coordination among the group of agents.

Many interesting but different forms of
communication, or different constraints on
the space of communicative behaviours, can
in principle be explored in simulations
where software agents inhabit a world with
minimally simple ‘laws of physics’. For
example, a limited vocabulary of commu-
nicative utterances (grunts) could be mod-
elled as simply emitting one of a small
number of types of grunt, which are heard
instantly by all nearby agents, without mod-
elling any details of sound production, or
sound-wave propagation in air, or auditory
sensing of sound waves. Exactly this
approach has proved very successful in the
simulation-based scientific study of the
development or evolution of a number of
communication systems, including the evo-
lution of human language use (MacLennan,
1992; MacLennan and Burghardt, 1994;
Noble, 2000; Noble et al., 2001; Kirby, 2001).

Two notable UK research clusters in this
area are the BioSystems group at the Infor-
matics Research Institute at the Univer-
sity of Leeds (http://www.scs.leeds.ac.uk/
research/inf) and the Language Evolution
and Computation group at Edinburgh
(http://www.ling.ed.ac.uk/lec).

One very constrained form of inter-agent
communication occurs in microeconomics,
where traders interact within auction mar-
kets – i.e., buyers and sellers communicate
by signalling prices of bids and offers. These
and other abstract artificial economic systems
have also been studied scientifically with
some success using minimal simulation
techniques (e.g., Epstein and Axtell, 1996).
In the UK, Gilbert’s team at Surrey Univer-
sity has pioneered agent-based simulations
in economics and the social sciences (http://
www.soc.surrey.ac.uk/research/cress).

Returning to the issue of abstracting
away from accurate simulation of real-
world physics, there are sound scientific
models of agents moving over some area of
space that pay little or no attention to model-
ling the physics of movement. For instance,
a country-scale model of traffic flows across
a highway network gains nothing by accu-
rately simulating the physics of each car’s
individual movement, provided that the
abstractions in the model preserve a repre-
sentation of phenomena important at a higher
level, such as the fact that if one car hits
another, both are likely to stop and, at least
partially, block the road.

Agent-based simulations of human activ-
ity have found increasing use over the past
decade in health informatics, in epidemi-
ology and the associated prediction of health-
care demand for planning purposes, for
example. They are also used in geographic
information systems (GIS) applications,
such as those used to predict the growth and
spread of a city, and the effect of that growth
on natural resources.

Business and Management

The use of complex systems thinking 
in academic schools of business and 
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management has also grown steadily over
the past decade. In the US, both the Santa Fe
Institute (http://www.santafe.edu) and the
New England Complex Systems Institute
(http://www.necsi.org) appear to generate
sizeable revenue from their offerings of
business seminars and consultancies. In the
UK, complex adaptive systems research
applied to the sphere of business and man-
agement is well represented by the Complex
Adaptive Systems Group at Oxford
University’s Said Business School (http://
www.sbs.ox.ac.uk/html/faculty_seminars_c
omplex_systems.asp), by the Complexity
Research Programme at the London School
of Economics (http://is.lse.ac.uk/complex-
ity) and by NEXSUS, the Complex Systems
Management Centre at Cranfield University
School of Management (http://www.
nexsus.org).

There are many potential commercial or
applied-engineering uses of autonomous
software agents. However, those actually
deployed and making money are more rare.
One of the more lucrative markets is com-
puter-based entertainment. BICAS-type
software agents have been used in computer
games (Maes, 1995; Cliff and Grand, 1999)
and in the animation of computer-generated
characters for Hollywood movies. The
Boids algorithm was used to animate stam-
peding herds of animals in Disney’s cartoon
feature The Lion King (Reynolds, 1987). In
recent years, global revenues from com-
puter games have consistently exceeded
revenues from Hollywood movies. The pro-
duction costs of main title computer games
now routinely match those of medium-
budget movies. A recent huge commercial
success involving application of simulated
human agents in a computer-game is the
Sims series of games produced by Maxis
(http://thesims.ea.com/). In these games,
users create human-like agents, design their
home and then guide their relationships and
careers. We can also class as entertainment
applications of BICAS more abstract com-
puter games, such as the perennially popu-
lar SimCity series, also produced by Maxis,
in which the player takes the role of town

planner and mayor for an abstract simula-
tion of a city.

In a style similar to these models devel-
oped for entertainment, commercial scien-
tific modelling of real-world systems has
recently turned to the techniques of
autonomous software agents for the predic-
tive simulation of real-world events or sce-
narios. Examples include training police
strategists in the prevention, containment
and control of crowds of rioters; or using
demographic data and spatial geographic
information models to predict the effects on
revenue stream of relocating a factory or
choosing a specific site for a new superstore.
Prominent commercial companies in this
space include GMAP (http://www.gmap.
co.uk) in the UK, and the Bios Group
(http://www.biosgroup.com) in the United
States. Both offer, at various levels of
abstraction, agent-based models of humans
interacting in some space that represents a
real-world geography or corporate organ-
ization. Their models can be used in man-
agement planning and training applications.
Again, in such simulations, the small-scale
interactions compound to give large-scale
overall activity that is not readily predictable
in advance.

However, not all software autonomous
agents are designed to interact with a simu-
lated environment that is intended to repre-
sent some real-world situation, or a
realistically plausible but imaginary world,
as is more often used in entertainment
applications. Many researchers have stud-
ied the development of autonomous soft-
ware agents intended to coordinate their
perception and action in environments that
are abstract ‘cyber-spaces,’ typically formed
from a number of dynamic data-streams.

Auction Agents

One potential application is for individ-
ual ‘personalizable’ software agents that a
user instructs to do their business on e-com-
merce sites such as online exchanges or auc-
tions, simultaneously monitoring the bids
and offers in multiple auctions so as to 
get the best deal; or possibly also so as to
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arbitrage across those auctions. Such an
agent could be simultaneously active in tens
or hundreds of different auctions, where
those auctions do not necessarily all operate
according to the same rules and protocols.
Byde, Priest and Jennings (2002) recently
explored this application area, albeit not
using BICAS techniques.

For several years, academic researchers
have developed software agents for
autonomous automated trading on the
international financial markets. However,
the take-up of such technology for live
applications by investment banks and finan-
cial exchanges appears to be very poor.

Solid data on successfully fielded appli-
cations in financial trading are notoriously
sparse. The developer of any consistently
profitable automated-trading method,
agent-based or otherwise, has a manifest
vested interest in keeping very quiet about
that success, at least until they have banked
enough money to retire comfortably. For
reviews of BICAS-oriented approaches to
the engineering design of trading agents,
see Cliff and Bruten (1999) and Tesfatsion
(2002).

Prominent international research groups
with a strong interest in artificial autonomous
agents for business and e-commerce 
include academic groups at the MIT Media
Lab and at Michigan University in the
United States, at Liverpool and Southampton
Universities in the UK, at major industrial
research labs such as IBM in New York
State, and Hewlett-Packard Labs in 
Bristol, UK, along with smaller commercial
enterprises such as Frictionless Commerce
(http://www.frictionless.com) in the United
States and LostWax (http://www.lostwax.
com) in the UK. It is worth noting that in
many of these groups the desire for raw
profit typically takes much higher prece-
dence than considerations of biological
verisimilitude.

It has long been known from studies in
experimental economics (e.g. Smith, 1962)
that when groups of human traders come
together in an appropriate free-market 
environment, the transaction prices in the

market can rapidly and reliably converge on
the market’s theoretical equilibrium price.
This is the price at which the quantity sup-
plied by the population of sellers best
matches the quantity demanded by the pop-
ulation of buyers, and so represents an opti-
mal allocation of those scarce resources that
are supplied by the sellers and that are
demanded by the buyers. This view of real-
world free-market economies as resource
allocation mechanisms is appealing because
they are typically asynchronous and decen-
tralized. In particular, they do not require a
centralized auctioneer to orchestrate pro-
ceedings. Hence, they offer another
metaphor from the natural world that can
influence the engineering design of distrib-
uted and decentralized systems where some
population of consumers demands scarce
resources. For instance, in a networked com-
puter facility, the scarce resources demanded
by users are likely to include processor time,
disk space and network bandwidth. 

If autonomous software agents are
attached to each network resource, acting as
sellers of the resource, and if autonomous
software agents are also associated with
each user’s request for a job to be processed,
then the agents can negotiate prices by, for
instance, engaging in an auction. The intent
is that at times of high demand the price of
some of the facility’s resources will rise,
making them less attractive to some users.
They then hold off from consuming those
resources until demand falls and the price
comes down. 

This dynamic and decentralized market-
based approach to computer load-balancing
is one instance of a new approach to robustly
solving dynamic resource-allocation prob-
lems, an approach known as market-based
control (MBC). Much of the groundwork for
MBC was laid in the collection of papers
edited by Huberman (1988), who pioneered
MBC approaches while a researcher at
Xerox PARC. More recently, Clearwater’s
(1996) collection includes accounts of a
number of successful MBC systems, includ-
ing distributed computer system load-
balancing, industrial job-shop scheduling
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and management of office-block air-
conditioning. 

Research groups with significant activities
or investment in MBC include Southampton
University and Hewlett-Packard Labs Bristol
in the UK, and groups at the University of
Michigan, University of Southern California,
IBM T.J. Watson Research Labs, and
Hewlett-Packard Labs Palo Alto in the
United States.

5.3 Biological Metaphors in Research

Experience so far indicates that for any
artificial autonomous agent, robotic or vir-
tual, parallel distributed processing archi-
tectures, such as artificial neural networks,
offer many advantages over centralized
sequential control programs. Experience
also demonstrates that purely manual
design of such processing architectures is
extremely difficult.

Traditional engineering design method-
ologies are not well-suited to creating 
asynchronous distributed networks of pro-
cessors intended to operate without central
control. Thus, automated adaptation tech-
niques, both within the lifetime of an agent
and also over successive evolving genera-
tions of agents, remain the most promising
approach to creating processing architec-
tures. For this reason, biological metaphors
such as adaptive artificial neural networks,
and evolutionary computation techniques
such as genetic algorithms, are likely to
remain strong influences in future BICAS
research.

As the number of individual processing
units – for example, artificial neurons, or
behaviour-generating modules – in an agent
increases, it becomes more difficult to spec-
ify an appropriate connectivity between the
components in advance, and also to recon-
figure the connectivity to account for com-
ponent failure or malfunction. For this
reason, ideas from developmental biology
could become more influential, as artificial
autonomous agents undergo some kind of
embryological morphogenesis, with the pro-
cessing architectures initialized by ‘seeding’

and then growing and self-organizing. The
Amorphous Computing team at MIT pro-
duced a review of their pioneering work in
this area (Abelson et al., 2001).

5.4 Key Research Questions

A number of technical challenges cur-
rently limit the full exploitation of the BICAS
approach in autonomous agent research.
One pressing question concerns how an
autonomous agent can generate novel
behaviours through learning, and integrate
these with its functioning set of behaviours
and strategic objectives. Specifically, this
involves enabling the development of archi-
tectures, control functions, interface
approaches and, for robots, physical mecha-
nisms that allow modules to dynamically
and automatically reconfigure themselves. 

Early claims that it would be easy to
extend layered behavioural architectures
have proven difficult to substantiate in prac-
tice. A further issue within collective robot-
ics and multi-agent systems is the challenge
of striking the right balance between indi-
vidual robot, or agent, capability and inter-
agent cooperation.

The use of evolutionary optimization
techniques such as genetic algorithms (GAs)
in the semi-automated design of autonomous
agent architectures requires a space of possi-
ble designs to be defined. This definition is
often made implicitly, via the specification
of how the ‘agent genotype’ genetic encod-
ings operated on by the GA are interpreted
as agent phenotypes in the evaluation of 
the genotype’s ‘fitness’ value.

Research has demonstrated many suc-
cessful applications of GAs in the design of
autonomous agents both in robotics and
software. However, the design of appropri-
ate genetic encodings, and their associated
mappings onto agent phenotypes via a mor-
phogenesis process, and also of productive
fitness evaluation functions, remains an ad
hoc art, rather than an operationalized engi-
neering discipline. This has long been recog-
nized by practitioners of GA agents, but no
clear solutions are in sight.

54 2 LARGE-SCALE, SMALL-SCALE SYSTEMS

P088566-Ch02.qxd  7/11/05  6:22 PM  Page 54



Recent developments in neuroscience have
identified the presence of gaseous neuro-
transmitters, nitric oxide in particular, that
operate in addition to the long-known direct
neurotransmitter and electrical synaptic sig-
nalling mechanisms. This discovery indi-
cates that neurons may be capable of
signalling in a ‘diffuse’ manner, by release of
gases to nearby neurons (Elphick et al., 1995,
1996).

One of the first artificial neural network
models that interacted with an associated
computational biochemistry was described
by Grand, Cliff and Malhotra (1997) and
Grand and Cliff (1998). There, though, the
interaction was closer in spirit to the way in
which hormones may grossly modulate
neural activity.

Recent research in artificial neural net-
works that incorporate models of gaseous
neuro-modulation, in addition to direct con-
nections between the neurons, includes
work that offers some intriguing insights
(Phillippides et al., 2000; Husbands et al.,
2001). Nevertheless, the full computational
and engineering implications of diffuse neu-
rotransmission, possibly also with interac-
tions from an artificial endocrine system,
remain to be further explored in artificial
autonomous agents.

One final issue that is starting to cause
concern among practitioners and sympa-
thetic observers of research in BICAS
autonomous agents is the relatively slow
rate of increase in the desired or intended
cognitive complexity of the autonomous
agents studied, whether GA-evolved or
hand-designed. It is now over 15 years since
Brooks’s papers established the field of bio-
logically inspired behaviour-based systems.
It is becoming harder to use the excuse that
this is a relatively new approach to explain
why it has failed to tackle problems that 
are more cognitively challenging than 
navigating an environment while avoiding
collisions. 

The fear is that the BICAS approach is
reaching an impasse similar to that which
occurred in traditional logic-based top-
down AI around the time that Brooks wrote

his seminal papers. One response to this is
that it is a fear based on impatience and
ignorance, symptomatic of failing to appre-
ciate the inherent difficulty of creating artifi-
cial systems that can attain the cognitive
complexity needed for even simple,
restricted, task domains and environments.
The counter to this response is that it is
exactly the excuse made by practitioners of
logic-based top-down AI.

The problem is perhaps most acute in
academic research in behaviour-based
robotics in the UK. Severely limited budg-
ets, in comparison to labs in the United
States, often force researchers to do as much
as possible with little expenditure on robot
hardware. As a result, the replacement cycle
for robot hardware is much longer in the UK
than in better-funded labs elsewhere. This
may force researchers to employ robot plat-
forms that are ill-suited to, or simply inca-
pable of, studying behaviours that are more
cognitively complex. Support for this
hypothesis comes from the observation that
the teams most actively trying to accelerate
the cognitive complexity of tasks studied
within BICAS-agent research use abstract
idealized simulation studies (Beer, 1996;
Slocum et al., 2000), despite being in the
United States and having previously
worked with advanced robotic hardware.

Finally, it is worth noting that two UK ini-
tiatives could potentially complement the
Foresight Cognitive Systems Project, partic-
ularly with respect to the BICAS topics
addressed here.

First, in November 2002 the UK
Computing Research Committee (UKCRC),
a body funded by the IEE and the British
Computer Society (BCS), held a two-day
workshop to explore the possibility of for-
mulating ‘grand challenge’ research agen-
das for computer science. The challenges are
intended to be similar in spirit to the Hilbert
problems in mathematics or to President
Kennedy’s succinct mission-statement for
the Apollo Moon-shot programme. From
109 outline submissions, the UKCRC has
formulated seven grand-challenge propos-
als. In many cases these proposals subsume
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a large number of the outline submissions.
Two of these seven are manifestly relevant
to BICAS approaches. The first, ‘In Vivo – 
In Silico,’ intends to explore high-fidelity
reactive computational modelling of develop-
ment and behaviour in plants and animals.
The second, ‘The Architecture of Brain and
Mind,’ aims to develop integrated computa-
tional accounts of low-level neuronal brain
processes and high-level cognitive behav-
iours. The UKCRC Grand Challenge website
has further detail of these proposals: http://
umbriel.dcs.gla.ac.uk/NeSC/general/esi/
events/Grand_Challenges.

Second, at the time of writing, a proposed
UK National Centre for the study of com-
plex IT systems is in the early stages of plan-
ning. Significant funding has been agreed in
principle from the Engineering and Physical
Sciences Research Council (EPSRC), the
Department of Trade and Industry (DTI)
and the Information Age Partnership (IAP),
a consortium of UK-based IT industries.
Research on incorporating BICAS approaches
within future IT systems will probably be on
the agenda for this centre.

5.5 Five-year View

5.5.1 Autonomous Robots
The next generation of Mars rovers will

incorporate highly flexible planning and
reactive control architectures, thereby
increasing their autonomy. This will require
integrating the full range of recent advances
in behavioural vision systems, behaviour
management and reasoning.

Compact and high power parallel com-
puting systems, such as those discussed in
sections 3 and 4, will enable onboard strate-
gic task reasoning and long-term planning
and coordination. Parallel work on high-res-
olution sensing systems, for example, high
accuracy GPS, and ultra-wide-band radio
sensors, enable precision navigation and the
co-ordination of many robots. Novel drive
mechanisms, such as PZT actuators, enable
very small mobile robots, (http://www.
darpa.mil/mto/drobotics). Military require-
ments for covert remote surveillance 

produces autonomous units smaller than 10
centimetres that can operate in coordinated
teams. Detailed biological neuro-behav-
ioural patterns are mapped into basic
robotic systems.

Next generation AIBO-style home enter-
tainment robots will become commodity
items as costs fall and functionality increases
to include home monitoring, child care 
and networked integration with personal
computers and media systems.

5.5.2 Autonomous Software Agents
Entertainment applications:

● ‘Live’ but entirely computer-generated
versions of some sports become available
over Internet broadband and/or broad-
cast TV and/or on mobile phones, where
the participants in the sports – e.g. soccer
players, race-horses, car drivers, or robot
warriors – are synthetic agents, possibly
with BICAS architectures. These agents
are trained and/or bred, evolved, by
individual users/players/viewers, or
networked syndicates of users/play-
ers/viewers, on desktop PCs. The fund-
ing model is based on income from:
online gambling; provision of cheap
‘filler’ content to TV broadcasters; and
advertising hoardings on the virtual
trackside. A clear precursor to this 
development is the iRace virtual horse-
racing system planned as a joint venture
by Telewest and VIS Entertainment, to 
be broadcast on Sky Digital (http://
www.irace.com).

Engineering applications: 

● Stable market-based control systems,
populated entirely by artificial agents,
used for resource allocation in clustered
computer facilities and perhaps also in
national Grid computer networks.

● Small-scale live trials of online interna-
tional financial markets populated, at
point of execution, entirely by artificial
autonomous trader-agents, operated by
smaller ‘boutique’ exchanges in major
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financial centres such as London and
New York.

● Federated networks of warehoused cen-
tral computing facilities housing tens of
thousands of server machines, all con-
nected on an ultra-high-bandwidth net-
work, providing what IBM refers to as
‘computing on demand’ and Hewlett-
Packard as ‘utility data centres’ come on-
stream. They use BICAS techniques to
provide ‘autonomic’ or ‘adaptive infra-
structure’ self-healing resilience to load
fluctuations, component failures, and
attack by computer viruses and worms;
possibly with market-based control for
load-balancing and thermal resource
management.

Scientific applications:

● First genuinely predictive computer-
simulation model of a simple inverte-
brate, perhaps C. elegans, less possibly D.
melanogaste (but see Hamahashi and
Kitano, 1998), allowing accurate studies
in silico of morphogenesis and develop-
ment processes, and lifetime adaptation/
habituation.

5.6 Twenty-year View

5.6.1 Autonomous Robots

The goal: 

● Cost reductions bring advanced socially
aware robots into commercial and
domestic environments. 

● Human–robot interaction is smoothly
integrated at a verbal and social level,
possibly using implants for direct control
from a human user’s nervous system in
assistive and prosthetic applications. 

● Robots operate in large numbers in haz-
ardous environments and where there
are labour shortages. 

● Robotic healthcare nurses are a premier
application, as they can lift and move
patients around a hospital or home, and
advise medical staff of the patient’s con-
dition from pervasive bio-sensors and
provide access to online sources of 

medical knowledge. Some routine
surgery – e.g. appendectomies, or eye-
cataract operations – is also performed
by autonomous robots.

● Low cost versions provide domestic
health care to the elderly and disabled.

● Robotic classroom assistants become
available for interactive teaching and
remedial therapies.

● Cooperative teams of autonomous robots
provide real-time surveillance and inter-
vention in battlefields and emergency
situations; and are used in the manufac-
ture and assembly of complex machines
such as combat aircraft.

5.6.2 Autonomous Software Agents
Entertainment: 

● Real-time semi-improvised interactive
movies, or, more likely, soap operas, with
emotionally and cognitively plausible
synthetic actors, ‘synthespians’, become
common in domestic computer enter-
tainment, blurring the distinction between
a movie and a computer game.

Engineering:

● Silicon is possibly no longer the 
dominant substrate for engineered com-
puting devices, as methods for reliable
computation in genetically engineered
organic substrates mature. However,
quantum computation technique threat-
ens the future of this bio-computation
revolution.

● Nano-scale computing devices linked to
microelectromechanical systems (MEMS)
can be mass-produced at a unit cost so
close to zero that MIT’s late-twentieth-
century vision of amorphous computing
becomes common.

● Notion is widespread of computer 
systems being composed of many 
thousands of connected processors, 
collectively having their own ‘immune
system’. 

● International financial markets are 
populated entirely by artificial trader
agents.
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Science: 

● First full predictive computer simulation,
or robotic, model of a simple vertebrate,
e.g. an anuran (Arbib, 1987, 2003).

6 CONCLUSIONS

In this chapter we have considered three
domains that relate to:

● How an understanding of the global
behaviour of a system is related not only to
it constituent elements but also the inher-
ent interactions between these elements.

● How, with this understanding, we can
derive methods and frameworks that will
allow the design, development and con-
trol of large-scale distributed systems and
groups of agents where the control exists
at the local level – that is, it is distributed –
while the behaviour of the overall system
is predictable and controllable.

The domains we have considered relate
to three application areas:

● Circuit-level computation, the produc-
tion of tightly coupled ultra-massive par-
allel processors (UMPP).

● Distributed and networked computing
and the design and control of the dynam-
ics of loosely coupled networked com-
puter systems such as may be produced
by the Grid.

● Artificial autonomous agents, the design
and control of both software and robotic
agents and their environments.

These areas depend on the ability of the
agents and system elements to adapt to stim-
uli and environmental change, to produce
the desired overall behaviour of the agent
collective or system. This ability to adapt
offers many properties that are desirable in
current computational systems such as the
ability to: self-organize and to cooperate, to
make the best of limited resources or to over-
come some adversary, such as a software
virus; to self-repair and maintain to overcome
damage, component failure; and to improve

functionality. These are similar to the pub-
lished requirements of IBM’s Autonomic
Computing programme, and to aspects of
Hewlett-Packard’s vision of an Adaptive
Infrastructure for IT systems.

In all the domains we described, there is
progress on a broad front. Specifically in: 

● derivation of a theoretical understanding
of these systems

● experimental testing of ideas mostly
inspired from biology but also from other
areas of science and social science

● the practical implementation and demon-
stration of these ideas.

Although we have identified a number of
key questions for each domain, three com-
mon issues emerge. These are:

● To build upon existing theoretical work
and produce a coherent theory that will
underpin complex adaptive biological
systems. The advent of a theoretical
understanding revolutionized the area of
artificial neural networks.

● To build on existing methods to produce
robust learning or evolution methods
that are able to adapt these systems to
their environments.

● To extend the practical application of
these ideas. This will demonstrate the
practicality of this bottom-up approach
in new domains, breaking down barriers
to their use and facilitating integration
into existing systems.
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8 APPENDIX: KEY QUESTIONS

Cognitive Issue 5-year horizon 20-year horizon
function

Circuits and Dynamics Understanding of the A general acceptance 
systems relationship between of these issues into 

dynamics in the brain and mainstream computer 
in computer systems systems design. 

Self-organization Understanding of how Systems in everyday 
computer systems may use that exploit these 
self-organize to be robust properties
to failure, adapt to other 
functions etc.

Synchronization Better theoretical -
understanding of how 
neural-like computer 
systems are able to operate 
without a clock

Processing speed Better understanding of how 
new computers can use slow 
processing elements yet 
compute faster than we do now.

Timing Merging of ideas between 
cognitive science and computer 
science on how we are able to 
achieve real time behaviour -

Robustness Theoretical understanding of 
how computer science may 
exploit the brain’s methods for 
more robust systems

Information New ideas on how computer 
representation in systems may exploit biological 
transmission communication methods to 

achieve more effective operation
Construction and Acceptance that neuromorphic 
microcircuitry and neural inspired systems can 

benefit the design of new 
computer systems

Distributed Complexity Derivation of a theoretical basis 
computing for real large-scale distributed 
systems systems

Learning Derivation of reinforcement Extensive use of 
learning methods for the multi-agent machine 
developing strategies for learning methods for 
multi-agent systems the development of 

desired behaviours in 
large-scale systems 

(Continued )
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64 2 LARGE-SCALE, SMALL-SCALE SYSTEMS

Cognitive Issue 5-year horizon 20-year horizon
function

Bottom-up Construction of framework Integration of a robust 
system design for the development of bottom-up design 

bottom-up derived large-scale philosophy for 
systems large-scale distributed 

systems
Behaviour Derivation of a theoretical basis Development of a 

to explain the emergent framework for the 
behaviours in large-scale integration of human 
systems. This must allow for and automated 
the presence of non-rational decision makers in 
agents within the system large-scale distributed 

systems
Use of emergence Development of useful Understanding of 
in systems structures that make use of what classes of 

system’s emergent properties behaviour may be 
derived by exploiting 
the emergent 
properties of a system

Coping with Derivation of systems that 
uncertainty work with uncertainty and 

limited communications
Behaviour- Learning Development of learning The ability to learn 
based methods for individual agents complex social and 
systems that allow the production of situational responses 

global properties for the over broad time scales
whole system

Architectures What architectures, control, The development of 
data and communication an autonomic network 
facilitate the derivation of approach to multi-
multi-agent systems agent architectures.

Utility of Understanding of when and Role-based autonomic 
multi-agent how advantage can be gained adaptation of 
system from the use of a multi-agent multi-agent system 

system in comparison to a utility responses
single-agent system. Such a 
study would consider not only 
the theoretical advantage but 
also the relative computational 
and implementation costs of 
the different approaches

(Continued )
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S E C T I O N

2

Cognitive Systems in Touch 
with the World

Natural and artificial cognitive systems have to sense and respond to their environment.

Section Contents

Representation
Sensory Processing
Speech and Language
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The human brain continuously processes
data from the five senses: sight, hearing, smell,
touch and taste. In the chapter on sensory
processing (Chapter 4), Lionel Tarassenko
and Mike Denham review the progress 
made in the past 20 years in the design of 
artificial cognitive systems that can process
data from the first three of these senses. Most
of their chapter describes the achievements 
of the traditional engineering or ‘IT-centric’
approach. This relies on building mathemat-
ical models of artificial sensory systems that
lay no claim to biological plausibility or rele-
vance. This approach has reaped real divi-
dends when applied to object recognition,
visual tracking or speaker-independent con-
tinuous speech recognition, for example.

These examples illustrate a fundamental
paradox frequently encountered during the
Foresight Cognitive Systems Project: the
capabilities of artificial cognitive systems
designed using the engineering approach still
fall well short of those of natural systems. Yet
artificial systems designed using the prin-
ciples of biology (biomimetic systems) are
mostly inferior to those based purely on the
engineering approach. This is in part due to
the lacunae in our neurobiological account.

Although we have developed a reason-
ably good understanding of lower-level
processes in the human brain, for example,
the processing of sounds by the cochlea, it is

much harder to interpret what is happening
at a higher level. How does the brain under-
stand the meaning of a word? In their chap-
ter on representation (Chapter 3), Vincent
Walsh and Simon Laughlin address what
happens at the different levels. They note
that at the lower level, ‘early processing’, dif-
ferent senses employ common mechanisms.
Visual, auditory and somatosensory cortex
all contain fine spatial resolution maps with
repeated small units. At the ‘higher’ levels of
cortical organization, the units of organiza-
tion change in functional complexity but the
basic organization is preserved.

The original thesis that sensory represen-
tation can be understood as a feedforward
or constructive process in which the details
of the external world build up from simple
features to more complex representations
now needs to be modified as a result of the
realization that we sense in order to act. The
feedforward view is inadequate as it does
not take into account knowledge acquired
in recent physiological and perceptual stud-
ies about feedback mechanisms.

One of the key issues discussed by Walsh
and Laughlin is that of cross-modal integra-
tion. Recent evidence from functional imaging
studies of normal adults indicates that the
senses do not interact solely within brain
sites such as the superior colliculus, which
receives inputs from more than one sensory
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modality, but that they can also produce
multimodal effects upon areas traditionally
considered as unimodal. For example, the
response in the visual cortex to a light can be
boosted by concurrent touch at the same
location in external space.

The same issue of cross-modal integration
features prominently in the chapter on sens-
ory processing written from a physical sci-
entists’ perspective. Here it goes under the
name of ‘sensor fusion’ and is defined as the
‘merger of multiple measurements of sets of
parameters to form a single representation’.
The engineering approach to sensor fusion,
based on probabilistic techniques such as
Kalman filtering or sequential Monte Carlo
methods has been very successful but there
remain many open questions, especially when
dealing with fully distributed, as opposed to
centralized, systems.

Walsh and Laughlin make the further
point, with examples from invertebrate ani-
mals ranging from the nematode worm to
the fruit fly, that the study of non-mammalian
species offers many advantages. With
smaller numbers of identifiable neurons, it 
is much easier to map the circuits, and to
observe the transformation of signals in 
neurons. We can then relate the resulting pro-
cessing of information to the generation of
behaviour.

In their chapter, Tarassenko and Denham
review the state of the art in computer vision
(‘sight’), automatic speech recognition
(‘hearing’) and electronic noses (‘smell’).
Even if biomimetic sensory processing sys-
tems do not yet attain the performance levels
of their IT-centric counterparts, biology has
often provided the inspiration, if nothing
else, for the design of the latter. The develop-
ment of edge detectors in image processing,
for example, was largely based on similar
pre-processors found in the visual systems
of animals. A more fundamental inspiration,
however, is the existence proof; without the
evidence that the human brain can form a 3D
representation of the world from its visual
sensors, it is doubtful that researchers in 
artificial cognitive systems would have
attempted to do the same.

Animals from ants to humans can home in
on an unseen object, even if they have moved
since they last observed the object. In order to
home in on a remembered object, the brain
must associate a representation of its 3D pos-
ition with the object and update this repre-
sentation as the head and body move. We 
do not have a complete model of how this 
is achieved, even in insects, and certainly 
not in humans. On the other hand, we have
recently seen great advances in the design of
artificial systems which can emulate this abil-
ity and the interaction between computer sci-
entists and neuroscientists working in vision
is becoming more productive all the time.

Natural dialogue is the leitmotiv for
researchers working on speech and lan-
guage. The chapter with this title (Chapter 5),
written by William Marslen-Wilson, argues
that the ability to communicate with natural
(human) cognitive systems should be a desir-
able feature of all artificial cognitive systems.
Such a goal is driving researchers in the field
of automatic speech recognition to examine
recent advances in our knowledge of neuro-
biology, as the best of today’s automatic
speech recognition systems still struggle to
handle continuous spontaneous speech
where language is used in its natural context.

There are strong echoes of the chapter on
representation in Marslen-Wilson’s review
of the latest developments in the cognitive
neuroscience account of speech and lan-
guage. He notes that the field of linguistics
has generated a wealth of hypotheses about
representations and processes at all levels,
ranging from views on the nature of phono-
logical representation and how they are
accessed from the speech stream, to specula-
tion about the organization of the mental
lexicon and about the nature and represen-
tation of linguistic and conceptual meaning.

Sometimes, the hypotheses are in conflict
with each other. Nowhere is this better illus-
trated than in the argument about the nature
of the functional system which relates the
auditory information to the stored know-
ledge of words in the language. Here is one
of the key battlegrounds between trad-
itional symbolic artificial intelligence (AI)
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and connectionism (sometimes also known
as parallel distributed processing). The pro-
ponents of the former see the form and
meaning associated with a given word as
being represented in terms of labelled sym-
bolic nodes. Connectionists, on the other
hand, consider that the mapping from form
to content emerges as a function of the
learned pattern of connections among the
elementary units in a multi-layer neural net-
work. Marslen-Wilson’s view is that addi-
tional constraints are needed to converge on
a unique scientific account.

Here again, recent advances in non-inva-
sive imaging may help to provide some of
these constraints, as the results from these
techniques begin to allow us to build a pic-
ture of the neural and functional organiza-
tion of the human auditory cortex. One
fascinating clue provided by a very recent
fMRI study is the evidence for multiple pro-
cessing streams, emerging in parallel from
primary auditory cortex and from surround-
ing areas specialized for the processing of
complex auditory inputs such as speech.

Marslen-Wilson ends with a list of open
questions facing researchers in the field of
speech and language. In some areas, there
will be significant progress only if neuro-
scientists, psychologists, physical scientists
and computer scientists join forces. One aim
of this book is to promote such multidis-
ciplinary research. The benefits of such an
approach in the context of speech and lan-
guage might be:

● greater scientific understanding of
human cognition and communication

● significant advances in noise-robust
speech recognition, understanding and
generation technology

● dialogue systems that can adapt to their
users and learn on-line

● improved treatment and rehabilitation of
disorders in language function, includ-
ing novel language prostheses.

It is clear from this list, and again it is a
generic theme in this book, that the benefits
will be spread across both the life sciences
and physical sciences.
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In this chapter we highlight develop-
ments at the centre of research in sensory
and cognitive processing in the biological
and cognitive sciences. Our aim is to alert
those working in the computational and
engineering sciences to aspects of sensory
representation that could be most relevant
to developing artificial systems. To this 
end, we emphasize research and theoretical
approaches that have yet to reach the text-
book canon in the cognitive sciences. Physical
scientists interested in modelling the senses
tend already to be au fait with research on, for
example, depth perception, object recognition

and colour segmentation. We perceive a
need for greater integration in the domains
of the development of sensory represen-
tations, the response of neural systems to
damage, the integration of information from
more than one sense and the transformation
of sensory inputs to representations useful
for action. We also emphasize developments
in understanding so-called simple systems,
such as the fly brain and the vertebrate
retina. It is here that tractable proposals for
applications may emerge first, followed by 
a convergence of computation and cogni-
tion. Further, considering ‘simple systems’
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introduces constraints on modelling – in
particular, a detailed knowledge of neural
circuitry – that are not present when consider-
ing pure cognitive factors.

1 INTRODUCTION: THEORIES
AND APPROACHES

In the domain of sensory representation,
the disciplines of sensory and cognitive neuro-
science have amassed what appears to be a
great deal of knowledge. Detailed maps of
visual, auditory and somatosensory regions
of cortex exist for several species. The simi-
larities between these maps suggest that 
the different senses employ common mech-
anisms. For example, the primary visual cor-
tex contains a detailed retinotopic spatial
map of the visual scene. To some degree there
is selection for visual attributes in subregions
of the visual cortex and the maps are iterative
– i.e., based on small units of organization
such as orientation – or direction-selective
columns. Other primary sensory maps also
exhibit these principles of organization.
Auditory and somatosensory cortex both
contain fine spatial resolution maps with
repeated small units.

At other levels of cortical organization,
sometimes called ‘higher’ levels, a problem
we address below, the basic units of organiza-
tion change in apparent functional complex-
ity but the basic organization is preserved.
For example, in extrastriate regions of cortex,
the receptive fields of cells are larger, but still
preserve retinotopic mapping and columnar
architectures. At these and later levels, strict
retinotopy does break down, but there is still
some degree of organization by eccentricity.

The responses of cells in these regions,
however, tend to be driven by more complex
stimuli – specific shapes, faces etc. – than the
responses of primary sensory cells. This
forms the basis of what characterizes the
dominant approach to understanding sens-
ory processes. We can characterize this, at
only a small risk of caricature, as follows:

Sensory representation and signal pro-
cessing can be understood as a feed 

forward or constructive process in which
the details of the external world build up
from simple features to more complex
representations.

The principles of these constructive
processes are likely to be similar across dif-
ferent modalities and it is thus sufficient to
study a single sense in detail.

It has to be said that this approach has
been immensely successful, as any of the lit-
eratures on vision, audition, tactile process-
ing etc. attest. Scientists in the UK have been
at the forefront of many of the most import-
ant advances. Yet many of the fundamental
questions that are the spur for this research
remain unanswered.

We sense in order to act. The global ques-
tion is, how do the sensory systems provide
an output for action? This poses several
challenges for traditional approaches.

First, the output of sensory systems is not
just a description of the sensory scene that
corresponds to our experience of the scene.
It is a description of the scene that is useful
for action or prediction. Adding purpose to
the intended outcome of signal processing
raises many questions: Are objects of grasp-
able size given primacy? If action is based
on more than one sensory cue, do the senses
cooperate or compete? If either, under what
conditions? How does experience change
the representation of the environment? Are
the same brain regions involved in parsing a
scene when one is naïve to the scene or task
also involved when one is familiar with the
scene or trained on the task? How do the
consequences of the action affect signal 
processing?

The feed forward view is now clearly
inadequate. There are many examples of
critical feedback influences both from physio-
logical and perceptual studies and several
studies under the umbrella of attention. Key
advances in recent years make these ques-
tions tractable. Some of the advances have
come from studying sensory processing and
cognition in humans or other mammals,
others have relied on the study of smaller
systems, such as insects and electric fish.
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1.1 What are Neural Representations
and Why are they Relevant to
New Technology?

1.1.1 The Nature of Representation
For every unique percept, action and

memory there should be a unique state of
the brain. This state represents the informa-
tion required to specify and generate these
situations and events. The representation
exists at a number of levels, from the pat-
terns of activation of signalling molecules
observed by molecular neurobiologists, to
the patterns of activation of brain regions
observed in functional imaging. No matter
what its level, the representation could in
principle take any one of a very large num-
ber of forms. This is because to discharge its
function it need fulfil only two basic
requirements, namely:

● The representation is unique and specific
to events.

● The representation performs the tasks
associated with these events.

1.1.2 What Factors Determine
Representations and Why are these
Factors Technologically Relevant?

A nervous system is made up of a large
number of richly connected components
(nerve cells � neurons). This rich connectiv-
ity of neurons offers many ways of mapping
inputs onto outputs that specify events and
actions. However, evolution has moulded
the representations used by nervous sys-
tems through necessity, opportunity and
efficiency. These three requirements draw
the structure of neural processing closer to
technology.

1.1.3 Necessity is What Brains have to do
The brain has evolved to collect informa-

tion, process and store this information, and
use the information to produce an output
that increases, and perhaps even maximizes,
the probability of a favourable outcome for
the parent organism. Causal relationships –
especially physical laws and a priori know-
ledge of what is to be expected in the normal

environment – determine the information
that has to be used for a given task, and 
the way it must be used. In other words, the
nature of the real-world task defines the
minimum set of measurements and oper-
ations required to execute that task to given
specifications of speed, accuracy, cost etc.

As we shall see, the study of nervous sys-
tems suggests a variety of technologically rele-
vant solutions to the problems of gathering,
processing and outputting the information
required for sensing, evaluation, control,
decision-making, navigation and coordin-
ation. As technology advances, the number
and range of these shared problems will
increase: nervous systems will make increas-
ing contributions to the development of
quicker, cheaper and more intelligent uses of
information.

1.1.4 Opportunity
Any application of technology is deter-

mined by the range of available devices.
New devices create opportunities to
improve design and expand capabilities. The
opportunities offered by nerve cells differ
from those offered by current information
processing technologies. Nerve cells use sig-
nalling molecules – usually large protein
molecules anchored in membranes, or freely
diffusing low molecular weight messengers –
to transmit and process chemical and elec-
trical signals. Compared with electronic
devices, nerve cells are slow (usually �1 kHz
cf. �3 GHz in the Pentium 4 processors),
unreliable (signal-to-noise ratio of �50:1)
and weak (dynamic response range 0.15 V).
However, nerve cells are flexible and adapt-
able. They make their own connections and
assemble specific groups of signalling mol-
ecules at specific places at specific times to
process and transmit information. More
importantly, nerve cells can adapt their con-
nections and molecular configurations in
response to specific patterns of input and in
response to the previous signalling history.

The nerve cell is, therefore, a versatile 
and adaptable self-assembling component
with a rich and highly elastic repertoire of
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computational primitives. We can be pretty
certain that nervous systems have exploited
the versatility of nerve cells to process large
quantities of information reliably enough to
solve the many problems of inference and
control that confront an animal. Thus, as
suggested by von Neumann, the nervous
system may well lead us to new methods for
computation that depend more upon correl-
ations and relationships than upon numer-
ical accuracy.

1.1.5 Efficiency
Natural selection favours individuals

who make better use of finite resources.
Thus evolution promotes efficiency. We can
see efficiency at three levels:

● the design and organization of devices
that makes best use of available space
and energy

● the efficient coding of information within
the constraints of space and energy

● the efficient use of this information to
produce rapid, reliable and appropriate
outputs.

Thus, design principles gained from study-
ing nervous systems and the behaviour that
they generate are likely to be both effective
and efficient.

2 KEY FINDINGS AND
CONCEPTUAL ADVANCES OF

THE PAST DECADE

There have been many advances over the
past decade, both technical and conceptual.
The technical advances have, to some extent,
generated the headlines, but it is the concep-
tual advances that are the key to further
progress. They have provided several novel
views of sensory processing to present a
new profile for sensory research.

2.1 Protocortex and Rerouting of
Development

The view that common principles under-
lie processing in different sensory domains

receives backing from the theoretical and
anatomical studies supporting the idea of a
unified proto-cortical plan from which all
the primary areas develop (Dennis and
O’Leary, 1989). Recently, a series of experi-
ments by Sur and colleagues, showed that,
in the developing ferret, fibres from the
retina can be rerouted to the medial genicu-
late nucleus (MGN), an auditory structure.
This auditory structure was disconnected
from its inputs and as a consequence was
then innervated by visual fibres. Subse-
quent electrophysiological recordings from
the MGN revealed that the cells in this now
newly wired auditory structure responded
to visual input from the eyes. The next stage
in the auditory pathway, A1, the primary
auditory cortex also responded to visual
inputs.

The organization of the rewired MGN
was a compromise between the normal fate
of the inputs and the normal structure of the
target site. Thus, eye-specific populations of
neurons were segregated in the MGN, but the
size and organization of these elements was
similar to that expected by normal inputs
from the inferior colliculus.

There were other visual-dominated fea-
tures of the now visual MGN. The cells were
organized retinotopically and were mon-
ocular and not orientation-selective. The
newly imposed visual structure extended 
to the auditory cortex (A1). In normal fer-
rets, A1 re-maps the cochlea, along which fre-
quencies are encoded in a single dimension,
but in the rewired animals there was a two-
dimensional retinotopic map of the visual
world: ‘Visual cells in rewired A1 have orien-
tation-tuning, direction tuning and velocity
tuning indices that are indistinguishable
from V1 cells’ (Sur and Leamy, 2001: 258).

This work invites us to consider the
extent to which the behavioural functions of
an area are determined by afferent inputs
during development and/or to intrinsic fea-
tures. In other words, what does a rewired
ferret see/hear? Behavioural studies of the
perceptual abilities of rewired animals have
shown convincingly that a rewired ferret’s
auditory cortex performs visual functions.
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Sur has concluded: ‘Everything the cortex
knows about the external world is con-
tained in the spatiotemporal activity of its
afferents’ (Sur and Leamy, 2001: 260).

2.2 Remnants of Protocortex or 
Real Interactions?

Even allowing for the equal potential of
the sensory areas to develop, the end result is
commonly treated as modular. Visual cortex
is visual, auditory/auditory etc., but there
are several reasons to question this as too
simplified.

Relatively neglected work in the 1980s
had already shown that when a monkey was
responding to the tactile orientation of lines,
neurons in the visual cortex gave orientation-
selective responses (Haenny and Schiller,
1988; Haenny et al., 1988). One interpretation
is that intermodal interactions between
vision and touch convey stimulus-specific
information. More recent work has shown
that interactions between vision and touch or
vision and audition occur as early as V1. An
alternative, but less likely, view is that these
are mere intermodal minglings, vestigial
from earlier stages of development.

The position that the interactions are
meaningful is supported by the work of
Shamma (2001), who has argued that the
algorithms used in vision are but one example
of ‘a unified computational framework [that]
exists for central auditory, visual and other
sensory processing’ (see also Statistics of the
environment, below).

There are, of course, many examples of
two senses being better than one. We per-
ceive speech better if we can see the
speaker’s lips (Risberg and Lubker, 1978).
Our tactile sensitivity is greater if we can see
our fingers, and improved even if one is
about to saccade to the fingers making judge-
ments (Rorden et al., 2002). We can visually
locate an object more accurately if it is also a
source of sound (King, 2002).

There is also good evidence that sev-
eral brain structures are specialized to
receive inputs from more than one sensory
modality – the superior colliculus, the 

intraparietal sulcus and the superior tem-
poral sulcus being key sites. In the superior
colliculus, for example, the superficial layers
devoted to vision are co-registered with the
underlying deeper layers which are con-
cerned with auditory and multisensory
inputs.

Recent evidence of functional imaging
from normal adults indicates that the senses
do not interact solely within ‘multimodal’
brain sites, such as those mentioned above.
The senses can also produce multimodal
effects upon areas traditionally considered
as unimodal. For example, the response to 
a light in the visual cortex can be boosted by
concurrent touch at the same location in
external space.

The most recent convincing demonstra-
tion of integration from early stages of cor-
tical processing comes from Falchier et al.
(2002). They traced projections from audi-
tory cortex and a polysensory area of the
temporal lobe (STP) to the primary visual
cortex (V1). The central few degrees of V1
contain few inputs from auditory cortex but
a non-negligible number (approx 5%) from
the STP. Between 10 and 20 degrees, how-
ever, the auditory cortex contributes projec-
tions which amount to around 10% of the
projections from V5 to V1 and STP contributes
approx 35% on the same scale.

The functional corollary of this is that
multisensory integration that relies on inter-
actions between visual processes in V1 and
information from other modalities will be
enhanced in the peripheral rather than the
central regions of the visual field. Candidate
behaviours are reduced time taken to orient,
decreased sensory thresholds and visual
imagery (Klein et al., 2000).

2.3 Cross-Modal Integration

2.3.1 Competition, Cooperation and
Compensation

The question of interaction between
modalities and brain regions raises the
related question of when these interactions
are cooperative or competitive.
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Competition Rather than Cooperation?

The apparent outcome of sensory pro-
cessing is coherent experience and coordin-
ated action. However, at the level of single
receptive fields, single sensory modules and
the cerebral hemispheres, the outcome does
not reflect the underlying mechanisms. Com- 
petition between stimulus inputs is now
established at every level of analysis.

Desimone and colleagues (see Desimone
1998 for a review) have established stimulus
based competition in the analysis of recep-
tive field profiles of neurons in extrastriate
cortex. Walsh and colleagues have estab-
lished competitive interactions between dif-
ferent visual areas at the same level of the
processing hierarchy. Interactions between
the hemispheres have long been examined.

Compensation

There is evidence that tactile stimuli can
activate the visual cortex of blind people
(Wanet-Defalque et al., 1988; Uhl et al., 1991;
Rauscheker, 1995; Sadato et al., 1996). 
The question is whether this activity has a
function.

We know from physiological studies that
visual cortical areas respond to tactile orien-
tation (Haenny and Schiller, 1988; Haenny 
et al., 1988), but until recently it was not clear
whether visual cortex in human subjects
could be shown to be necessary for tactile
discrimination (Zangaladze et al., 1999). We
now know that under some circumstances
visual cortex is an aid to tactile perception.
One view of reorganization in blind subjects
is as unmasking or strengthening previ-
ously extant connections and responses.

Cohen et al. (1997) established the rele-
vance of visual cortex for Braille reading.
They disrupted occipital cortex processing 
in blind subjects who were given the task of
identifying Braille characters or embossed
Roman letters. Interference, caused by brief
magnetic pulses, called transcranial mag-
netic stimulation (TMS), disrupted tactile
performance in the blind subjects but not in
sighted controls. In this study, stimulation of
the somatosensory cortex did not impair

tactile discrimination performance in blind
subjects. One explanation of this phenome-
non is that the effects of mid-occipital TMS
are related to ‘interference with more com-
plex discriminative operations performed by
occipital cortex in the blind’ (1997: 182). This
leaves open the problem of how to explain
the earlier demonstration of tactile disrup-
tion in blind subjects following stimulation
of somatosensory or motor cortex (Pascual-
Leone and Torres, 1993; Pascual-Leone et al.,
1995) and with the suggestion that the
occipital activity may partly explain the
superior tactile abilities of blind subjects.
Supporting evidence comes from brain
imaging studies in which the visual cortex
of early-blind individuals was active during
auditory localization and also during Braille
reading.

2.4 Learning

Strategies in perception and action change
with increasing practice or experience. We
are familiar with the reports that deficiencies
in one sense are associated with compensa-
tory improvements in another. An examin-
ation of these reports showed that increases
in the areal representations in the somatosen-
sory cortex as a function of the frequency of
using body parts could be established as
functionally relevant or epiphenomenal.

Blind subjects who could read Braille and
sighted subjects who could not were given a
tactile detection task. They received TMS
over sites in the somatosensory cortex where
electrical stimulation of the index finger had
evoked potentials. The subjects experienced
single-pulse TMS, applied 50 ms after the
electrical pulse was delivered to the finger.
TMS over the somatosensory cortex impeded
detection of tactile stimulation over a three-
fold greater area of the scalp in the blind
group. There was also a difference between
the dominant and non-dominant hands 
of the Braille readers. TMS over Braille-
dominant hands disrupted tactile thresholds
over twice as many scalp locations as the
non-dominant hand of the same subjects.
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This experiment might allow one to con-
clude that, in the case of blind Braille readers,
the change in the somatosensory represen-
tation was a consequence of the differential
sensory input between the Braille readers’
fingers and the sighted subjects’, and between
the two hands of the Braille readers. Another
possibility is that the effects of somatosen-
sory TMS were due to an expansion of the
motor cortex due to the repeated finger
movements made in reading Braille.

The plasticity observed in the Braille 
subjects does not mark the end of the reorgan-
ization. Plasticity is not a special case of per-
ception: rather, it is the normal state of the
nervous system. Any reorganization due to
amputation or blindness would be pointless,
if not maladaptive, as in cases of phantom
pain, if the new map could not constantly
change with the demands of behaviour.

Evidence of the plasticity of expanded
representations of motor areas was seen in a
group of blind subjects, all of whom became
blind before the age of 10 and learned to read
Braille before the age of 13 (Pascual-Leone 
et al., 1995). Motor evoked potentials (MEPs)
were recorded from the first dorsal inter-
osseous (FDI) of both hands and the abductor
digiti minimi (ADM), not used for Braille, of
the Braille-dominant hand. The subjects read
Braille for up to six hours a day at work, but
MEP amplitudes diminished markedly after
10 days of vacation without much Braille
activity. Just one week back at work rein-
stated the increased amplitude and the num-
ber of scalp locations from which a TMS
induced MEP could be elicited. Shorter-
term changes in the motor maps were also
observed. The scalp area from which an MEP
could be elicited from the FDI increased in
size and sensitivity during the working day,
but there were no changes on rest days or in
the ADM of the Braille-dominant hand.

2.5 Reverse Hierarchy Theory

The dominant approach to explaining the
physiology of vision has been, and is, bottom-
up. Small receptive fields pass on informa-
tion for further analysis to the higher,

secondary visual areas. This has been chal-
lenged on two levels, theoretical and ana-
tomical. The weight of evidence for this view
depends partly on the kinds of questions 
that have been asked of V1 neurons. When
illusory contours were considered, and
indeed termed ‘cognitive contours’, it was
presumed that the perception was generated
in a cognitive, higher area such as infero-
temporal cortex. However, subsequent stud-
ies of V2 (Peterhans and von der Heydt,
1991) and later V1 neurons (Grosof et al., 1993)
showed that these lower areas contained the
necessary architecture to retrieve the form of
illusory contours. Similarly, because atten-
tion, in one of its many flexible guises, is con-
sidered to be dominated by inferotemporal
and parietal cortices, few experiments set out
to assess whether a V1 or an extrastriate neu-
ron changed its responses to stimuli depend-
ing on behavioural relevance. Researchers
who did probe these and other questions
aimed at reassessing the role of these areas 
in visual processing consistently found that
V1 neurons were indeed sensitive to the
context of a visual scene (Zipser et al., 1996;
Nothdurft et al., 1999), showed responses
that can be described as attentional (Motter,
1993; Somers et al., 1999), and respond at
times later than the mean latencies for sec-
ondary visual areas (Bullier, 2001). Further,
an influential new theory of vision provides
principled reasons for reconsidering the role
of V1 in vision (Ahissar and Hochstein,
2000).

In their reverse hierarchy theory of
vision, Ahissar and Hochstein propose that
visual processing follows a global-to-local
trajectory in which extrastriate neurons
with large RFs carry out an initial coarse
grained analysis of the visual field followed
by a more detailed analysis in earlier visual
areas. The predictions of this theory include
that easy tasks are learned at higher levels of
cortex, while harder tasks demand the reso-
lution of primary visual cortex. The anatom-
ical version of this theory (Bullier, 2001) also
emphasizes global-to-local operations and
describes V1 and V2 as ‘active blackboards’
for other cortical areas.
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3 STATISTICS OF NATURAL
SIGNALS

Much of sensory science is based on the
analysis of responses of neurons or subjects
to simple visual stimuli such as gratings,
bars or spots of light. This precludes under-
standing the way in which sensory systems
use global information in the environment.
To remedy this deficiency, physiologists and
computational neuroscientists have resur-
rected the approach of understanding the
processing of natural images. It is difficult to
overestimate the impact of this approach.
The environment presents many regular-
ities to the sensory and action systems from
luminance to language.

A major advance, promoted by cheaper
instrumentation and computing power, is 
to measure these regularities and describe
them mathematically, usually as statistical
distributions of signal along relevant stimu-
lus dimensions such as intensity, wave-
length, spatial location, time and so on. Such
natural distributions are used in two ways.
The first is to describe how the nervous sys-
tems responds to natural signals. Physiolo-
gists commonly measure transfer functions
that describe, mathematically, how signals
change as they pass through neurons. By
applying these transfer functions to a nat-
ural input distribution we derive the natural
output distribution. This shows how the
nervous system handles the signals it has
evolved to process, but does not necessarily
tell us why.

The purposes of neural transformations
are explored by the second approach. This
takes the mathematical description of the
input and, by applying appropriate theory
(e.g. Information Theory), derives an opti-
mum coding procedure that maximizes
desirable attributes of the output within con-
straints. If neural processing approaches this
theoretical optimum, we have established a
plausible function for it. The desirable attri-
butes of the output we have considered so far
are information content, completeness and
the salience of important features. The con-
straints include the limited signal capacity of

neurons, and the energy required to gener-
ate neural signals. The optimum codes are
derived analytically, using appropriate the-
ory and empirically, by training networks.

These applications of natural signal statis-
tics have revealed two types of neural code.
One maximizes the information coded per
neuron, within the constraint of noise and
bandwidth. It is implemented in invertebrate
and vertebrate retinas by filters that adapt to
reduce noise at low levels and remove redun-
dancy at high light levels (Atick, 1992; van
Hateren, 1992). The other, sparse coding,
tends to maximize the amount of informa-
tion coded per signalling event – e.g. per
action potential or per excited cell – by activa-
ting a small proportion of a large population
of otherwise inactive neurons. Information is
coded by the combination of neurons that
are activated. The sparseness of activity
increases the salience of features.

Experiment and theory show that the
receptive fields of neurons in primary visual
cortex (V1) generate sparse representations
(Simoncelli and Olshausen, 2001). Because
the efficiency of representation depends
upon correlations in the input, these recep-
tive fields resemble filters derived from the
statistical techniques of principal components
analysis and independent components
analysis.

The analysis of sensory signal statistics
and coding efficiency is contributing import-
ant techniques and concepts to our under-
standing of coding and representation at all
levels. The statistical analysis of signal qual-
ity provides powerful tools for describing
and analysing the quality of neural repre-
sentations. These methods will help us to
understand what is gained and what is lost
when neurons transform inputs to generate
new representations.

The use of constraints demonstrates that
the limited ability of neurons to code and
transform signals has a profound effect on
neural function. To be effective, neural 
processing must play to its strengths (non-
linearity and plasticity) and avoid exposing
its weaknesses (poor time resolution, low
signal-to-noise ratio). The most obvious
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contribution will be of most lasting import-
ance. The success of the natural signal stat-
istics approach emphasizes the value of
analysing biologically relevant tasks.

Signal statistics is rekindling interest in
one of the most basic forms of plasticity in
neural systems, adaptation. Simply defined
as a change in response to a constant signal,
adaptation turns out to be much more than 
a gain control or differentiator. In the visual
system of the fly and visual and auditory cor-
tex of mammals , adaptation optimally allo-
cates the limited number of neural signalling
states to inputs, by dynamically rescaling sig-
nals to take into account changes in signal
distribution (Fairhall et al., 2001). Adaptation
also reduces redundancy by removing pre-
dictable components from neural signals
(Schwartz and Simoncelli, 2001). Thus adap-
tation not only neatly packages signal in
channels of limited capacity, but transforms
signals according to their predictability.

Perhaps the most important contribution
made by natural stimulus statistics will be 
to consolidate the primacy of the statistical
view of neural function. Predictability aligns
our understanding of sensory codes (i.e. rep-
resentations) with the ultimate purpose of
the nervous system, namely the identifi-
cation of regularities and the association of
these regularities with favourable outcomes
via appropriate action. An increasing num-
ber of investigators are using natural sti-
mulus statistics to implement a Bayesian
approach to sensory coding. This approach
is starting to bridge the gap between lower
level operations – adaptation, filtering and
coding – to the higher level functions of
inference and learning.

To emphasize this point, we note that the
consequences and generality of the statistical
approach extend to functions that would not,
at first sight, be thought to depend upon the
structure of the environment. Saffran and
colleagues (1996), for example, have shown
that infants as young as 8 months use patterns
in auditory inputs as an aid to learning 
language.

Kirkham and colleagues have extended
this work to 2-month olds. Infants were

habituated to sequences of stimuli that 
followed a statistically predictable pattern.
When presented with novel sequences, these
were preferred by even the youngest sub-
jects. The authors suggest that this approach
to learning ‘is consistent with the thesis that
early development is highly attuned to the
multifaceted structure of the infant’s envir-
onment, and suggest that learning the stati-
stical regularities of the environment may be
a critical part of the cognitive apparatus with
which infants make sense of the world’
(2002: (B35)).

4 SIMPLE SYSTEMS

The advances we discussed above repre-
sent work carried out in mammals, includ-
ing humans. The study of non-mammalian
species offers many advantages, and has led
to recent advances, when trying to describe
how the features of the environment and the
mode of representation are successfully
translated into action.

4.1 Background

It is difficult to define and analyse the 
neural circuits that ultimately process infor-
mation in large and complicated brains. It is
more practical to analyse this fundamental
structure in simpler nervous systems. With
smaller numbers of individually identifiable
neurons, we can map out the circuits, observe
the transformation of signals in neurons, and
relate the resulting processing of information
to the generation of behaviour. For this
straightforward technical reason, the analysis
of simple systems continues to establish fun-
damental principles of operation and design
of neural circuits. Because many of the cur-
rent generation of simple systems are from
invertebrates, we should emphasize that the
defining characteristics of simplicity are the
tractability and completeness of the system,
not its position in the animal kingdom.

As techniques for unravelling neural cir-
cuits and describing behaviour improve,
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our knowledge will increase so that more
vertebrate systems will fulfil the criteria
established for simple systems (Marder,
2002). Productive systems were developed
over 20 years ago for studies of sensorimo-
tor integration, motor pattern generation,
neuromodulation and cellular mechanisms
of learning. These include:

● vertebrate retinas (early visual coding)
● insect (especially fly) visual systems

(early visual coding, pattern recognition,
motion detection, colour discrimination
and learning, visual navigation)

● orthopteran (e.g. cricket) auditory sys-
tems (auditory coding, pattern recogni-
tion, song production)

● the central nervous systems (CNS) of
arthropods, molluscs, leeches, tadpoles
and lampreys (sensorimotor integration,
motor pattern generation, learning).

Because the analysis produces definitive
unambiguous descriptions of what neurons
do, work on these systems continues to
expose new problems.

Researchers are also developing promis-
ing new systems. These include: the nema-
tode worm Caenorhabditis and the fruit fly
Drosophila, which are favourable for molecu-
lar, genetic and developmental studies; insect
olfactory systems; and a directional hearing
system in a parasitic fly that localizes targets
with an accuracy approaching 1 degree using
a pair of sensors separated by �0.5 mm
(Mason et al., 2001; Robert and Gopfert, 2002).
A major advantage of studying simple sys-
tems is that, with limited resources, they
have evolved simplified ‘quick and cheerful’
solutions to apparently complicated prob-
lems of pattern recognition and control.

Several topics with widespread appli-
cations in neuroscience and technology are
emerging.

4.2 Sensorimotor Integration

As we observed for cortex, the nervous
system represents information for a purpose,
action. This must influence the representation

of sensory inputs. However, beyond some
obvious adaptations to specialized signals
and behaviours – for example, classic work
on reflexes and eye movements in bats have
reduced vision – this is eye reflexes and eye
movements in general – we know remark-
ably little about the level at which motor fac-
tors start to operate in the nervous system.

When it passes from sensors to effectors,
information is transformed from sensory
coordinates to motor coordinates. Work on
insects is starting to identify and analyse
these transformations. This is possible
because the sensory inputs, the intermediate
neurons and the motor outputs are excep-
tionally well described. Several groups com-
bine studies of circuitry, signalling and
computation to describe representations by
ensembles of neurons, to define coordinate
systems, to determine why these representa-
tions are valuable for guiding behaviour,
and to see if they are modified by motor con-
text. Promising systems are as follows:

● In the CNS of the locust, mechanosensory
inputs produce reflex motor responses
and modulate motor output to control
walking, swimming and flight. For the
scratch reflex, positional information
mapped by an array of mechanoreceptors
on the wing, is converted into a motor pat-
tern that guides the locust’s hind foot to
the point of stimulation (Matheson, 1998).

● In cricket auditory communication sys-
tems motor context (the generation of
song) regulates sensory processing, pro-
viding an exceptional opportunity to
study an important organizational prin-
ciple, efference copy and the interplay
between sound reception and production
at the circuit level (Poulet and Hedwig,
2002).

● The analysis of the multisensory control
of insect flight is developing rapidly in the
UK (Krapp, Rind, Simmons), Germany
(Egelhaaf, Borst), the United States
(Dickinson) and Australia (Srinivasan)
because of its potential for neuroscience,
robotics and flight control (Frye and
Dickinson, 2001).
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The aim of this work is to establish the
engineering principles underlying stabiliza-
tion and the manner in which they are exe-
cuted by sensors and circuits. These studies
look at systems in their totality by combin-
ing the analysis of sensors, sensory signal
processing, sensory integration, motor 
control and motor response within the 
context of animals moving freely in natural
settings.

Opportunities for such complete synthe-
ses are rare in neuroscience. They are likely,
therefore, to yield new principles. Because
these discoveries will show how physical
components are organised to function, they
relate directly to the construction of prac-
tical devices.

4.3 Coding

Simple systems are small and neurons are
slow, unreliable and produce weak signals.
So by studying them we can learn how sys-
tems have evolved to optimize representa-
tions within severe constraints of physical
size, bandwidth, signal-to-noise ratio and, a
related constraint, energy consumption. This
constraint-based approach provides com-
pelling accounts of retinal function that are
being incorporated in neuromorphic VLSI
‘silicon retinas’.

Laurent’s work on olfactory coding by
neural circuits in insects (bees and locusts)
and vertebrates (zebra fish and rats) is an
especially exciting development (Laurent,
2002). Experiment and theory suggest a new
general coding scheme for handling signals
that are distributed in a space of high
dimensionality – those receptors among
100s or 1000s of different types that are acti-
vated by an odour. Electrical oscillations
indicate interactions that could group cells
to provide a compact representation. This
representation is established more quickly
when the odour is smelt again. Laurent’s
findings are drawing into the realms of pat-
tern recognition and learning the analysis of
low-level sensory coding by tractable net-
works of identifiable neurons.

4.4 Pattern Recognition and 
Learning

The visual circuitry for determining plat-
form rotation and translation from optic
flow – the trajectory of looming objects and
reactions to surfaces (e.g. landing, obstacle
avoidance) – is being analysed in insects
and crabs. Retinotopic interactions extract
looming edges (Rind and Simmons, 1999),
matched filters are used for pattern retrieval
from optic flow (Krapp et al., 1998), and
work is starting on adapting filters that opti-
mize retrieval by taking into account the
prevailing signal statistics (Harris et al.,
2000; Fairhall et al., 2001). These studies are
closely tied to the development of VLSI elec-
tronic devices for vehicle control (Rind). A
classic analysis of the motion cues that flies
and bees use for flight stabilization, landing
and obstacle avoidance forms the basis for
the development of small autonomous fly-
ing machines (Chahl et al., 2003). Insect
inspired prototypes are flying.

Improvements in the definition and
analysis of signals and circuits in crickets
promises a number of simple algorithms for
auditory localization and pattern recogni-
tion Work on olfaction., together with stud-
ies of adaptation in pattern recognition
networks, provides a bridge to the establish-
ment of patterns of causality by learning. In
addition to the classic work on the cellular
substrate of learning in the mollusc Aplysia,
recent advances in optical imaging and elec-
trical recording in the brain of worker bees
(Faber et al., 1999) indicate how cells repre-
sent complicated patterns so that they can
be associated with specific events.

4.5 Navigation

Autonomous vehicles, be they animals 
or robots, need to establish their location
and move to objects that they have previ-
ously encountered. Behavioural and model-
ling studies of Hymenoptera (ants, bees 
and wasps) reveal how these animals use
landmarks to establish and memorize loca-
tions, and how they combine visual cues

80 3 REPRESENTATION

P088566-Ch03.qxd  7/11/05  6:00 PM  Page 80



(e.g. movements across terrain, sky com-
pass) and motor cues to compute their track
and establish and maintain headings (Collett
and Collett, 2002). These studies benefit
from simulations with robots (Webb, 2002)
and animats (Dale and Collett, 2001). We are
on the threshold of identifying neural mech-
anisms. Work on locusts and Drosophila sug-
gests that circuits in the central complex of
the insect brain are involved (Strauss, 2002).

5 TECHNICAL 
DEVELOPMENTS

5.1 Experimental

As it becomes increasingly apparent that
representation depends critically upon the
distribution of signals among cells, research
is giving high priority to simultaneous
recordings from identified neurons. Optical
imaging techniques, using new Ca dyes and
voltage sensitive dyes, easily resolve slow
signals (�100 ms) but currently struggle to
resolve individual action potentials. We
need smaller, steerable and more tenacious
recording probes. Developments in nanofab-
rication could, over the next 10 years, offer
solutions.

Powerful and relatively inexpensive
methods for recording, analysing and gen-
erating large data sets are revolution-
izing research on simple systems. Complete
descriptions of sensory inputs (natural scene
statistics) and motor responses (flight trajec-
tories, limb movements) define the full
range of signals and, from statistical relation-
ships, their structure. These measurements
are complemented by statistical techniques
for establishing the information content of
neural signals.

When examining systems that have
evolved for action, the action must be as real
as possible. Techniques are being developed
to monitor an animal’s movements accur-
ately through naturalistic surroundings, to
reconstruct the sensory signals so gener-
ated, and to replay these to restrained ani-
mals while recording neural activity.

Given that neural systems process sens-
ory information in a motor context we must
strive to record signals from identified neu-
rons in animals that move freely. Micro chips
have recently been developed to record from
flying moths. These devices, which weigh
50 mg, contain a recording probe, amplifier,
transmitter and power supply. Smaller,
lighter devices with steerable probes are
required and developments in nanotechnol-
ogy are eagerly anticipated.

5.2 Theoretical

Powerful and accessible simulation and
modelling packages are invaluable for estab-
lishing that measured interactions can truly
account for measured behaviour. The simula-
tion of the purposeful behaviour of simple
systems with robots (Webb) is particularly
promising because these physical implemen-
tations expose practical requirements that 
are not always apparent in either the theory
or the neurobiological data. As we discussed
above, simple systems have contributed sig-
nificantly to our theoretical and practical
understanding of neural codes. This is, in
turn, feeding back into the formulation of
more appropriate hypotheses for coding and
information processing and better empirical
descriptions of the involvement of the under-
lying neural mechanisms.

6 FUTURE DIRECTIONS

The nervous system presents a wide var-
iety of technologically relevant solutions 
to the problems of gathering, processing
and outputting the information required 
for sensing, evaluation, control, decision-
making, navigation and coordination. As
technology advances, the number and range
of the problems shared by engineering and
the life sciences will increase. As a conse-
quence, nervous systems will make increas-
ing contributions to the development of
quicker, cheaper and more intelligent uses
of information.
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The goal of artificial systems may not 
be to mimic biological mechanisms: in some
cases the outcome may be more important
than mechanism. However, as the behav-
iours to be modelled increase in complexity,
the probability will increase that biological
solutions will offer the most useful interface
between technology and human users.

We can be reasonably confident that ner-
vous systems have exploited the versatility
of nerve cells in order to process large quan-
tities of information reliably enough to solve
the many problems of inference and control
that confront a behaving animal. Thus, as
von Neumann suggested, the nervous sys-
tem may well lead us to new computation
methods that depend more upon correla-
tions and relationships than upon numerical
accuracy.

This chapter has described some of the
key considerations in developing converg-
ing goals between cognitive and physical
scientists.

● Although humans are sight-dominated
animals, it is clear that our senses act in
concert rather than in turn. We need to go
beyond the limited descriptions of per-
ception and action that we can obtain by
single modality studies.

● A key goal is to understand the dynamic
nature of sensory representations that 
can change during development – as a
response to injury or deprivation and as 
a response to the changing requirements
of the world (learning). Much of what we
know describes the behaviour of a subject
required to make a simple response in an
impoverished and unfamiliar environ-
ment. Indeed, readiness to meet change,
rather than building a representation,
might be considered the normal state of
the sensory systems.

● Anatomical, physiological and theoreti-
cal studies now support the breakdown
of hierarchical views of perception.

New initiatives await developments in bridg-
ing these three themes. For example, a reverse
hierarchy approach may be as artificial as the
original bottom-up approach – which cells

dominate may be determined anew with
changes in the tasks demanded and the
information available.

6.1 Cross-Fertilization with 
Computer Scientists

There are rich pickings here. The study of
developing neural systems, rewiring learn-
ing, co-registration of maps, are all problems
not really begun to be exploited in interac-
tions between biologists and computational
scientists. The aims and even the language of
the cognitive neuroscience and computa-
tional communities have converged greatly
in recent years. Both groups ask such key
questions as: How does a behaving system
combine sensory information? What are the
constraints of development? How are intra-
modal features combined?
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1 INTRODUCTION

The sensory systems of humans and ani-
mals achieve levels of performance that far
exceed those of any artificial sensory sys-
tem. The almost instantaneous processing by
the brain of data from the five senses – sight,
hearing, smell, touch and taste – remains
well beyond the capability of artificial cog-
nitive systems.

What we can describe as ‘conventional’
or ‘IT-centric’ systems pay little attention to
the fundamental principles or mechanisms
of information processing in biological 
sensory systems. Their implementation is
within conventional computing architectures,
using conventional algorithmic computation
methods. While this approach has not been
able to match natural sensory systems, it has
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achieved some impressive results, as this
report will describe.

In contrast to these IT centric approaches,
it is highly likely, and to some extent already
apparent, that the brain uses an entirely 
different ‘computational paradigm’. The
brain’s processing involves flexible deploy-
ment of highly parallel, asynchronous, non-
linear and adaptive dynamical systems.

This chapter reviews progress in building
artificial systems that can process data from
the first three senses; sight (computer
vision), hearing (speech recognition) and
smell (olfaction). We then go on to review
the issue of ‘data fusion’, the ability to com-
bine disparate sensory data, a task bio-
logical systems perform with great success.
We consider systems built on the principles
of deriving a probabilistic model of sensory
data and applying essentially Bayesian
methods of information processing (the IT-
centric approach), and contrast these with
the unique characteristics of biological sens-
ory information processing.

This review is tailored to promote the
objective of the Foresight Cognitive Systems
project and hence is necessarily incomplete
and intentionally selective. The aim of the
project is to investigate ways in which the life
sciences and physical sciences can learn from
each other, either by working together or by
greater understanding of recent progress in
each others’ areas of research. For this reason,
each section ends with a brief overview of
‘open questions’, which relates the state of
the art in artificial cognitive systems to our
current knowledge of the human brain,
where appropriate. We also highlight fruitful
areas for collaborative research.

2 SIGHT: COMPUTER VISION

2.1 Introduction

The human eye focuses light on the
retina. This has two sets of photosensitive
cells: rods, detecting black and white light;
and cones, detecting colour. The brain 
interprets incoming images and associates

meaning with them. In this section we begin
with a description of the IT-centric approach
to artificial vision before going on to
describe recent progress in learning from
natural systems.

The goal of computer vision is to mimic
natural vision by making ‘useful decisions
about real physical objects and scenes based
on sensed images’ (Shapiro and Stockman,
2001). We present here a summary of the
state of the art for some key problems in
computer vision – object recognition, 3D
reconstruction and visual tracking.

2.2 Object Recognition

Object recognition (OR) is one of the hard-
est problems in computer vision (Shapiro
and Stockman, 2001; Jahne and HauBeker,
2000). There are few general algorithms for
the automatic recognition and localization of
arbitrary 3D objects in complex scenes. The
most significant sources of difficulty in the
OR problem are the large changes in appear-
ance of a single object under change of view-
point, lighting and occlusion by other objects
in the scene. An object recognition system
must be invariant to such changes, while
being able to discriminate between different
objects with similar appearance. Probabilis-
tic models allow for the incorporation of
within-class variation such as varying illu-
mination conditions, sensory imperfections
such as noise and segmentation errors, as
well as the inclusion of prior knowledge and
hence empirical data.

In computer vision, as in neuroscience,
object recognition is frequently divided into
two schools of thought, which might be
labelled object-based and view-based. In the
object-based paradigm, the computational
model of an object is inherently three-
dimensional, and recognition is a matter of
deciding which object is seen, in which 3D
orientation. In the view-based version, the
many different appearances of an object are
each modelled independently in 2D, and no
explicit 3D computations are performed.
Although the object-based model appeared
initially to be supported by psychophysical
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evidence from ‘mental rotation’ experi-
ments (Shepard and Metzler, 1971), this
position is no longer as clear (Gauthier et al.,
2002).

Coincidentally, recent progress in com-
puter vision has been almost entirely in the
view-based paradigm, with significant
advances over the past few years in generic
face recognition and the building of object
recognition systems from poorly labelled
training data. Machine learning techniques,
combined with the availability of large cor-
pora of training data have brought some
once-hard problems within reach.

We can divide object recognition into two
stages, pre-processing and classification. In
the pre-processing stage, images are con-
verted into ‘geometric primitives’, i.e. vec-
tors of parameters that uniquely define
geometric or other features of the 2D image.
Classification provides an estimate of the
probability that the object belongs to one of
the known classes, or to none at all.

The choice of the appropriate representa-
tion of objects for the comparison of models
and observations is a complex issue. Suc-
cessful techniques combine astute problem-
specific pre-processing with powerful
classification algorithms. In the area of
generic face detection, where the algorithm
must find all faces in an image, without ref-
erence to the identity of any individual,
recent algorithms have achieved excellent
performance. This is via a combination of a
pre-processing step which allows fast com-
putation of Haar wavelet responses, and
classification using a carefully trained
boosting algorithm.

In object-based recognition, the position
and orientation of objects relative to a refer-
ence co-ordinate frame is also important.
The degrees of freedom representing the
position and orientation are found by pose
estimation, which corresponds to a regres-
sion problem. The regression function maps
the observation to pose parameters: the
major problem is the representation of this
function. Many applications restrict it to a
parametric set of functions, in which case it
becomes a problem of parameter estimation.

Recognition and pose estimation are thus
a combination of two well-known problems
in pattern recognition: classification and
regression. The following information must
be provided:

● prior distributions, including prior
knowledge about the distribution of
objects in images

● model density, i.e. the probabilities of
observed images given the class and
pose parameters

● learning algorithms to estimate probabil-
ity density functions from empirical data

● inference algorithms to interpret the
processed data.

A fundamental problem is to construct
adequate statistical models with an appro-
priate trade-off between independency
assumptions, the dimension of the param-
eter space, the size of the available sample
data and the required discriminatory power
to differentiate between different classes of
objects. A general probabilistic model makes
use of independencies and marginalization
to switch between different levels of model
densities. Mixture density models, Hidden
Markov Models, Markov random fields 
and Probabilistic Graphical Models (see sec-
tion 7) all attempt to build generic models of
sensor data.

2.3 Three-dimensional Perception

In considering the state of the art in com-
puter vision, it is interesting to look at one
research direction that has recently seen sig-
nificant progress – the automatic perception
of three-dimensional (3D) information from
a set of two-dimensional (2D) images. These
images might be a stereoscopic pair emulat-
ing the human visual system, or a sequence
of images captured by a moving hand-held
camera. In both cases, humans can readily
extract the 3D information from the 2D
video stream. The past few years have seen
the emergence of the first artificial systems
that can reliably do the same. Such systems
are now robust enough to be applied com-
mercially in adding computer-generated

2 SIGHT: COMPUTER VISION 87

P088566-Ch04.qxd  7/11/05  6:00 PM  Page 87



special effects to movies and computer
games. Two factors have contributed to this
success: new mathematical models of the
geometry of the problem, and advances in
parameter estimation under non-Gaussian
noise models.

In general, the input to an artificial 3D
reconstruction system is a set of 2D images
of an unknown scene, photographed from
unknown locations. The desired output is a
3D description of the scene, which includes
a description of the positions from which
the photographs were taken (see Fig. 4.1).
The key to a successful solution lies in solv-
ing the ‘correspondence problem’: identify-
ing objects or patterns in each image which
are also visible in some of the others. Each
such correspondence between 2D images of
the same 3D object constrains the 3D inter-
pretation of the set of images.

In some sense, then, the 3D reconstruc-
tion problem depends on the object recogni-
tion problem – a program that solves it must
be able to identify the same object in many
images where, by definition, there has been
a change in viewpoint, and hence a change
in the object’s appearance. Indeed, there is

much overlap between current object recog-
nition techniques and those of 3D recon-
struction from widely spaced views.

However, evidence that a bottom-up
approach – not requiring object recognition –
was possible comes from psychophysics.
Julesz’s introduction of the random-
dotstereogram showed that stereo recon-
struction could precede any high-level
interpretation of the scene (Julesz, 1960).
The stimuli in his experiment consist entirely
of random dots, which can resolve into an
image only if the correspondence problem is
solved. Humans can resolve such images,
suggesting that the assumption that all
images are of the same 3D scene constrains
the problem so much that even a very poor
solution to the correspondence problem can
yield the correct interpretation.

2.4 Visual Tracking

Visual tracking is about making com-
puters ‘see’ moving objects. The key advance
over the past 15 years has been in getting
computers to anticipate movement. For
example, if a computer is to follow the 
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trajectory of an intruder (see Fig. 4.2) cap-
tured on a security video, it helps enor-
mously if the computer is programmed to
expect a range of shapes (‘roundish’) for the
intruder’s head. With that information the
computer can distinguish the true head
from visual ‘flotsam’ in the room – books on
a shelf or pictures on the wall, for instance.

A computer can anticipate not only shape
but also movement (see Fig. 4.2). It ‘expects’
an intruder’s motion to be smooth and
largely horizontal, parallel to the floor. With
this ‘prior’ information, the computer can
concentrate, fixing on the moving head, with-
out being continually distracted by the bright
and attractive pieces of flotsam nearby.

Two main elements are required for the
computer to achieve this ability to antici-
pate. One is the probabilistic geometric/
dynamical model and the other is the infer-
ence engine.

2.4.1 Geometric/Dynamical Model
The geometric/dynamical model has

three elements. The first is state space – a

space of possible shapes, geometry and
appearances. We can build this state space
with a combination of tools from graphics
(for example, splines), projective geometry
(affine spaces) and statistics (eigencurves
and eigenimages) (Turk and Pentland,
1991).

The second element is a prior probabilis-
tic model over that state space. This may be
static, treating each image in a sequence
independently, or dynamic.

The third element of the geometric/
dynamical model is the likelihood model, a
classical element in any probabilistic pattern
recognition scheme. In the context of image
processing, this is a measure of the degree 
of agreement between a hypothesized state
and the pixels in an image or sequence of
images.

The pioneering work that established this
paradigm broke new ground by combining
the techniques of interactive computer
graphics with image processing in the
‘snake’ (Kass et al., 1987). A simplified form
of snake gained great popularity amongst
practitioners (Cootes et al., 1996). Learned
forms of dynamical models using auto-
regressive processes, standard tools in time
series analysis, proved powerful in focusing
computational resource (Blake and Isard,
1998).

2.4.2 Inference Engine
Inference engines come in various guises

for tracking movement in artificial vision.
The snake employed local optimization of
combined intrinsic and extrinsic energy,
effectively foreshadowing full probabilistic
treatment in terms of prior and likelihood.
In a Gaussian, probabilistic setting, this
becomes the classical Kalman filter, used
widely, and subsequently related to the
snake (Terzopoulos and Szeliski, 1992).
Gaussian models are limited however to rela-
tively clutter-free data. In the past five years
there has been an explosion of interest in
non-Gaussian techniques, especially sequen-
tial Monte Carlo methods (Blake and Isard,
1998).
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2.5 Natural Systems

2.5.1 Attention

A fundamental aspect of the biological
visual system is its ability to attend to the
most salient regions and component parts of
the visual scene in respect of the animal’s
goals. This manifests itself normally in
humans in our ability to direct our gaze rap-
idly towards objects of interest in our visual
environment. This has great evolutionary
significance as a survival mechanism.

Laurent Itti, of the iLab at the University
of Southern California, and Christof Koch,
of Caltech, recently reviewed the important
trends that have emerged from recent work
on neurocomputational models of focal
visual attention (Itti and Koch, 2001). They
reach a number of conclusions:

● that perceptual saliency of a stimulus
critically depends on the surrounding
context. They also believe that a ‘saliency
map’ that topographically encodes for
stimulus conspicuity over the visual
scene is an efficient and plausible bottom-
up control strategy for attention

● that inhibition of return, in which the
brain excludes the current attended loca-
tion from future attention, is a crucial
component of the process

● that attention and eye movements are
tightly interactive, imposing specific
computational challenges in attention
control

● that scene understanding and object
recognition strongly influence and con-
strain the selection of attended locations.

In terms of computational efficiency, the
attentional mechanism avoids the need to
process fully the massive sensory input
(�107–108 bits per second at the optic nerve)
in parallel, by breaking down the problem
into a rapid sequence of computationally
less demanding problems of localized visual
analysis.

There is strong potential in applying
computational architectures and processing
mechanisms for visual attention derived
from neurocomputational models of the

biological system. This is particularly 
promising for areas such as surveillance,
automatic target and image recognition,
navigational aids and robot control. There
are already several examples of such detailed
neurocomputational models of visual atten-
tion (Koch and Ullman, 1985; Lee et al., 1999;
Itti et al., 2000; Deco and Zihl, 2001;
Grossberg and Raizada 2000; Itti et al., 1998
and 2000; Tsotsos et al., 1995; Itti and Koch,
2000; Rybak et al., 1998; Deco and
Schurmann, 2000). One of these has led to a
patented device for the computation of
intrinsic perceptual saliency in visual envir-
onments and applications (Koch and Itti,
2001). One application described for this
device is the automatic evaluation and opti-
mization of sales or advertisement displays.

2.5.2 Invariant Object Recognition
Another fundamental problem solved by

the biological sensory system in the neocor-
tex is the recognition of objects relatively
independently of size, contrast, spatial fre-
quency, position on the retina or angle of
view. VisNet is one attempt to capture this
property in a neurocomputational model
(Rolls and Milward, 2000).

VisNet2, a development of VisNet, is
based on the organization of visual process-
ing for object recognition as a set of hier-
archically connected neocortical areas (V1,
V2, V4, TEO, IT). Circuits in one cortical
area receive information from circuits in the
preceding area. Neurons in layers 4, 2 and 3
of one microcircuit mainly connect to neu-
rons in layers 2 and 3 of a neocortical micro-
circuit of the previous area.

The model thus takes the form of a four-
layer feed-forward network with conver-
gence to each part of a layer from a small
region of the preceding layer, with competi-
tion between the neurons within a layer and
with a trace learning rule to help it to learn
transform invariance. The trace rule is a
modified Hebbian rule, which modifies
synaptic weights according to both the cur-
rent firing rates and the firing rates to
recently seen stimuli. This enables a neuron to
learn to respond similarly to the gradually
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transforming inputs it receives, which over
the short term are likely to be about the
same object, given the statistics of normal
visual inputs.

The short response latencies of face-
selective neurons in the inferotemporal (IT)
area of the neocortex impose major con-
straints on models of visual-object recogni-
tion. It appears that visual information must
propagate in a feed-forward fashion, with
most neurons having time to fire only one
spike.

Arnaud Delorme, of the Salk Institute 
for Biological Studies, and Simon J. Thorpe,
of the Centre de Recherche Cerveau et
Cognition in Toulouse, hypothesize that the
order of firing of ganglion cells in the retina
can encode flashed stimuli (Delorme and
Thorpe, 2001). The researchers propose a
neuronal mechanism that could be related to
fast shunting inhibition to decode such
information. Based on these assumptions,
they have built a three-layered neurocompu-
tational model of retinotopically organized
neuronal maps. By using a learning rule
involving spike timing-dependent plasticity,
they showed that neuronal maps in the out-
put layer can learn to recognize photographs
of faces. The model was not only able to gen-
eralize to novel views of the same faces, it
was also remarkably resistant to image noise
and reductions in contrast. SpikeNet, a com-
mercial system for face recognition, incorpo-
rates the sensory information processing
principles embodied in this model.

2.6 Silicon Retinas

The most striking feature that emerges
from observation of the structure of the
retina is that it is made up of well-delineated
sheets. One sheet contains the two types of
photosensitive neurons, the rods and the
cones. The rods are very sensitive detectors
that are responsible for monochrome vision
at night. In brighter scenes there is a larger
input signal: cone cells become active at
light levels corresponding to twilight. The
human eye has three different types of cone
cells with different sensitivities to various

wavelengths of light. Using only these three
different types of cells, the visual system can
distinguish subtle changes in colour and can
extract a large amount of useful information
from a scene.

From the structure of the retina, it is clear
that the output signal from each cone cell
must flow through a bipolar cell before it
reaches a ganglion cell that forms part of the
output from the retina, the optic nerve. The
structure alone suggests that the bipolar
cells form a critical part of the visual system.
Furthermore, comparisons of different ver-
tebrate species show that the response of
bipolar cells is the same in all species. This
suggests a common image processing strat-
egy within this first critical stage of the
visual system. An understanding of this
strategy could lead to the design of better
cameras, for example.

Within the vertebrate’s retina, each bipo-
lar cell responds to the cone and horizontal
cells that form the outer plexiform layer of
the retina (Mahowald, 1994). Experiments
have shown that the analogue output signal
from a cone cell is proportional to the loga-
rithm of the incident light intensity. The net-
work of laterally connected horizontal cells
then appears to respond to the local average
output of the cone cells, with the influence
of each cone decreasing with lateral distance
along the network. The output of each bipo-
lar cell is then the amplified difference
between the response of the local cone and
horizontal cells.

The result is that each bipolar cell has a
centre-surround receptive field in which it is
stimulated by inputs in a small central spot
and inhibited by any stimulus in a larger
surrounding annulus. This receptive field
acts on the image as a high-pass spatial fil-
ter. Retinas therefore combine an array of
logarithmic detectors and high-pass spatial
filters.

The first sensors designed to mimic both
the function and the form of the retina, often
referred to as neuromorphic systems, were
fabricated in the late 1980s (Mead, 1989). 
By designing a pixel circuit containing field-
effect transistors operating in a regime
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known as sub-threshold or weak inversion,
they demonstrated a ‘silicon retina’ that
combined logarithmic detectors and spatial
filtering based upon analogue voltages.

Joachim Buhmann and his colleagues of
the University of Bonn provided the first
quantified demonstration of the advantages
of a silicon retina (Buhmann et al., 1994).
This group compared the performance of
two systems for face recognition, one con-
taining a silicon retina and the other a con-
ventional CCD camera. They found that
using well-controlled uniform illumination
the CCD outperformed the silicon retina, a
result they attributed to the limited reso-
lution of the silicon retina. However, when
the face was illuminated from one side, the
performance of the CCD system fell from
75.2% to 62.4%. In contrast, the performance
of the silicon retina system increased from
71.6% to 93.6%. By far the best performance
was therefore with the silicon retina using
extra information available from shadows
created by non-uniform illumination.

The development of silicon retinas has
highlighted two important results. The first is
the clear demonstration that within an array
of sensors collective, parallel analogue com-
putation can extract useful information from
a vast amount of input data. More specifically
these systems clearly demonstrate the advan-
tages of using a combination of logarithmic
detectors and a high-pass spatial filter when
imaging naturally illuminated scenes.

2.7 Open Questions

Whether the aim is object recognition or
tracking, computer vision employs a repre-
sentation of ‘key features’ which then need
to be combined into collectives for recogni-
tion as objects. This involves the binding
problem. We do not know how the brain
accomplishes this gestalt process.

We have a better understanding of how
the brain passes information and organizes
its storage for the visual cortex than for any
other area of the brain. However, we know
relatively little about how the brain com-
bines features, especially through time.

At a higher level, the analysis of the per-
ception of a scene is also a long way off. To
account for perception requires a better
understanding of the binding problem and
of how the brain encodes time, or dynamics.
An information theory view of the use of
spike trains in the neural code has been dis-
cussed but this is limited to discussions of
rate coding (Rieke et al., 1997).

Current object recognition systems
depend on large volumes of manually
labelled training data. Research efforts are
directed now at learning object recognizers
from training data which are less informa-
tive or even partially erroneous. For example,
it is easier for a human to say whether or not
an image contains a face than to indicate the
location of a face if present.

The natural research question is then,
‘given a large set of images known to con-
tain faces, but without knowing where the
faces are, can an automatic face detector 
be trained?’ Even weaker are training sets
where each image is associated with mul-
tiple labels (e.g. ‘tree, grass, rabbit’ or
‘George, Paul, Ringo’), again without posi-
tional information. In each of these cases,
classification becomes more difficult, but
the potential for building more general sys-
tems is clear.

There are intriguing implications for 
neuroscience research arising out of the lat-
est studies of visual tracking. One possibil-
ity is to look at neural spatiotemporal
processing in the light of Kalman filtering.
Kalman filter models predict the time-
course of spatial and temporal frequency
properties of visual channels under differ-
ent conditions, for example, tracking coher-
ent motion, seeking ‘lost’ objects. It would
be interesting to see if these predictions had
value in understanding neurophysiological
findings.

A second possibility is the random elem-
ent inherent in sequential Monte Carlo
techniques. Computationally this enables
tractable inference, albeit approximate, over
spaces with dimensions greater than two
but less than about 30. There may be poten-
tial here for modelling neural mechanisms
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that can deal with high dimensional state
spaces.

Existing silicon retinas suffer from three
major problems. The circuits needed to 
perform parallel analogue computation
increase the area of each pixel, limiting the
spatial resolution of the ‘retina’. They are
monochrome sensors and the extension of
the existing design to support three differ-
ent colours is not trivial. Most importantly,
variations between the responses of individ-
ual logarithmic detectors severely degrades
the quality of the output images.

The solution to an efficient, biologically
inspired vision sensor may be to mimic the
function of the retina, but not its structure.
This would incorporate logarithmic detec-
tion followed by high-pass spatio-temporal
filtering and would take the filter outside
the pixel circuitry to make high-resolution
cameras, considerably reducing pixel size.

3 HEARING: SPEECH
RECOGNITION

3.1 Introduction

Sound, produced by vibrating objects,
has three characteristics; pitch, volume and
quality. When sound waves reach the ears,
they cause the eardrums to vibrate and
induce movement in the three smallest
bones in the human body; the hammer,
anvil and stirrup. These three bones press
fluid in the inner ear against membranes,
which brush tiny hairs, triggering nearby
nerve cells, sending messages to the brain,
which interprets them. The goal of speech
recognition is to mimic this process.

As in the previous section, our starting
point is IT-focused, followed by a review of
natural systems.

Although the technology is relatively new,
over the past 20 years there has been consid-
erable progress in continuous speech recog-
nition (CSR) using probabilistic models.
Much of what follows is based on a recent
overview of speech recognition (Young,
2001).

3.2 Continuous Speech Recognition
Using Hidden Markov Models

The now standard approach to continu-
ous speech recognition uses a probabilistic
model to find the optimal word sequence
from a sequence of acoustic vectors describ-
ing the speech signal in the frequency
domain. This requires maximizing the prob-
ability of the word sequence given a
sequence of acoustic vectors. This is equiva-
lent to finding the maximum product of the
acoustic model, the acoustic sequence prob-
ability given the word sequence, with the
language model – the word sequence 
probability.

The acoustic model comprises a series of
some 45 basic phones, from which any word
can be constructed. This approach reduces
an enormous vocabulary of words to a man-
ageable sequence, although each phone is
affected by its context (co-articulation effect).
Each phone is represented by a Hidden
Markov Model (HMM), the parameters of
which are trained using a maximum-
likelihood algorithm. Speech is thus mod-
elled by a sequence of phone models.

The language model is found by calculat-
ing the word sequence probability. To sim-
plify the model, each word is assumed to
depend upon the last n-1 words, forming an
n-gram language model, where n is typically
2 or 3. The probabilities are then estimated
from training sets, although obtaining suffi-
cient data is a significant problem.

The decoding method attempts to find
the optimal phone, and hence word,
sequence. This is a significant computa-
tional task because of the size of the set of
possible word histories, determined by the
value of n. The search problem is made
tractable by limiting the number of possible
solutions considered, or by performing mul-
tiple passes over the data, continuously
refining the solution as the search space is
reduced.

The context of a phone also affects its pro-
nunciation. So recognition must also con-
sider the preceding and following phones.
The simplest way to overcome this is to use
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‘logical phones’, giving a different phone
model for every possible context of each
base phone. However, obtaining sufficient
data is again a problem. This is overcome by
clustering the logical phones onto a reduced
set of shared physical models, using deci-
sion trees. A method known as soft-tying
can prevent the partitioning from becoming
too coarse. This entails a post-processing
stage that groups each state with its nearest
neighbours.

Although a decision-tree tied-state
context-dependent modelling scheme can
handle carefully articulated speech, it cannot
recognize speech that is less well-articulated.
Incorporating context-dependent pronunci-
ation in the decision trees increases com-
plexity with only a marginal improvement
in recognition rates. Linguists argue that
this is a fundamental limitation of model-
ling speech using a sequence of basic
phones.

The speech feature vectors often incorp-
orate a mixture of Gaussians for the outputs
from the Hidden Markov Model to allow for
a more general distribution and to cope with
variability in one speaker and between 
different speakers. The variances are con-
strained to be diagonal to reduce the num-
ber of unknown parameters as there are
typically 10 to 32 Gaussians per state and
5000–10 000 states per system. Since the
training set may be a poor representation of
the test data, the model parameters can be
adapted to improve the fit to the given data.
For example, this can be done by treating
them as random variables and estimating
them with a standard Bayesian maximum a
posteriori approach.

Three main assumptions underpin cur-
rent work on continuous speech recognition
using statistical approaches; frame inde-
pendence, the ‘sequence of phones’ speech
model and the n-gram language modelling
approach. Researchers are developing seg-
ment models to weaken the assumption of
frame independence. They use the concept
of a segment model whereby speech fea-
tures are based on segments, rather than
frames, and introducing a distribution of

segment durations. However, improving
the accuracy of segment modelling tends to
increase errors caused by assumptions on
the sequence of phones.

Asynchronous parallel models have also
arisen, as many phonological processes are
more naturally based on a hierarchy of par-
allel feature streams than on a strictly
sequential approach. The amount of paral-
lelism introduced varies from independent
streams that are only coupled at major
boundaries to multiple observation distri-
butions sharing the same underlying Markov
chain.

More recently, research has led to a fac-
torial HMM approach, whereby Markov
chains evolve in parallel. However, the state
spaces have to be constrained. This is cur-
rently done using either a mixed-memory
approximation or parameter tying. This
approach, although computationally very
expensive, is still relatively new and may
improve with experience.

Attempts to improve the fixed-length lim-
itation of the n-gram model have been based
on the use of longer range forecasters. This is
done mainly with trigger models, whereby
predictor words are counted if they lie any-
where within the current word’s history. The
trigger approach is combined with conven-
tional n-grams using the Maximum Entropy
(ME) method. Head words can also work
with the ME method and n-grams to attempt
to model long-range dependencies in a more
principled way.

Speech recognition systems have attained
very high performance levels. Speaker-
independent, vocabulary-independent,
near real-time systems provide acceptable
accuracy for many non-critical applications.
These systems, however, are complex 
and the size of the word vocabulary requires
a large amount of training data. Speaker-
independent systems are good enough for
limited volume speaker identification
and/or verification systems – controlled
access to buildings for example – but fall
short of being useful as a human-computer
interface for applications such as telephone
banking.
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3.3 Natural Systems

Progress in building efficient and plausi-
ble neurocomputational models of biologi-
cal auditory processing has been largely
restricted to the peripheral processing of
auditory stimuli (sounds). We now know
that the brain computes many of the princi-
pal characteristics of an auditory stimulus
before information about the stimulus
reaches the neocortex. These ‘preprocessed’
characteristics include pitch and direction.

The UK has had a major research activity
in this area for some years, resulting in
detailed and comprehensive models of
peripheral auditory processing in the brain.
One recent outcome of this activity is a
detailed computational model of the inner
hair cell and auditory-nerve complex
(Sumner et al., 2002).

Building on previous research, this
model is intended as a component of more
comprehensive models of the auditory
periphery. It combines smaller components
that aim to be faithful to physiology in so far
as is practicable and known. The model
reproduces a wide range of observations of
animal inner hair cell receptor potential and
auditory nerve. When the input comes from
a suitably non-linear simulation of the
motion of the cochlear partition, the model
can simulate the rate-intensity functions of
low-, medium- and high-spontaneous rate
auditory nerve fibres in response to stimula-
tion both at rest frequency and at other 
frequencies. The model also reproduces
quantitatively phase-locking characteristics,
relative refractory effects, mean-to-variance
ratio, and first and second-order discharge
history effects.

André van Schaik, of the MANTRA
Centre for Neuromimetic Systems, Swiss
Federal Institute of Technology, and Ray
Meddis, of Essex University, recently
described an analogue VLSI implementa-
tion of a model of signal processing in the
auditory brainstem (van Schaik et al., 1999).
The implementation is based on a model of
amplitude-modulation sensitivity in the
central nucleus of the inferior colliculus

(CNIC). A single chip implements the three
processing stages of the model, the inner
hair cell, cochlear nucleus sustained-chopper,
and CNIC coincidence-detection stages.

The chip contains 142 neurons and incor-
porates two circuits: an inner hair cell circuit
and a neuron circuit. The input to the chip
comes from a ‘silicon cochlea’ consisting of a
cascade of filters that simulate the mechanical
frequency selectivity of the basilar mem-
brane. The chip was evaluated using ampli-
tude-modulated pure tones. Individual cells
in the CNIC stage demonstrate bandpass
rate-modulation responses using these stim-
uli. An array of these cells represents the fre-
quency of modulation as the location of the
cell generating the highest rate of action
potentials. The chip processes acoustic signals
in real time and demonstrates the feasibility
of using analogue VLSI to build and test audi-
tory models with many component neurons.

As in visual attention and figure-ground
separation, an essential feature of auditory
sensory processing is the ability to focus on
the part of the sound signal of interest
against a background of distracting signals,
and to be able to direct this focus at will. This
is particularly important in understanding
speech in the presence of background noise.
The biological auditory system is very good
at carrying out this process, the so-called
‘cocktail party effect’. The ability to analyse
speech against background noise has appli-
cations in both speech recognition systems
and hearing aids.

Several researchers have developed neu-
rocomputational models of the process
(McCabe and Denham, 1997). The model
they described shows that streaming results
from interactions between the tonotopic
patterns of activity of incoming signals and
traces of previous activity that act as a feed-
back signal and influence processing of 
subsequent signals. The model’s behaviour
agrees with a number of well-known psy-
chophysical results, including the relation-
ship between presentation rate, frequency
separation and streaming, the temporal
development of streaming, and the effect of
background organization on streaming.
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The fundamental principle of sensory infor-
mation processing that underlies the neuro-
computational models of the process formed
the basis of a highly efficient noise reduction
system in NeuVoice, a commercial speech
recognizer for such applications as mobile
telephones and ‘pocket’ computers.

3.4 Open Questions

The technology of high-quality speech
recognition remains based on systems com-
posed of two separate parts; a front-end
which uses acoustic waveform representa-
tions, followed by an inference mechanism
built around a Hidden Markov Model
framework. There has been little effort in
neurobiologically inspired processing to
replace the HMM framework. Similarly,
there have been few attempts to consider
structured modifications of the feature cod-
ing of the acoustic waveform using higher-
level feedback from the inference part of
speech recognition, an issue of data fusion.

4 SMELL: OLFACTION

4.1 Introduction

Smell, also termed olfaction, is the detec-
tion of floating molecules by receptor cells
in the nasal cavity behind the bridge of the
nose. Some one hundred million of these
cells, each less than 1 micrometre in diam-
eter, interact with odour molecules. The
olfactory bulb pre-processes the informa-
tion from these receptors before it proceeds
to the pattern recognition processes in the
olfactory cortex. The number of primary
odours is thought to be in the region of
seven. Humans can typically distinguish
somewhat fewer than 100 odours.

The olfactory system has four main parts;
the receptor array, the olfactory bulb, the
nucleus, and the cortex. The olfactory bulb
performs dynamic fusion of data from the
receptors. We know that the olfactory bulb
constructs a distributed code for odours, i.e.
cells are not tuned for specific smells. There

are feedback paths from the nucleus and the
cortex to the olfactory bulb. Every neuron in
the bulb seems to be involved with every
stimulus.

Although each sniff of the same odorant
creates a very different spatial response in
the receptor array, the pattern of electrical
activity of the macroscopic olfactory bulb is
very similar for the same odorant and dif-
ferent for different odorants. The olfactory
bulb appears to use phase-locked dynamic
oscillators to encode odorant information in
a robust and distributed manner.

4.2 Electronic Noses

The attempt to mimic the sense of smell is
termed an electronic nose. This is defined as
‘an instrument which comprises an array 
of electronic chemical sensors with partial
specificity and an appropriate pattern
recognition system, capable of recognizing
simple or complex odours’ (Gardner and
Bartlett, 1999). A number of research groups
are working on devices that mimic the
biological olfactory system. This is one 
area where there is closer connection
between the IT-centric model and biological
approaches.

Many different crude artificial nose sys-
tems have demonstrated that representing
an odour as a high-dimensional vector
allows broad discrimination.

With most electronic noses, an array of
chemical sensors separates out different
odours. Each sensor responds to a range of
odours with varying specificity and select-
ivity. Most commercial systems use either
metal-oxide sensors or conducting polymer
resistive sensors, although alternatives are
being investigated. The polymer film is
attractive because it is much faster than
other methods.

A team at the California Institute of
Technology has developed an array-based
electronic nose technology (Freund and
Lewis, 1995). Their technology uses poly-
mer sensors mixed with carbon black to
make them conductive. An odorant causes
the polymers to swell and their resistance to
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change. An array of different polymers
swells to different degrees, giving a signa-
ture of the odorant. The company Cyrano
Sciences has commercialized this technol-
ogy with the launch of a handheld electronic
nose (Cyrano Sciences). Further develop-
ment of the technology has produced chips
with arrays of thousands of sensors on
CMOS VLSI substrates. The chips are stand-
ard CMOS with a post-processing electrode-
less gold deposition step that forms the
sensor contacts.

Our knowledge of the complex relation-
ship between the structural features of mol-
ecules and the response of a sensor is
limited. Hence sensor design is largely an
ad-hoc process.

Sensors should operate at ambient pres-
sure with a high-frequency response and
their operation should be independent of
temperature or humidity. Sensor design is
also limited by the requirements of size,
detection range and reproducibility over
time and over different sensors of the 
same type. A severe limitation on the use 
of electronic noses is the compensation
needed to accommodate temperature and
humidity effects and, in some cases, the
flow rate.

The characterization of odours with an
electronic nose is divided into pre-processing
and pattern recognition. Pre-processing typ-
ically involves the calculation of relative or
fractional changes in each parameter, to
compensate for noise and drift, and some
form of normalization. A Bayesian or neural
network classifier then exploits the distrib-
uted representation of the normalized sen-
sor responses as high-dimensional vectors.

We may need more sophisticated pro-
cessing techniques to detect more subtle
changes in odours. In particular, adaptive
techniques, using dynamical or time-
varying models, should be able to exploit
the temporal information in transient sig-
nals. The use of transient responses and the
frequency spectrum may also give addi-
tional information to aid in odour discrimi-
nation, possibly reducing the number of
sensors required.

4.3 Natural Systems

For all the progress we have outlined
here, research in developing an electronic
nose is hindered by a lack of realistic bio-
logical models, and of practical chemical
sensors whose function is similar to biological
receptors.

Walter J. Freeman and his colleagues at
the University of California at Berkeley
have made extensive study of the olfactory
sensory system over the past 30 years. This
has resulted in a neurocomputational model
based on chaotic attractor neural networks
(Eisenberg et al., 1989).

John J. Hopfield of Princeton University
has also developed a neurocomputational
model of olfactory processing (Hopfield,
1999). He points out that highly olfactory
animals must solve several basic olfactory
tasks, including background suppression,
multiple object separation, mixture separ-
ation and source identification. The large
number, N, of classes of olfactory receptor
cells – hundreds or thousands – permits
computational strategies and algorithms
that would not be effective in a low-
dimension stimulus space.

Hopfield constructs a model of the pat-
terns of olfactory receptor responses based
on the broad distribution of olfactory
thresholds. Representing one odour from
the viewpoint of another then allows a com-
mon description of the most important basic
problems and shows how to solve them
when N is large. One possible biological
implementation of these algorithms uses
action potential timing and adaptation as
the ‘hardware’ features that are responsible
for effective neural computation.

Zhaoping Li, of the Gatsby Computa-
tional Neuroscience Unit at UCL, and John
Hertz, of Nordita, Copenhagen, have
described a model of an olfactory system
that performs odour segmentation (Li and
Hertz, 2000). Based on the anatomy and
physiology of the biological olfactory sys-
tem, their model consists of coupled bulb
and cortex modules. The bulb encodes the
odour inputs as oscillating patterns.
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The cortex functions as an associative
memory. When the input from the bulb
matches a pattern stored in the connections
between its units, the cortical units resonate
in an oscillatory pattern characteristic of
that odour. Further circuitry transforms this
oscillatory signal to a slowly varying feed-
back to the bulb. This feedback implements
olfactory segmentation by suppressing the
bulb’s response to the pre-existing odour,
thereby allowing the brain to single out and
recognize subsequent odours.

4.4 Open Questions

Olfaction is interesting when compared
with the other senses, because there is no
obvious spatial topography of odorant
space as there is for vision and hearing. This
is one reason why olfaction remains less
well understood from the perspective of
information processing. Very few artificial
olfactory systems have attempted to exploit
the dynamical aspects of processing in 
the bulb, nucleus or cortex. There is clearly 
a lot of work to do before we can fully
understand and reproduce the physics of
pattern processing in the human olfactory
system.

5 SENSOR FUSION

5.1 Introduction

The performance of the individual senses
is in itself remarkable, but that is only the
beginning. The living brain manages extraor-
dinary feats of ‘data fusion’, combining the
input from the senses. It may be that artifi-
cial systems could benefit from a greater
understanding of how natural systems han-
dle data fusion.

Sensor fusion is the merger of multiple
measurements of sets of parameters to form
a single representation. Sensor fusion can be
divided into:

● Complementary Sensors do not depend
upon one another but merge information
to form a more complete picture.

● Competitive Each sensor provides equiva-
lent information about the underlying
parameters.

● Cooperative Sensors combine to provide
information that each sensor alone could
not provide.

The simplest approach is to average the
signals, or ‘pixel intensities,’ from different
sensors at each point. However, this is
clearly unsuitable in many situations and is
very sensitive to noise. The most rigorous
way to perform sensor fusion is to use a
Bayesian approach. A Bayesian framework
has advantages over other methods. It
allows for the development of a probabilis-
tic scheme to combine multiple information
sources, particularly since these sources
may be multimodal.

If a linear, or linearized, model is used,
with uncertainty in sensor and motion
models modelled by Gaussian densities, it is
possible to employ classical Bayesian meth-
ods based on linearized Kalman filters. The
sequential Monte Carlo method, or particle
filter, provides an approximate solution to
the problem of non-linear and non-
Gaussian estimation.

Since the particle filter approximates the
optimal solution, it can outperform the
Kalman filter in many cases, given sufficient
computational resources. However, the per-
formance of particle filters degrades rapidly
as the dimension of the state vector
increases, leading to various proposals for
ways of avoiding this problem.

A choice of state coordinates making the
state equation linear reduces computation
time. This opens up the possibility for Rao-
Blackwell techniques, i.e. marginalizing the
full conditional posterior density with
respect to almost linear parts. Calculating
the likelihood one step ahead of re-sampling
is crucial, together with adding extra noise,
in avoiding divergence.

Applications of Data Fusion

The combination of computer vision with
speech recognition could bring significant
benefits. Computer vision can aid in word
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recognition by the use of visual phones or
‘visemes’, since very similar acoustic phones
frequently have very different visual
phones, giving a degree of orthogonality in
phone selection. Combination of the two
techniques could overcome some problems
of speech recognition, for example its sensi-
tivity to noise and its speaker dependence,
giving dramatic improvements in word
recognition in noisy environments. However,
there are significant problems involved with
fusing such disparate data, for example, in
the difference in the numbers of acoustic and
visual phones, time delays and differences in
sampling rates.

Researchers have adopted two main
approaches, feature fusion or decision
fusion. The first extracts features using the
available techniques and combines them
before the recognition process. The second
combines the outputs from separate recog-
nition processes. The second approach
seems to be preferred as combination occurs
at a higher level.

The fusion of different approaches to
imaging – mainly computer tomography
(CT), magnetic resonance imaging (MRI),
positron emission tomography (PET) and
single photon emission computer tomogra-
phy (SPECT) – has also made significant
advances. It has enormous clinical import-
ance as each technique provides different
information, anatomical for CT and MRI,
and functional for PET and SPECT.

The relevant images have to be matched,
or ‘registered,’ before fusion so that the tar-
get image is modified to match the reference
image. All matching algorithms have four
stages; extraction of key structures, match-
ing key structures, evaluation of similarities
between structures, and transformation of
the target images. Fusion then occurs by
combining the equivalent images. It is also
useful to incorporate prior knowledge about
the underlying physiology, for example the
anatomical shapes of different regions.

Open Questions

In many real-world problems, Bayesian
methods are inferior to simpler approaches.

The problem is that fusion should be consid-
ered from a ‘top-down’ or systems-level
approach, rather than from a ‘bottom-up’
approach.

The correct way to combine sensors, or
information generally, requires knowledge
of the correct ‘utility function’ for decision-
making. The two key research problems in
data fusion are the approximation of what is
a full many-body problem and the incorpor-
ation of different types of uncertainty into
the analysis.

Most fusion systems are hierarchical and
hence require modelling of some form of
locality. Hierarchical systems are less robust
than fully distributed systems, but fully dis-
tributed systems require complicated non-
linear, stochastic and temporal mathematics
which are currently lacking. Approximating
the many-body problem has links to graph-
ical models (see below), and has to face the
issue of how to construct tractable but prin-
cipled models.

As far as incorporating uncertainty is
concerned, unless local distributions are
known exactly, which is never the case in
practice, simple combination models out-
perform the Bayesian approach to model
integration, even assuming independence
between sensors. This is because errors
propagate through to the decision-making
part and hence the errors can dominate the
decisions (Kittler, 1998).

Although fusion does occur at some
levels in the human brain, for example, at the
individual neuron level for signal enhance-
ment, at other levels the brain prefers not to
fuse but leaves data sources fragmented and
works with multiple distributed representa-
tions of information (Abbot and Sejnowski,
1999), leaving the fusion to the high-level
binding problem.

6 THE NEOCORTICAL
MICROCIRCUIT

The neocortex of the brain serves percep-
tion, attention, memory and a spectrum 
of other higher cognitive functions. These
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combine to provide the outstanding powers
of biological sensory systems.

Markram has identified a number of
characteristics of the neocortex that suggest
that the biological system solves the compu-
tational problem of sensory processing in a
fundamentally different way from conven-
tional computers (Markram, 2002). First, 
an apparently stereotypical microcircuit of
neurons carries out all of the tasks of the
neocortex. And, whilst individual circuits
might adapt to reflect the species-specific or
modality-specific nature of the stimulus, the
underlying computational process remains
the same. Secondly, it appears that the same
microcircuit simultaneously performs mul-
tiple processing functions.

This form of unlimited parallel computa-
tion allows simultaneous integration of mul-
tiple sensory features in a manner that
intrinsically solves the so-called ‘binding’
problem. In addition, the boundaries between
microcircuits are not fixed. The circuits form
dynamically from a continuous sheet of inter-
connected cells, according to the processing
requirements and the topographical mapping
of sensory data into, and motor data from, the
neocortex. Each functional microcircuit con-
sists of an extremely dense set of neurons – of
the order of 104 neurons within a volume 
of less than 1 mm3. There is a great diversity
of cell types within the microcircuits – at least
nine major anatomical classes of cells, 15
major electrophysiological classes and 20
major molecular classes. In addition, these
cells are precisely connected to each other,
through synapses that act as unique adaptive
filters for the transmission of data between
any pair of cells. Thus while a single neuron
may connect to many hundreds of other
neurons, each target neuron will interpret a
signal sent by a neuron in a unique way. Also,
these connections are not static but change
their transmission characteristics dynamically
and asynchronously, on a millisecond time-
scale, and are organized in a highly precise
way in relation to the function of the different
neuron types that they connect.

Finally, the neocortical microcircuit
appears to be able to maintain a virtual 

continuum of timescales of information pro-
cessing, with time constants of activity ran-
ging from a few milliseconds to years. Thus
it seems to bear a close resemblance to a
dynamical system where the state activity
moves along continuous trajectories in a
complex, extremely high-dimension space,
these paths being uniquely defined over
very long, if not infinite, periods of time.
Moreover, the neocortical microcircuit has
the remarkable ability to adapt continuously
and to optimize itself to meet the require-
ments of new tasks and environments. This
occurs both through unsupervised modifica-
tion of its dynamic parameters, in particular
those that define the response characteristics
of individual synaptic connections, and
through modulatory control of the circuit
dynamics by specific neurotransmitters which
inform and teach the microcircuit about the
desired goals of, and objectives achieved by,
the animal.

6.1 Open Questions

Arguably, the most important challenge
in research at the interface between neuro-
science and computer science is to under-
stand the cortical microcircuit and its role
and function in information processing, in
particular in sensory systems. This ubiqui-
tous neural circuit can then be a building
block in novel computational architectures
for artificial sensory systems. By integrating
our understanding of the neocortical micro-
circuit with our knowledge of the global
characteristics of sensory processing – such
as attention, figure-ground separation or
object recognition – we may be able to build
systems that begin to match the perform-
ance of biological systems.

7 LEARNING: PROBABILISTIC
GRAPHICAL MODELS

Probabilistic models form the foundation
for much work in machine learning, com-
puter vision, signal processing and data
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analysis. The formulation and solution of
such models rests on the two simple equa-
tions of probability theory, the sum rule and
the product rule. However, the simplicity of
these equations is deceptive. In practice all
but the simplest models require highly com-
plex manipulations and can become analyt-
ically and/or computationally intractable.

Probabilistic graphical models can be
seen as a marriage between probability the-
ory and graph theory. We gain several bene-
fits by augmenting the laws of probability
with diagrams:

● We derive new insights into existing
models, for example by providing a way
to understand readily their conditional
independence properties.

● It becomes much easier to formulate and
motivate new, sophisticated probabilistic
models, simply by expressing them dia-
grammatically.

● Complex computations, for example
those required to perform inference, can
be expressed in terms of purely graphical
operations (such as moralization, tri-
angulation, finding the maximal spanning
tree, etc.).

● We can even go directly from graphical
representation all the way to computa-
tional evaluation of predictions.

There are two principal kinds of graphi-
cal model, directed graphs and undirected
graphs, corresponding to graphs with
directed edges (i.e. endowed with arrows) or
undirected edges. Each node of the graph
represents a (group of) random variables. In
the directed graph representation, the joint
distribution of all the variables is defined by a
product of conditional distributions, one for
each node, conditioned on the states of the
variables corresponding to the parents of the
respective nodes in the directed graph. For an
undirected graph, the joint distribution is
given by the product of clique potentials
(non-negative functions) defined over all
cliques (maximal fully connected subgraphs)
in the graph. Examples for well-known
models corresponding to directed graphs
include Kalman filters, Hidden Markov

Models and belief networks while examples
of undirected graphs include Markov ran-
dom fields and Boltzmann machines.

A joint probability distribution over sets
of random variables may exhibit one or
more properties of conditional independence,
and this corresponds to one of the key forms
of prior knowledge which is built into a pro-
babilistic model. These correspond to expres-
sions of the form: P(A|B, C) � P(A|B)
which says that A is independent of C given
B. Using the product rule of probability, we
can easily rewrite this in the form P(A,
B|C) � P(A|C) P(B|C) which says that,
given C, the joint distribution of A and B fac-
torizes, so that A and B are independent. A
very powerful feature of the graphical
model representation is that such condi-
tional independence properties can be read
off directly from the graph without having
to perform any mathematical manipulations
of probability distributions.

Graphical models appear particularly use-
ful in a Bayesian setting, where the uncer-
tainty in unknown quantities is captured 
by expressing them as random variables
endowed with prior probability distributions.
Thus, in a mixture of Gaussians for example,
the means, covariances and mixing propor-
tions of the Gaussians (as well as the latent
variables describing which components gen-
erated each data point) are all unknown and
hence are described by stochastic variables.
These additional stochastic variables corres-
pond to additional nodes in an expanded
graphical model having a hierarchical struc-
ture. Furthermore, we may wish to use flex-
ible priors, governed by hyper-parameters
which themselves are unknown and hence
described by hyper-priors, thereby extending
the hierarchy to higher levels.

From a Bayesian viewpoint, learning
simply corresponds to inference on this
expanded graph (Jordan, 1998), in which 
we condition on the observed variables 
(the ‘data’) and then infer the posterior dis-
tributions over quantities of interest (e.g.
means of the Gaussian components) while
marginalizing (integrating) out any remain-
ing variables (such as the hyper-parameters).
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Thus the application of graphical models
to practical problems requires the solution
of inference problems, and here graphical
models are particularly powerful in allow-
ing the general inference problem to be
solved exactly through graphical manipula-
tions. For tree-structured graphs the frame-
work of belief propagation (Pearl, 1988)
provides an exact solution in time linear in
the size of the graph. For more complex
graphs having loops, the graph is first trans-
formed into a tree structure (a ‘junction’
tree) in which each composite node com-
prises multiple variables from the original
graph, and then a local message-passing
algorithm (a generalization of belief propa-
gation) is performed. While the junction tree
framework is exact, and indeed optimal, for
complex models corresponding for instance
to densely connected graphs, the algorithm
can become computationally intractable. It
scales exponentially with the number of
variables in the largest composite node.

We must therefore seek approximation
schemes in such cases. Three important
classes of approximation are currently being
explored: Markov chain Monte Carlo
(MCMC), a numerical approach in which
the approximation usually arises through
the use of finite computer time; variational
methods, which are very powerful determin-
istic approximation schemes and which have
recently been shown to scale to very large
information retrieval problems well beyond
the scope of MCMC methods; and belief
propagation, in which the tree algorithm is
applied directly to a general graph. The last is
a purely ad hoc approach which sometimes
fails but which surprisingly often produces
spectacular results and which is currently the
focus of much theoretical investigation. In all
cases, the graphical representation offers con-
siderable assistance in the formulation and
solution of the inference problem.

7.1 Open Questions

Learning is an integral part of human
behaviour. State-of-the art algorithms in
machine learning are highly complex and

require massive computational power.
Synaptic plasticity, which is thought to be the
key mechanism for learning in animal brains,
is reasonably well understood but there is still
some debate about the precision with which it
operates. As the approach in machine learn-
ing is so different, it is not clear whether a
deeper understanding of human learning will
help in the design of improved algorithms.
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1 INTRODUCTION

This chapter focuses on speech in relation
to language, and language in relation to
speech. This focus is in the context of the
Foresight Cognitive Systems Project, which
set out to see where bridges can be built
between research on artificial cognitive sys-
tems and research in neuroscience and
related areas.

Experience suggests that such bridges can
exist only where there is interest and motiv-
ation on both sides, and that they can be
maintained only where it is possible to set
out a structured program for future research
with achievable medium-term goals. This
requires a well-specified scientific character-
ization of the shared domain.

A desirable feature for artificial cognitive
systems, assuming some autonomy as inde-
pendent computational agents, will be the
ability to communicate with natural (human)
cognitive systems. Since the preferred human
mode of communication is through speech, a
potential shared interest is in understanding
how speech conveys meaning. From the life
sciences side, this is the problem of how the
human brain is functionally and neurally
organized to support this process.

This document argues that the study of
speech and language in the context of mod-
ern cognitive neuroscience – incorporating
recent advances in neurobiology and driven
by new techniques in neuroimaging – should,
over the next two decades, lead to major
breakthroughs in our scientific understand-
ing of these crucial human capacities. This
offers the potential for a detailed neurosci-
entific analysis of a major natural cognitive
system. This is a domain that can interact
very profitably with the exercise of building
explicit, implementable computational
models of speech and language processing
systems.

2 STATE OF THE ART

The scientific study of speech and lan-
guage is entering a period of transition.
From its origins as a field of study rooted in
the cognitive sciences and in the humanities,
with a strong reliance on the empirical and
theoretical techniques of classical experi-
mental psychology, it is now coming to grips
with the challenge of an emerging cognitive
neuroscience. This challenge is driven by the
emergence of new techniques for imaging

C H A P T E R

5

Speech and Language

William D. Marslen-Wilson

1 Introduction
2 State of the Art

2.1 Language and Speech – the Cross-Disciplinary Challenge
3 Implications and Future Developments
4 Open Questions

Cognitive Systems: Information Processing Meets Brain Science ISBN 0-12-088566-2
Copyright © 2006 Queen’s Printer and Controller of HMSO. All rights of reproduction in any form reserved

P088566-Ch05.qxd  7/11/05  6:23 PM  Page 105



the activities of the intact human brain, 
and by strong inputs from neurobiological
sources – in particular neurophysiological
and neuroanatomical research into auditory
processing structures and pathways in non-
human primates.

In this dynamic scientific context, any
characterization of the state of the art will
overlap considerably with the future direc-
tion of the field and emerging developments.
The discussion on the following pages, there-
fore, should be seen in this light.

2.1 Language and Speech – the Cross-
Disciplinary Challenge

The evolution of a cognitive neuroscience
of language requires us to bring together
several different strands. Collectively, these
constitute both the ‘state of the art’ and the
raw material out of which the future science
of language will be constructed.

2.1.1 The Cognitive and Psycholinguistic
Framework for the Study of
Language Function

The historically most important and most
extensive inputs to the study of language as
a cognitive system are the data and theory
generated by experimental psycholinguis-
tics, incorporating influences from linguis-
tics, computer science and computational
modelling. In the 50 years since the emer-
gence of modern linguistic theory, a standard
view has come to predominate, mapping
primary distinctions in types of linguistic
knowledge onto a model of the psycho-
logical system assumed to represent and
deploy this knowledge in actual human per-
formance. It is from this source that we
acquired the basic segmentation of linguistic
knowledge into different categories, which
has strongly constrained the kinds of scien-
tific questions that have been and are being
asked.

Every student in the field will be familiar
with the typical four-way classification into:

● knowledge of linguistic form (sounds
and letters)

● knowledge of words – the mental lexicon
● knowledge of grammar (or syntax) –

how words fit together to form meaning-
ful sentences

● knowledge of meaning (or semantics).

The scientific study of language – whether
in language acquisition (how language is
learned as a first or second language),
language production or language compre-
hension – takes for granted that these are the
categories of linguistic knowledge that are
learned and mentally represented by the
language user, and that must be deployed
swiftly and effectively in the on-line processes
of speaking, listening and understanding.

Research within this framework has led
to detailed hypotheses about the content
and structure of the mental representations
of linguistic knowledge, and about the
mechanisms that operate on this knowledge
in real-time performance. Out of this has
emerged a clear appreciation of the com-
plexity and richness of language as a human
cognitive system.

The field has developed a wealth of
hypotheses and observations about represen-
tations and processes at all levels of the sys-
tem, ranging from views on the nature of
phonological representations and how they
are accessed from the speech stream, to
those about the organization of the mental
lexicon, and about the nature and represen-
tation of linguistic and conceptual meaning.
Accompanying this, there has been a tremen-
dous development in the sophistication of
experimental and statistical methodologies
available for probing the functional proper-
ties of the language system, and a keen
awareness of the many traps that language
prepares for the unwary experimenter.

These achievements make the concepts
and techniques of experimental psycholin-
guistics an essential component of the future
science of language. Without them, we can
neither grasp what it is we are trying to
explain, nor put together adequate experi-
ments to probe the detailed properties of 
the human language system. None the less,
history also suggests that, on its own, this
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approach is not sufficient to pin down the
underlying scientific facts of the matter.

Despite the accumulation of detailed
observations and hypotheses about many
aspects of the language system, there remain
long-standing disagreements about its under-
lying properties. A case in point is the mental
lexicon – the stored mental representation of
what we know about the words in our lan-
guage. This type of knowledge plays a cru-
cial functional role in the language system.
We can neither understand language nor
produce it without reference to these lexical
representations, which link together knowl-
edge of the phonological form of words and
knowledge of word meanings.

Lexical processing in this environment
imposes complex functional demands on
the system. These include the basic processes
of access and selection – how, as the speech
signal is heard, listeners relate this sensory
information to their knowledge of words in
the language and identify the word being
uttered.

There is good agreement about the basic
functional properties of these processes, cen-
tring around the view that lexical access is
based on the simultaneous activation of mul-
tiple word candidates, and that the selection
of a single correct candidate is based on a
relational process of choice between these
competitors. Selection of the correct candi-
date reflects not just the evidence favouring
that specific candidate, but also the rele-
vance of this evidence to other possible can-
didates. One source of evidence for this is the
timing of word-recognition processes, show-
ing that spoken words can be recognized as
soon as they diverge from their cohort of
competitors (e.g., Marslen-Wilson, 1987).

There is major disagreement, however,
about the nature of the functional system
supporting this rapid, efficient, on-line
recognition process. The most fundamental
issue concerns the underlying computational
properties – whether they are based on dis-
tributed representations or on a network of
interacting localist nodes. Both types of
approach can capture the main cohort
phenomena, but they do so in very different

ways, leading to contrasting approaches both
to the nature of psycholinguistic representa-
tion and to the mechanisms involved in spo-
ken language processing.

Localist models approach the mental lexi-
con in terms of classical concepts of sym-
bolic computation. The form and meaning
associated with a given word is represented
in terms of labelled symbolic nodes. Lexical
access and selection depend on excitatory
and inhibitory interactions between these
nodes, at different levels of representation,
as words are seen or heard.

In distributed models, the mapping from
form to content emerges as a function of the
learned pattern of connections among the
elementary units in a multi-layer neural net-
work. Nowhere in the system is either the
phonological form or the semantic content
of the word explicitly represented, except
indirectly as a pattern of connections over
units. As a word is heard, overlapping pat-
terns of activation, corresponding to differ-
ent lexical interpretations of the material
heard up to that point, will be simultan-
eously activated and will interfere with each
other to form a blend state. This will resolve
over time into a unique representation cor-
responding to the word being heard, as a
function of the properties of other words in
its competitor neighbourhood.

These are two very different ways of
explaining the functional properties of the
same cognitive process. One finds this state of
affairs repeated across the field. Although
there is agreement about the functional prop-
erties of the human speech comprehension
system, there can be quite outstanding levels
of disagreement about how these pheno-
mena are to be explained. Thus, despite the
methodological and theoretical sophistication
of current psycholinguistic research over the
past two or three decades, there is little doubt
that additional constraints are needed to con-
verge on a unique scientific account.

2.1.2 Cortical Localization of Language
Function

A second critical strand is the long-
standing tradition of research into the brain
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bases of human language function, develop-
ing from the Broca–Wernicke–Lichtheim
framework of the nineteenth century, link-
ing to the more functionally oriented fields
of neuropsychology (and later cognitive
neuropsychology) in the second half of the
twentieth century, and beginning to re-invent
itself in the last decade with the advent of
new techniques for neuroimaging. The nine-
teenth-century framework, evolving out of
the needs of the neurologist for bedside
diagnosis of aphasic patients, typically dealt
in broad-brush functional and neural labels
(see Figure 5.1).

Disorders of comprehension were associ-
ated with damage to the superior temporal
lobe (‘Wernicke’s area’), for example, while
problems in language production – so-called
telegraphic speech, for example – were asso-
ciated with damage to Broca’s area in frontal
cortex. More subtle aphasic deficits were
analysed in terms of damage to connections
between these areas and primary sensory
and motor areas, but the grain of neural and
functional analysis remained relatively
coarse.

The emergence of neuropsychology
brought with it more detailed functional
analyses of the language system and its
deficits – especially in the sub-field of cogni-
tive neuropsychology – and introduced a
more active hypothesis-testing approach,
reflecting the hard-earned advances in
experimental method of mid-twentieth-cen-
tury psychology. However, despite the fact
that the primary empirical input to the field
was the effects of injury to the brain on
sometimes very specific aspects of language
function, linkage to the function of particu-
lar brain areas was never the most success-
ful feature of this research programme.

If a patient exhibited, say, a specific deficit
in reading words with irregular pronuncia-
tions but not in saying them, this might lead
to a correspondingly specific claim about
the functional organization of the language
system. But it would typically not lead to
claims about which brain systems were
responsible for the postulated functions.
This lack of specificity was at least in part a
response to the awkward messiness of data
from the damaged brain, where sometimes
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FIGURE 5.1 The classic Broca–Wernicke diagram linking brain regions and language functions (PAC is the
primary auditory cortex). (This figure appears in the colour plate section)
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the most specific deficits seemed to emerge
from the largest lesions, and where exper-
imental, replicable science was rarely 
possible.

A lack of detailed engagement with the
neural level is no longer tenable in the era 
of neuroimaging, where research with posi-
tron emission tomography (PET), function
magnetic resonance imaging (fMRI), electro-
encephalography (EEG) and magnetoen-
cephalography (MEG) with both normal and
brain-damaged populations could deliver
direct information about what brain areas
are involved in which cognitive tasks (see
the Foresight Research Review, ‘Advanced
Neuroscience Technologies’). A number of
landmark papers are emerging, combining
neuropsychological and neuroimaging data
to breathe new life into the enterprise of corti-
cal localization of function. Relatively few
successful papers have emerged, however, in
the domain of speech and language. In part,
this is because the concepts of language
invoked have tended to be rather primitive
borrowings from secondary sources, and in
part because the focus has tended to be on
written rather than spoken language.

2.1.3 Neurobiological Constraints
The third strand, whose influence is rap-

idly increasing, but which until very recently
had no discernible role in the mainstream
study of speech and language, is constituted
by the insights and constraints that derive
from the neurobiology of the related brain
systems. This is primarily driven by neuro-
anatomical and neurophysiological research
with non-human primates, in particular our
rather distant relative the macaque.

This link was historically weak and unex-
plored because of the general view that lan-
guage is special to humans and that there 
is no ‘animal model’. This may in critical

respects still be true (cf. Hauser et al., 2002),
but it is now widely accepted that there
must be structural parallels and evolutionary
precursors for many aspects of the neural
systems that instantiate language function
in the human brain. The most specific paral-
lels are likely to be found in the organization
of the primate auditory processing system,
where convincing evidence has emerged to
suggest a basic ‘dorsal/ventral’ distinction
in the organization of the major processing
pathways emerging from primary auditory
cortex, as well as a wealth of information
about the structure and function of the audi-
tory cortex itself.

The kind of picture that emerges, while
bearing a partial resemblance to the Broca–
Wernicke diagram (see Fig. 5.1), is more
much specific about the functional and 
neural architecture of the system than any-
thing that can we can say at present about
the human system (see Fig. 5.2). This picture
also contains an entire auditory process-
ing system (the ventral route) that does 
not figure in the classical Broca–Wernicke
diagram.1

In research with the macaque we can
establish directly the detailed neuroanatomy
of the pathways linking areas in auditory
cortex (labelled ‘core’ and ‘belt’ in Fig. 5.2)
to other cortical regions, while at the same
time using single-cell recording techniques
to specify the functional properties of the
areas involved. Current views (e.g.,
Rauschecker and Tian, 2000) suggest that
the ventral ‘what’ route, involving superior
temporal lobe pathways, is specialized for
processing and identification of complex
auditory objects, including species-specific
vocalizations, while the dorsal ‘where’ route,
and the regions in auditory cortex from
which it derives (CL and CM in Fig. 5.2) are
more involved in the spatial analysis of
auditory information.
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the anterior pole of the left temporal lobe, are less likely to have functions attributed to them.
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It is tempting to adopt this analysis as 
a template for thinking about the organiza-
tion of the speech and language processing
system in the human brain, although two
major caveats are in order. The first is that
the human brain diverges in many respects
from the macaque brain, most extensively in
the anterior temporal lobe and frontal lobe
areas that are critically involved in the sys-
tems postulated. The second caveat is that 
a system designed to support spoken lan-
guage will need to make different and add-
itional functional demands to those served
by the macaque system. None the less, the
emergence of a well-specified account of the
neurobiological underpinnings of primate
auditory processing has had important con-
sequences. It provides a model for what a
theory of these systems needs to look like, in
terms of the specificity of both the func-
tional and the neural account that is pro-
vided, and strongly suggests a very different
approach to the characterization of human
language function.

Classical cognitive and psycholinguistic
approaches to the functional structure of the
system for mapping from sound to meaning
have always assumed that a single, unitary
process (or succession of processes) is
engaged to carry out this mapping. The 
neurobiological evidence suggests, however,

that the underlying neural system is not
organized along these lines, and that mul-
tiple parallel processing streams are involved,
extending hierarchically outwards from
auditory cortex. In this respect, speech and
language analysis would be brought into
closer alignment with long-held assump-
tions about the organization of primate
visual processing systems – from which the
dorsal-ventral ‘what/where’ dichotomy ori-
ginally derives (see Learning and Memory
summary (Chapter 9) for further discussion).

2.1.4 Speech Processing in the 
Human Brain

A fourth strand, closely related to the
third, is the recent development of func-
tional imaging studies of the perception of
speech and other complex sounds. These
studies are starting to build up a picture of
the neural and functional organization of
human auditory cortex along the lines indi-
cated by studies of the macaque (for a recent
review, see Scott and Johnsrude, 2003).

An important feature of these studies,
and one shared by the most successful con-
tributions so far, is the close involvement of
concepts and techniques from mainstream
research in psycho-acoustics and acoustic-
phonetics. Without a precise understanding
of the properties of the acoustic signal for
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speech, and a detailed functional analysis 
of the types of information that can be
extracted, it is difficult to construct experi-
mental contrasts that do not contain unfor-
tunate confounds.

More generally, what is striking is the
degree of functional and neural specificity
that seems to be possible with the combin-
ation of fMRI and appropriate stimulus con-
trasts. Figure 5.3, based on a paper by
Patterson and colleagues (2002), is a case in
point. Here we see primary auditory cortex
(Heschl’s gyrus) precisely located in the lis-
teners’ brains, with a broad area, including
Heschl’s gyrus, activated by a basic contrast
between sound and silence, and then more
specific areas activated according to their
different functional specializations. In this
study, focusing on the perception of pitch
and of melody (produced by variation of
pitch), these two dimensions activate differ-
ent cortical territories, with areas sensitive
to melody showing additional hemispheric

specialization. Similar findings are emer-
ging from parallel studies contrasting speech
and non-speech materials.

Two important design features of the 
neural and functional organization of human
cortical speech processing are emerging
from this research. The first is the apparent
confirmation of the hierarchical structure of
processing layers in primary auditory cor-
tex. fMRI studies show that core areas,
receiving direct input from lower level audi-
tory centres in the thalamus, seem to respond
equally well to all auditory inputs. These core
structures project to surrounding belt (and
‘parabelt’ areas), which respond preferen-
tially to more complex sounds, with some
specialization emerging for different belt
and parabelt areas. An intense focus of cur-
rent research is the further differentiation of
these areas, with the research summarized
in Fig. 5.3 being one example of this.

The second design feature, and one that
will have particular importance for the
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location of Heschl’s gyrus (primary auditory cortex) in nine subjects. Noise, compared to silence, bilaterally activates
a large auditory area (shown in blue). Extraction of pitch based on temporal cues activates an area at the lateral
edge of Heschl’s gyrus in both hemispheres (red) in the auditory belt region. Finally, introduction of a pitch
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gyrus (green/aqua). (This figure appears in the colour plate section)
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extension of this research to deal with the
higher-order structure of the speech under-
standing process, is the accumulating evi-
dence for multiple processing streams,
emerging in parallel from primary auditory
cortex and from surrounding areas special-
ized for the processing of complex auditory
inputs such as speech.

The clearest results are from recent fMRI
studies that examine the neuroimaging
consequences of variations in speech intel-
ligibility. By using techniques to vary intel-
ligibility that maintain basic acoustic
properties across different stimulus types,
these studies avoid confounds present in
earlier studies. This research show a clear
processing progression moving anteriorly
down the superior temporal lobe from pri-
mary auditory areas (e.g., Scott et al., 2000;
Davis and Johnsrude, 2003), a pattern of
activation that looks very much like the kind
of ‘ventral’ stream identified in research with
macaques (see Fig. 5.2). There is also persua-
sive evidence for the hierarchical organiza-
tion of these pathways.

Thus, in the research summarized in 
Figure 5.4 we see a central area of activation
(coloured red to yellow) corresponding to
regions surrounding primary auditory cortex
on the left, which is sensitive to relatively
low-level variations in the acoustic-phonetic
properties of different types of disrupted
speech.

Moving away from this central area, 
we see further areas of activation (coloured

green to blue) that are not sensitive to acoustic-
phonetic variation but which respond to
changes in intelligibility – whether the sen-
tence and the words in it can be successfully
understood. Interestingly, these further areas
of activation not only extend ventrally, mov-
ing forward down the superior temporal
lobe, but also dorsally, in that there is a
strong swathe of activation moving posteri-
orly, to the junction between the temporal
and parietal lobes, consistent with a dorsal
route connecting through to frontal areas
(see also Figs 5.1 and 5.2). It would be a mis-
take, however, to restrict the range of possi-
ble processing streams just to the human
analogues of the dorsal and ventral streams
identified in non-human primates. There is
accumulating evidence for a third stream of
processing, also moving posteriorly but ori-
ented downwards towards inferior tempo-
ral structures, which seem to be implicated
in semantic processing of auditory inputs
(e.g., Price, 2000). There is also some neu-
ropsychological evidence to support the
notion of a ‘basal language area’, and this
may be a target for this potential third
stream.

Of course, as we begin to develop a more
differentiated view of the functional archi-
tecture of the human system, we will have
to revise these initial attempts to classify
and enumerate possible processing streams.
We should remember that information flow
in the brain is never unidirectional. Feedback
to temporal lobe centres from more anterior
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or inferior processing centres may be just 
as important as the traffic in the opposite
direction.

Finally, we should point out that audi-
tory processing has intrinsic and critical
dynamic properties. The speech signal is
delivered rapidly over time. Speech and lan-
guage processing systems in the brain track
this temporal sequence with millisecond
fidelity. However, fMRI is poorly adapted to
track this millisecond-level dynamic, since 
it reflects changes in blood-flow to different
parts of the brain, a process working on a
timescale of seconds rather than milliseconds.

To track cortical responses with the neces-
sary degree of temporal resolution requires
techniques such as EEG and MEG. These
measure, respectively, the electric and the
magnetic fields generated by brain activity.
These reflect directly the changes in neural
activity accompanying different processing
operations, and could be of great value in
separating out their properties. They are
also essential if we are going to be able to
examine the timing of processing relations,
and the role of feedback in modulating on-
line analysis and interpretation.

2.1.5 The Cross-Linguistic Dimension
This final strand makes the point that it 

is language that is at issue here, not just
speech perception, and that the content and
structure of a given language system may
itself be very variable. Human languages
vary widely in how they organize the
speech stream to communicate meaning,
ranging from contrasts in the speech sounds
that are specific to a given language, to the
striking differences, at higher levels of the
system, in the ways that larger units com-
bine to form words and sentences. The
study of cross-linguistic variation will be
critical in research into specialized speech
processing areas distributed around pri-
mary auditory cortex, and into the different
processing streams thought to emanate
from these areas.

One reason is that incorporating cross-
linguistic distinctions into the research pro-
gramme can provide useful empirical

contrasts. For example, in the attempt to dis-
cern the processing properties of specific
cortical areas, especially at the tricky bound-
ary between speech and non-speech, it is
useful to compare responses across sets of
listeners whose languages differ in the phon-
etic distinctions they make.

A well-known study by Näätänen and
colleagues (1997), for example, examines
responses to the same vowel sound for a set
of listeners where this was a speech sound in
their language and for a different set of lis-
teners where this was not a distinct vowel.
Using MEG, these authors showed that early
cortical responses to speech could be modu-
lated by the linguistic role of the sounds
being heard. fMRI experiments can exploit
similar contrasts to give a more precise spa-
tial localization of the processing areas
involved in supporting this distinction.

The main reason, however, for working
cross-linguistically is simply that we cannot
determine the fundamental design proper-
ties of human speech and language as a neu-
robiological system on the basis of just one
or two languages. If, for example, through
the study of speakers of English, we come to
a view about the core properties of different
cortical processing streams, we would have
no way of separating out general principles
from the idiosyncrasies of English if that
was the only language for which this kind of
information was available. Nor could we
even begin to adjudicate between contrast-
ing views about the role of innate factors 
as opposed to developmental experience in
determining the observed properties of
these different processing routes.

To take a topical example, English is a
language where a great deal of linguistic
and communicative work is done by mor-
phologically simple words – that is, words
like dog, smile or dark, which are made up of
a single meaning unit (or morpheme), with
no further internal structure. In terms of
organizing access to meaning, the process-
ing system is confronted with a fairly
straightforward challenge – how to map a
relatively invariant surface unit onto an
internal representation of its meaning and
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grammatical properties. However, many
words, even in English, do not have a sim-
ple structure, and are made up of more than
one phonological and morphological unit.
In English, for example, the verb smile may
occur in the complex past tense form smiled,
where smile is combined with the past tense
morpheme {-d}, or the word dark may occur
as part of the abstract noun darkness, where
it combines with the derivational mor-
pheme {-ness}.

In other languages, such as Italian or
Polish, essentially every surface form is com-
plex, and stems almost always appear in
combination with a derivational or inflec-
tional affix. The contrast is even stronger for
the Semitic languages, such as Arabic and
Hebrew, where all surface forms are argued
to be complex combinations of morphemes,
and where words are formed not by chaining
morphemes together in sequence (as in dark +
ness), but by interleaving morphemic ele-
ments. Thus, the word kataba in Arabic,
meaning ‘write’, is formed by interleaving
the abstract root {ktb} with a word pattern
which specifies the sequence of consonants
and vowels, as well as the syntactic role of
the resulting word. These more complex
words present additional challenges to the
processing system and may place differential
demands on different processing pathways.

A case in point, returning to English, is
the contrast between regular and irregular
past tense forms. This played an important
role in recent debates in cognitive science
about the nature of mental computation 
and the structure of the language system
(Marslen-Wilson and Tyler, 1998; Pinker,
1999). Moving away from the focus on rules
and symbolic computation which dom-
inated earlier stages of the debate, Tyler,
Marslen-Wilson and colleagues focused on
the status of irregular past tenses (such as
gave, bought) as phonologically simple forms
that can access stored lexical representations
directly. The regular past tenses, on the
other hand, because they are complex
combinations of stems and affixes (as in
smiled, jumped etc.), require further analysis
processes.

Evidence from neuroimaging and neuro-
psychology (Tyler et al., 2002) implicates
specialized morpho-phonological process-
ing mechanisms in left inferior frontal cor-
tex, possibly linked to dorsal as opposed to
ventral processing streams. Further investi-
gation of this possibility, however, requires
research cross-linguistically, working with
systems where contrasts in regularity can be
dissociated from contrasts in phonological
complexity.

A more dramatic type of cross-linguistic
contrast that may be uniquely valuable in
elucidating the underlying properties of
cortical speech and language areas comes
through the comparison between spoken
languages and native sign languages, such
as BSL (British Sign Language). These are
languages where the primary medium is
gestural (visuo-spatial) in nature, and which
are learned as first languages, typically by
the congenitally deaf children of deaf par-
ents who are also signers.

A series of increasingly sophisticated
studies show that, despite the difference 
in the sensory modalities involved, there is
considerable overlap in the cortical areas
activated when perceiving spoken and
signed languages (e.g., Petitto et al., 2000;
MacSweeney et al., 2002). These include not
only inferior frontal regions (Broca’s area),
but also superior temporal regions classically
associated with the processing of spoken
language. Evidence from MacSweeney’s
study shows that in deaf native signers
(although not hearing native signers) the
areas activated in the perception of sign
include secondary auditory cortex, in
regions close to Heschl’s gyrus (see Fig. 5.3).
This reveals unsuspected plasticity in cor-
tical regions normally associated with the
processing of complex auditory inputs, but
may also reflect underlying similarities in
the types of analyses being conducted at this
level of the system on communicative inputs,
whether auditory or gestural in origin.

More generally, I would like to stress the
importance of not only cross-linguistic but
also developmental and genetic inputs to a
full understanding of how and why the
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adult brain is structured to support the
astonishing human capacities in the domain
of speech and language.

3 IMPLICATIONS AND 
FUTURE DEVELOPMENTS

At the beginning of this document I
claimed that over the next two decades the
study of speech and language in the context
of modern cognitive neuroscience, incorp-
orating recent advances in neurobiology, pro-
vides a framework that should lead to major
breakthroughs in the quality and specificity
of our scientific understanding of these cru-
cial human capacities. I then indicated some
of the different strands that will need to be
woven together to achieve these goals.

In effect, we need to link the concepts and
techniques of experimental psycholinguis-
tics, psychoacoustics and acoustic phonet-
ics, in the service of a systematic experimental
analysis of the cortical systems supporting
human speech processing and language
interpretation, using neuroimaging tech-
niques to track these processes in space and
in time, and working cross-linguistically to
ensure the scientific generality of the account
being constructed.

In this context, the clearest potential links
with future developments in artificial cogni-
tive systems in the domain of computational
modelling and analysis of the neural and
functional systems supporting speech and
language. We will only know that we have
fully understood a natural cognitive system
when we can build a model of it.

4 OPEN QUESTIONS

The study of speech and language has
many open questions. I list just a sample.

● What is the functional architecture of the
human language processing system, and
how are the conventional distinctions
among knowledge-types (sounds, words,
grammar, meaning) to be interpreted in a
neurobiological framework?

● What are the underlying computational
properties of the system? Will a uniform
type of computational process be 
adequate to capture the characteristics of
language representation and processing?

● How do we constrain these computational
accounts to be neurobiologically realistic?

● What is an appropriate framework for
linking studies of the damaged brain to
neuroimaging studies of the intact brain?
How will this link to potential transla-
tional research?

● What are the limitations of the non-
human primate model as applied to the
explanation of human systems? How
should we interpret the notions ‘where/
what’ in the context of human language?

● What is the functional neuroanatomy of
the human speech and language system,
and how far does it diverge from the
standard macaque model?

● To what extent do cross-linguistic varia-
tions in language structure affect the
properties of different cortical processing
streams?

● What are the commonalities of language
in the brain across spoken and sign 
languages?
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S E C T I O N

3

Cognitive Systems in Action

Natural and artificial cognitive systems plan their actions. In doing so, they need to
consider the broader context of others – other people or other computing devices.
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Action is the business of doing things.
People act. Computers act. They need to plan,
and that planning reflects both our human
existence as social creatures interacting with
other humans and the fact that computers
increasingly exist within networks in which
their actions are influenced by, and in turn
influence, the actions of other computers.

In acting within their worlds, animals
and humans display superb abilities to
choose and execute brief and more extended
courses of action. Sometimes actions are
deliberate, sometimes automatic. In the for-
mer case, planning and motivation are crit-
ical to the action selection process. Research
into this process, and into the ability of both
living and autonomous intelligent agents to
select, execute and adapt their actions to a
changing environment, encompasses multi-
disciplinary studies from psychology to
neuroscience, and from computer science to
information engineering.

In their chapter entitled Action Phil
Barnarde and Peter Redgrave outline a for-
mal framework for thinking about action
selection and execution by animals. Their
framework encompasses actions ranging
from straightforward ‘innate’ motor seq-
uences such as ‘fight or flight’ when an ani-
mal is faced with a predator, through to the
complexities of the ostensibly simple action of
a person reaching out to an object, picking it

up, passing it in an appropriate way 
to another person, and then releasing it safely.

Different structures in the mammalian
brain are involved in different actions, with a
hierarchy of control levels, starting, at the
lowest level, at the brain-stem and spinal
cord, working through the basal ganglia and
cerebellum all the way to the neocortex. The
major challenge facing research into action is
the apparently distributed nature of the con-
trol, given the simultaneous and critical
influence of so many and such diverse struc-
tures. Formal theories, such as temporal dif-
ference learning, provide a framework for
thinking about action selection.

Uta Frith and Sarah-Jayne Blakemore
review the social dimension of cognition.
They tackle a topic that neuroscientists
have, until recently, been shy of addressing.

For Frith and Blakemore, social cognition
is any cognitive process – implicit or explicit –
that involves other people. One example 
is work on the ability to recognize faces, 
a social skill present in early infancy in a
baby’s reactions to its mother. It is also a
skill that develops through life to the point
where we can quickly recognize the slight-
est nuance in a friend or partner’s face that
may reflect their mood – such as anger.

Using similar experimental techniques to
those of other aspects of contemporary neuro-
science, including single-cell recording and
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non-invasive brain imaging, we have a
developing set of ideas about the specific
areas of the brain involved in face recogni-
tion, what we can learn from the expres-
sions of a face and more generally in
‘mentalizing’. This work is complemented
by related studies on perception of gaze and
‘mirror neurons’ that participate in the per-
ception of action.

Brain imaging experiments, in particular,
are entering hitherto uncharted territory by
looking at such subtle processes as ‘feelings’
ranging from fear through to embarrassment
and even empathy. Such studies may help to
throw light on what we often think of as
‘abnormal’ behaviour in a person, or even
extremes of distinctive social interaction as
occurs in autism. Such research is guided by
ideas about the human capacity to recognize
that others have minds as well, and our abil-
ity to alter our behaviour towards others as a
function of this recognition. One prominent
idea is that autism is thought to impair the
capacity to possess a ‘theory of mind’ and
that this abnormality may arise through sub-
tle genetic mutations that affect the anatomi-
cal development of relevant areas of the
brain during gestation and early life.

Many see the computer on their desk as a
lonely, lifeless tool, a very useful one to be
sure, but not one with a rich social life. Not
so. Increasingly, personal computers are har-
bingers of software that can act as ‘intelligent
agents’ that seek out, find and process spe-
cific types of information for its owner.
Nicholas Jennings and Anthony Cohn, in
their chapter on Interaction, Planning and
Motivation, take us into the world of the
software agent – the worker bees of informa-
tion technology. Soon, they surmise, we will
all have agents that could plan our travel,
respond to changed circumstances in doing
this, and do it legally, safely and within the
constraints that so many of us have in busy
lives. To carry out this kind of task, these
agents must interact with other agents and
the computing systems in which they reside.

For an autonomous agent to act, no less
than an animal fleeing a predator or a per-
son preparing a meal, it must have motiv-
ation to do so. This motivation is partly a
matter of mere ‘push’ – the energy to do it –
but it is more than that, as the specifics may
guide the choice of action, just as the meal a
person prepares depends on the person or
group for whom it is prepared and the occa-
sion in question. Similarly, motivation and
the planning that necessarily goes with it,
influence the style of software tools that a
computing engineer may develop for a par-
ticular range of tasks. A key development in
current research is moving on from fixed
action patterns and sequences to flexible
systems in which it is acknowledged that
you cannot predict accurately and com-
pletely what will happen when you start a
task, but need instead to monitor things as
the task progresses.

These topics may seem somewhat dis-
parate: and, to date, research in the relevant
domains of neuroscience and computer sci-
ence has proceeded independently. But they
clearly have common themes. People interact
with people, and they need specialized
mind/brain systems to do so. People interact
with computers, and computers with other
computers. As computing becomes all-per-
vasive, as people come to rely more and more
on the handheld devices of their personal
digital environments, we should anticipate
that both natural and artificial social agents
will need to discover more and more about
each other to function effectively. At present,
most human interaction with machines lacks
any degree of social sophistication on the
part of the machine, but this may change as
their software starts to incorporate ideas
emerging from the study of social cognition.
When it comes to cognitive systems in action,
there are many open questions ahead. These
three challenging chapters identify some of
these and show once again how much in
common there is between life scientists and
researchers in the physical sciences.
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C H A P T E R

6

Action

Philip Barnard and Peter Redgrave
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5 Links and Open Questions 
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1 INTRODUCTION

Animals have superb innate abilities to
choose and execute simple and extended
courses of action. Many animals also exhibit
envious adaptability to new and changeable
environments, exploring efficiently, learn-
ing appropriately and exploiting resources
near optimally. Understanding these capa-
bilities has been the focus of wide variety 
of neural (i.e. implementational, in the sense
of Marr), psychological (algorithmic) and
computational studies. In this document 
we consider these studies, which have his-
torically involved substantial interactions
between psychology and neuroscience, and
engineering and computer science.

We adopt a very broad definition of
action, encompassing essentially any emit-
ted or elicited behaviour of an organism. We
thus include both deliberate actions, chosen
either explicitly or implicitly to achieve par-
ticular goals, and habits, reflexes or trop-
isms that are exercised more automatically

in response to external stimuli and internal
states (though the actions may still achieve
goals). One might also consider internal
actions involved in the control of ongoing
processing, such as the allocation of sensory
attention to a particular stimulus or region
of sensory space.

Modularity has played a critical role 
in attempts to understand the biological
control of action and in building robots. 
We must therefore address it at the outset.
At least three different sorts of modular-
ity have been influential: the hierarchical
abstraction of state, goals and actions; a
division into separate systems for grossly
separate functions (such as defensive behav-
iour); and the separate consideration of the
specification, selection and execution of
actions.

The first form of modularity concerns
hierarchical abstraction. In cognitive and
computational theory, this is often seen as
proceeding from sensation, through levels
that capture the abstract forms of individual
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sounds, objects, movements or bodily expe-
riences and their organization into external
scenes or bodily configurations; extending
to ‘higher level’ structures of human know-
ledge, including phonology, syntactic regu-
larity, the nature of semantic reference
underlying human language (see Chapter 5,
Speech and Language), as well as other mul-
timodal contingencies and types of meta-
representation.

As an example of hierarchical abstrac-
tion, consider a motor sequence that can be
described in terms of the set of physical
movements, for example, grasping a cylin-
drical object, picking it up, moving it to a
point in space where someone else can
grasp it, and releasing the object to complete
the transfer. We can describe this sequence
equally well in terms of a referential, or
propositional meaning. For example, we
could describe it as an action involving Jack
giving Jill a cup of tea.

At another level, its description could
include attributes that relate to the personal
or social significance of that action. If the
person receiving the tea is a stranger enter-
ing Jack’s home, then we can think of the
action as offering hospitality. Both the level
of intention and the type of intention under-
lying goal-directed action can determine
properties of its execution.

A second sort of modularity concerns 
a separation between systems involved 
in apparently different functions, such as
between those involved in defence and those
involved in homeostatic regulation. Each
system might have a number of available
courses of action, for instance, ‘freezing’, flee-
ing or fighting for defence. The overall choice
of action involves arbitration both within and
between systems. Later, we consider these
separate systems in terms of modularity in
‘sub-policies’ or policy ‘pieces’.

A third sort of modularity, the focus for
the latter part of this chapter, divides control
into specification, selection, execution and
appraisal. Under specification (section 3),
we consider affective and cognitive factors
governing why certain actions might be pre-
ferred. As a way of organizing our analysis,

we briefly describe a simple computational
framework (reinforcement learning).

Under selection (section 4), we consider
how the choice is made between actions of
differing preference. Selection is obviously
necessary between good and bad actions,
but it is also required more generally when
actions require simultaneous access to a
restricted resource.

Under appraisal, which we consider
along with specification, we discuss aspects
of the evaluation and monitoring of actions.
We can see appraisal as involving the execu-
tion of a particular internal action, which we
consider as being similar to the execution of
an external action. Under some conceptions,
appraisal and other forms of explicit delib-
eration are closely tied to awareness.
Execution in general concerns how selected
actions are instantiated in the well-coordi-
nated engagement of multiple effectors.
Although execution is also critical and inter-
esting, we focus here on the other topics.

Addressing the complexities of action
seems to require that we build and analyse
controllers in modular terms. However,
modularity often leads to sub-optimal con-
trol. At the very least, biological control sys-
tems offer apparently seamless integration
between control at different hierarchical 
levels and from different systems. This seam-
lessness and the resulting fluidity of control
seem hard to replicate in artificial systems.

Any comprehensive treatment of action
faces a formidable challenge. It must take
into account – and requires theoretical and
formal computational commitments on –
the nature of interactions between multiple
processes potentially acting on multiple 
levels of representation. These levels, in
turn, could draw upon a range of storage
and information processing capabilities.
Ultimately, it will require a system-level 
theory of all these potential component
resources and how they interact.

Despite a wealth and variety of experi-
mental studies, we are at the early stages of
our understanding. There are many funda-
mental disputes and gaps. For instance,
there is no general agreement on even the
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crude question of the separate and joint
roles of the three mammalian neural struc-
tures most closely involved; motor and pre-
motor cortex, the basal ganglia and the
cerebellum. Thus, any conclusions are neces-
sarily preliminary.

This review starts with a general overview
of the neural and computational framework
that is involved in control. We then sep-
arately discuss specification, appraisal and
selection. We highlight links with ideas from
engineering, robotics, computer science, stat-
istics and operations research as they occur.
In section 5 we provide pointers to further
interactions and open questions.

2 FRAMEWORK

Consider the example of a thirsty rat
trained that, when a particular light comes
on in a Skinner box, it should press a lever at
one location in the box rather than pull a
chain at a different location. The result of
doing so is that water comes out of a spout
at another place in the box. This seemingly
simple and routine behaviour raises many
issues.

Specification here involves learning that,
under appropriate motivational conditions
(i.e. thirst), the light requires a response fol-
lowed by a move to the water spout. The
problems of selection include how the ani-
mal chooses pressing the lever against other
possible behaviours such as grooming,
freezing or even attempted escape; and also
chooses the light as a focus of attention
against innumerable other stimuli in the
environment.

The problems of execution include how
the rat comes to move smoothly towards
and depress the lever, and how it does so 
in a wealth of different conditions, such as
different required forces on the lever, or dif-
ferent slipperiness of the floor. Appraisal
and monitoring is required in establishing
coherent patterns of behaviour in the first
place, and reacting appropriately to things
like reversals in the contingencies leading to
reward.

2.1 Implementation

Figure 6.1 shows a picture of the human
brain, depicting various gross structures that
are involved in action, and various ancillary
areas with critical roles. We do not confi-
dently know what these different structures
do, and so we offer only the crudest charac-
terization. Functional systems capable of
specifying action – sometimes called com-
mand systems, and perhaps identifiable with
the second sort of modularity described
above – are distributed throughout all levels
of the neuraxis and communicate directly
with cortical and/or hindbrain pre-motor
and motor areas.

The brain-stem and spinal cord are the
lowest level control structures. They handle
a variety of simple reflex behaviours (i.e.
hard-wired stimulus-response mappings),
many aspects of rhythmic movements such
as swimming in fish, and in some sense pro-
vide the lowest-level primitives out of
which complete actions are built. The mid-
brain includes hard-wired detection sys-
tems that connect predictive sensory events
more or less directly to appropriate motor
plant. An example of this is loom detectors
in the superior collicullus of the frog, which
are largely retained in humans.

Coordinated sequences of movements,
rather than simple approach or withdrawal,
necessitated the evolution of more flexibly
organized motor control mechanisms in
early versions of the cerebellum, basal gan-
glia and medulla. Limbic mechanisms,
including the amygdala and the nucleus
accumbens, allow arbitrary stimuli to pre-
dict good and bad outcomes, and thereby
specify actions. For instance, the ventral
tegmental area and substantia nigra pars
compacta are nuclei containing neurons that
deliver the neuromodulator dopamine to
target structures.

Neuromodulators such as dopamine 
are not involved in standard, fast neuro-
transmission, but rather modulate ongoing
activity and synaptic plasticity. There is sub-
stantial, though controversial, evidence that
dopamine plays a key role in learning 
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FIGURE 6.1 The anatomy of action control. (a, d) lateral and medial views of the human brain showing cortical
and subcortical action control structures. (b) Somatotopic organization of motor cortical specialization shown on a
section of motor cortex along the precentral gyrus. (c) Motor homunculus showing the disproportionate representation
of certain efferent structures on motor cortex. (e) Coronal section showing basal ganglia structures, including the
caudate and putamen and the dopaminergic substantia nigra pars compacta. (Modified from Purves et al., 1997, this
figure appears in the colour plate section)
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predictions, specifying actions in the light 
of their rewarding consequences, and also
regulating action selection in the basal 
ganglia.

With its direct connections to the spinal
cord, motor cortex can control behaviour rela-
tively directly. It thus allows the full sophisti-
cation of cortical processing to be brought to
bear on action control. Figure 6.1 shows a
crude motor homunculus. It indicates how
responsibility for different parts of the body is
spatially arranged in motor cortex. The other
structures in the figure are also spatially seg-
regated, but seemingly in a more complicated
manner. Finally, the ability of the prefrontal
cortex to model aspects of the future over
extended periods of time, and to specify con-
trols in the light of sophisticated and context-
sensitive predictions, makes it the substrate
for highly flexible and effective control.

Each set of new structures has evolved,
and been refined by evolution, to provide
more sophisticated and flexible solutions to
the same underlying set of problems about
finding adequate food, water, heat, sex and
avoiding harm and danger. The structures
interact in complex ways, cooperating, com-
peting and offering redundancy. Damage in
one structure leads to a complex pattern of
deficits arising from the control specified by
other structures.

Figure 6.1 also shows the parietal cor-
tex, which includes many areas involved 
in coordinate transformations. These are
necessary when actions are specified in one
frame of reference (the lever visible on the
retina of the rat), but must be executed in
another (the set of angles of the joints of the
right foreleg necessary to reach the lever).

Finally, as a counter to cortical chauvin-
ism, note that decorticate rodents, though
not ones with compromised basal ganglia,
are capable of basic forms of ingestion,
grooming, orienting, defence and sexual
behaviour, presumably based on control
structures in the midbrain and brain-stem.

2.2 Computation

Computational ideas have played a
prominent part in understanding optimality

in the specification of action. The substantial
field of reinforcement learning provides a
formal description of the problem of an
actor (such as the rat) learning to choose
actions (such as pressing the lever) in the
light of rewards (such as the water) or 
punishments (such as an electric shock).
Reinforcement learning has rich links to
engineering and economics, and notions
from game theory of optimizing behaviour,
ethological data on the fitness of animal
action choice to environments, and to statis-
tical notions of learning models of the
world, and learning predictions of future
outcomes. Various evidence implicates the
basal ganglia and neuromodulatory sys-
tems, such as the dopamine system, in the
implementation of reinforcement learning.

Reinforcement learning encourages us to
think methodically about action specifica-
tion. In particular, it forces us to consider
two key aspects of the task, namely state
and reward, and two key aspects of the
actor, policy and value function.

The state is a complete description of
relevant aspects of the environment and the
actor. In general, this is hugely complicated,
including aspects of the sensory milieu,
internal variables such as hunger or thirst,
and even the history of the interaction
between the actor and the environment. As
mentioned, it should also be hierarchically
described. Defining a state in such a com-
prehensive manner is useful because state
then encompasses everything that the actor
needs to know to choose its action appropri-
ately. In practice, actors can use highly
reduced descriptions or representations of
the state. It is a major task to construct rep-
resentations of state that are computation-
ally convenient for the tasks of action
specification, selection and execution. It is a
major task for the sensory processing and
memory areas of the brain.

States change either on account of the
actions of the actor (e.g. the rat pressing the
lever), or autonomously as the environment
changes (e.g. the light turning on). Many
approaches to computational and biological
reinforcement learning assume actors to
build internal models, sometimes called 
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forward models, of the way that the state
changes, since these can be very useful 
for determining good actions. Cognitive
aspects of the specification of action often
depend on such models.

The reward quantifies the benefit (or, if
negative, cost) of executing an action (such
as drinking) at a particular state (which
includes information about the state of
hydration of the animal). Although a numer-
ical reward value is essential for a clear defi-
nition of optimality, there are many disputes
in the philosophical and psychological liter-
ature as to what constitutes a reward for an
animal. In particular, there are challenges in
creating a formal definition that is not circu-
lar, and can sensibly capture the idea that an
animal might emit an action that is subopti-
mal according to its ‘true’ reward values.
Following some early, and now largely aban-
doned, ideas about the role of dopamine and
norepinephrine, another neuromodulator,
various groups are seeking, or debating the
existence of, a neural ‘currency’ of reward.
There are also debates about whether and
how punishment is quantified.

In many domains, it is also necessary to
specify how rewards should accumulate
over time, i.e. exactly what is to be opti-
mized if animals perform a whole sequence
of actions in a domain and experience a
sequence of rewards and punishments asso-
ciated with their actions. Even in the simple
task for the rat, there is an element of this, in
that the rat does not get rewarded directly
for pressing the lever, only indirectly after
performing the further actions required to
take it to the water spout and drink. The
most popular, though also debated, possi-
bility is to use what amounts to the expected
present value of the sum of future rewards,
down-weighting or discounting far-off
rewards compared to proximal ones. There
is substantial evidence as to how humans
and other animals discount future rewards.
This has a convenient, though not necessar-
ily psychologically accurate, link to eco-
nomic theory via interest rates.

One internal aspect of the actor from the
perspective of reinforcement learning is the

policy. Formally, this indicates which action
or actions the actor specifies in each state, or
the relative preference between possible
actions in each state. If, as in our discussion
of modularity in the introduction, actions are
considered in a hierarchical manner, then so
will be policies, with (at least) high level poli-
cies (specifying such general objectives as
drinking), intermediate level policies (such
as approaching and pressing the lever and
approaching the water spout), and low level
policies governing the patterns of appropri-
ate muscular activity required. In practice,
though not in principle, most research in
reinforcement learning has focused on inter-
mediate levels, leaving notions of appropri-
ate muscle activations to execution. Research
has mostly ignored the specification of
appropriate general objectives.

The last important idea from reinforce-
ment learning is that of a value function.
This indicates numerically either how good
a state is, or perhaps how good it is to per-
form a particular action at a state. The qual-
ity of a state is determined by the sum of
future rewards or punishments that are
expected to be available from that state, i.e.
exactly the value that needs to be optimized.
The value function is particularly useful for
chains of action extended over time.

Consider the case of the rat when the
light is on. Pressing the lever is not immedi-
ately rewarding. The rat has to visit the
spout to get water. However, the state that
pertains after the light is on once the rat has
pressed lever has a greater value than that of
the state before the lever has been pressed,
since it is reliably associated with the
reward. The value function obviously
depends on the policy, since, for instance,
the rat gets no reward if it does not move to
the water spout after pressing the lever.
There is both neural and psychological evi-
dence that animals learn value functions,
predicting future rewards associated with
present stimuli.

The engineering field of dynamic pro-
gramming provides a set of powerful the-
oretical, conceptual and even practical ways
of thinking about optimal action choice or
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optimal control in reinforcement learning
problems described in this way. Some of
these dynamic programming methods have
close parallels in psychological and neural
models of animal action specification. There
are also many algorithmic ideas about the
best ways to learn how to specify actions in
the light of rewards, some of which are
based on psychological data from animal
conditioning experiments. We discuss vari-
ous of these below.

Animals constantly balance multiple
goals. Consider a highly simplified animal
with three mutually exclusive behaviours:
feeding, drinking and escape. The optimal
policy must depend on state, so that the ani-
mal feeds when food is available and the ani-
mal is hungry, and drinks (or seeks water) if
thirst becomes more pressing. The animal
might also switch from feeding to drinking
as it becomes increasingly satiated, or when
the source of food is exhausted. On the other
hand, survival is a priority so we might also
expect even a relatively weak threatening
stimulus to cause a switch from ingestion to
escape. The idea, mentioned in our discus-
sion of modularity, that separate systems are
involved in programming these separate
behaviours is conceptually attractive and
consistent with anatomical and behavioural
neuroscience data on the existence of sepa-
rate command systems distributed through-
out the neuraxis.

By contrast, reinforcement learning is
usually considered in the narrow context of
optimization for a single goal. It would treat
behaviours of all these forms as arising uni-
formly from a single notion of value. One
attractive approach to this form of modular-
ity is to consider policies as being ‘quilted’
from competing (and perhaps cooperating)
policies or sub-policies. Preference (and
thus selection) is specified both within sub-
policies (is pressing the lever or pulling the
chain the best action to get the water?) and
between sub-policies, as in the competition
between ingestion and defence. Although 
it is clearly undesirable to consider sub-
policies as being specified anatomically
rather than functionally, we do not yet have

a more appealing framework, so we retain
this crude characterization. We consider
both aspects of selection in section 4.

Computational ideas have also been
important in action execution. For instance,
the idea that muscle control satisfies opti-
mality conditions has provided a powerful
organizing force for a wealth of confusing
literature. At the lowest levels of control,
there are the problems of redundancy and
noise. For the rat to touch the lever, its
appropriate paw must be in the right place.
However, its leg could take many paths to
get the paw there. Those paths could be tra-
versed faster or slower. Additional con-
straints are therefore required to pin down
its actions fully. Possible constraints include
minimizing movement time, or the amount
of effort, or the possibility of ending at the
wrong location in the face of the substantial
noise in the control system.

These constraints are effectively different
optimality conditions and are part of the
computational characterization of the prob-
lem of execution. It is not clear how the task
of satisfying these optimality conditions is
allocated amongst the various neural struc-
tures described above, although disruption
in smooth and accurate behaviour is conse-
quent on various sorts of insult.

3 ACTION SPECIFICATION

Crudely speaking, there appear to be at
least three main routes to action specification:
innate reflexes or tropisms; learned (i.e. con-
ditioned) Pavlovian and operant responses;
and habits. In our modular scheme, these
routes report preferences amongst actions;
selection mechanisms arbitrate the resulting
choices, potentially both between different
routes and within at least some of the routes.
The extent to which these psychologically
defined routes to action specification are
equivalent to anatomically defined command
systems is unclear. In discussing action selec-
tion, we will assume that they indeed are.

Particular classes of appetitive stimuli,
such as food and water, and aversive stimuli,
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such as shocks or threats, are called uncon-
ditioned stimuli in the behavioural litera-
ture. They are associated with reflex actions.
For instance, animals have freeze, fight,
flight actions available to them in response
to aversive unconditioned stimuli, and pre-
sumably the capacity to select between these
according to circumstance. Such reflexes are
highly sensitive to internal, motivational
states. For instance, a sated animal will not
eat more of the food on which it has recently
gorged, even when it is freely available.

Reflexes are a form of intrinsic policy or
sub-policy, which is presumably arranged
by evolution to try to maximize benefit, here
characterized in terms of the rewards.
Although reflexes may indeed be optimal in
simple circumstances, their rigidity results
in many anomalies and sub-optimalities of
action specification.

The second route to action specification is
called classical or Pavlovian conditioning. It
consists of extending these innate reflexes to
stimuli, called conditioned stimuli, such as
lights, tones or flavours, by virtue of their pre-
dicting unconditioned stimuli. This results in
conditioned responses, which are often
closely related to the responses elicited by the
unconditioned stimuli. It can also initiate
reflexes such as approach and engagement, or
withdrawal, associated with acquiring or
avoiding those unconditioned stimuli.

Pavlovian responses are partly regulated
by the same motivational factors as the
unconditioned stimuli that are predicted. So
sating an animal on a food will usually sup-
press approach to a light that predicts the
delivery of food. However, something akin
to a stimulus-independent reward value is
also important, since, for instance, if a light
predicts a tone that predicts food, then the
animal might approach the light even if
sated such that it would not approach the
tone or eat the food. In fact, it has been
argued on behavioural grounds (see, for
example, Dickinson and Balleine, 2002) that
there are two stimulus-independent sys-
tems by means of which value functions are
specified, one reporting appetitive value,
the other, aversive value. Such systems are

candidates for representing the value func-
tions we discussed above. A variety of 
neural studies implicates the activity of
dopamine cells as reporting a form of pre-
diction error (called a temporal difference
prediction error) in the value function.

Even if Pavlovian conditioning nicely
concerns predictions of future reward, the
actions that it specifies, like other reflexes,
can be suboptimal. This is clearest in omis-
sion schedules. For instance, pigeons will
approach and peck a key whose illumin-
ation generally predicts the delivery of food,
even if, on any trial on which they actually
peck the key, the food is withheld. The con-
sequence of the lighted key predicting the
food is approach and engagement (i.e. peck-
ing) even though this has a catastrophic
effect on the delivery of reward.

The third route to action specification
concerns the way that actions can be chosen
explicitly to achieve goals and maximize, or
approximately maximize, accumulated
rewards. This is the realm of instrumental
conditioning, and is the subject of the bulk
of computational investigations. There is a
wide variety of possible mechanisms for
instantiating this sort of control, many of
which are as fiercely debated in the compu-
tational literature as in psychology and
neurobiology.

One basic division is between direct and
indirect methods. Indirect methods specify
policies at least partly through an explicit
model of the environment, working out
which action is best either by forward chain-
ing (following through the consequences of
an action and, recursively, those of its suc-
cessors) or by backward chaining (working
out which action achieves a goal; or, if none
do so, from which sub-goal the goal can be
reached, and, recursively, which action
achieves that sub-goal). Direct methods are
less flexible, though simpler. They involve
learning policies that map the state to a sug-
gested course of action without on-going
reference to a model.

We can see the difference in the case of
the rat with the option of pressing the lever.
An indirect method would consult a model
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of the effect of pressing the lever (i.e. the
availability of the water at the water spout),
and would consider the utility of this action
against other possible actions whose conse-
quences it has also modelled, in light of its
degree of thirst, etc. By contrast, a direct
method specifies that pressing the lever
may be appropriate, without reference to the
actual consequence. Both methods depend
on learning – indeed, one popular direct
method uses the same temporal difference
prediction error signal that we suggested
was reported by the activity of dopamine
cells – but acquire and use knowledge in dif-
ferent ways. Note that no equation should be
made between rational behaviour – in terms,
for instance, of maximizing rewards – and
indirect control. A learned direct controller
can be just as rational in the domain for
which it is trained.

When specifically addressing selection
mechanisms in humans, the distinction
between direct and indirect means of control
can be further elaborated. Key open issues in
cognitive and computational neuroscience
concern the mental and neural organization
of the component systems and processes
that contribute to cognitive control:

● how we might best construe representa-
tions that are utilized within those com-
ponent systems

● how action selection is influenced or
determined by attentional mechanisms
working upon rich and multi-modal
source of information about current
external states of the environment and
internal states of the body

● how information in memory interacts
with those current states

● what kind of role might be served in our
understanding of cognitive control by
constructs such as phenomenology,
awareness and intentions, and how we
might best approach the problem of com-
putationally realizing the generic mech-
anisms that underpin interactions among
component systems.

One simple contrast is the long-standing
distinction made in cognitive psychology

between ‘automatic’ and ‘controlled’ process-
ing (Schneider and Shiffrin, 1977). This essen-
tially maps onto the contrast between direct
and indirect control. The contrast implies that
transitions among action steps differ in terms
of when and how choices are made. As a
result of learning history, successive steps in a
sequence of actions or thoughts can undergo
integration into higher level functional units.
In automated control, one step is regarded as
following on from another with ‘minimal’
executive processing at transitions within 
the unit.

Since the precise state of the environment
and organism differ from one performance
of an action to another, transitions must tol-
erate variation in states of the environment
or organism. At the very least, there must be
basic control mechanisms to detect when a
current state significantly conflicts with a
state compatible with the continued course
of that action such that it warrants interven-
tion of controlled processing. Determining
what is significant depends on current
states, including emotional states such as
anxiety, or those preserved in memory. The
term ‘controlled’ processing simply implies
that something extra and qualitatively dif-
ferent happens at a transition between
action steps than occurs in ‘automated’ con-
trol. At such transitions the immediate value
of options, goals and plans can be subject to
processes of evaluation, appraisal, conflict
resolution, or systematic reformulation.

The second contrast concerns the actual
contents of the states on which choice is
based. Cognitive control can be thought of
not only as involving generic processes, like
planning, monitoring, appraisal, or conflict
resolution. It can be distinguished by what
the state itself actually represents or signi-
fies. Either or both of these contrasts may be
called into play when control of action is
labelled as ‘cognitive’, and the same con-
trasts are often invoked when describing the
control of actions involving movement and
those confined to covert thought.

The interdependence of action control on
multiple systems is clear. Humans routinely
make simple action slips of the type that
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occur when we accidentally place tea in a
pot when we intended to make coffee. In
abstract terms, coffee and tea have similar
characteristics. When running through an
automatic sequence, the discrepancy can
easily fail to trigger an intervention of con-
trolled processing. Unsurprisingly, the pre-
cise distinctions that might best differentiate
types or level of representation – how they
are stored and definitions of generic pro-
cesses required for the cognitive control of
action – are, once again, hotly debated.

Treatments of cognitive control of action
are rendered yet more intricate because they
intersect with the role of other resources,
such as transient emotional states, short-
term or working memory, as well as long-
term memory. Long-term memory is a vast
resource that represents, or models, regular-
ities in the co-occurrence of elements of
information. So, for example, highly anx-
ious individuals are more likely than less
anxious individuals to attend selectively to,
and act upon, threatening information.

Patients with certain forms of amnesia
may lack representations of their past experi-
ence to support the cognitive control of action
in their present context. Memory also pre-
serves representations that abstract, or model,
just those properties that related events or
conceptual structures have in common.
Abstraction into higher order representation
is a key issue that links up with the inten-
tional or willed control of action sequences
involving movement.

Patients with conditions such as
Parkinsonism, ideomotor apraxia, schizo-
phrenia and frontal syndrome all exhibit
selective deficits in their cognitive control of
action sequences. Although they may well
be capable of executing detailed sequences,
patients with Parkinsonism may have prob-
lems getting out of a chair under intentional
control but may be quite capable of doing so
in response to significant environmental
stimuli such as when someone shouts
‘Fire!’. Likewise, individuals with ideomo-
tor apraxia may be capable of hammering a
nail in the meaningful context of the action
sequence of hanging up a picture at home.

When explicitly asked to hit a nail with a
hammer in other contexts, such as a clinical
test, they appear to know what to do but
cannot do it in response to a de-contextual-
ized instruction.

Patients with schizophrenia exhibit
poverty of action, perseveration, and carry
out actions that are inappropriate to the con-
text. Patients with substantial damage to
their frontal lobes, while exhibiting a range
of specific deficits, including perseveration
and capture errors, none the less initiate a
range of responses or actions that can be
legitimately labelled as under the control of
cognitive systems or processes. They also
exhibit deficits in planning, particularly on
rather complex tasks with an element of
novelty, such as how best to organize a trip
around an unfamiliar shopping centre. 
Such deficits are often linked to problems 
in forming or using highly abstract 
‘meta-representations’.

Concerns with phenomenology, aware-
ness, volition and intention naturally enter
into many treatments of attention, working
memory and the cognitive control of action.
To fail to mention them would be a signifi-
cant omission, whilst attempting to summa-
rize the more philosophical points succinctly
would be a mammoth task. We shall there-
fore, conclude our discussion of cognitive
control with a few points.

Awareness is often loosely linked to the
operation of the mechanisms of attention.
The attribute of being ‘focally aware of’ has
been linked to just those objects, sounds,
bodily sensations that have been selected by
attentional mechanisms from the wider
external scenery or bodily state of the organ-
ism. The current contents of working mem-
ory have also been associated with focal
awareness.

As with our earlier example of constru-
ing the goals of an action of different levels,
our awareness of actions, and their under-
lying intentions, relates more broadly to
richer forms of representations of the envi-
ronment and organism. A good example of
this comes from blindsight. Patients with
this condition are not aware of the presence
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of entities in their blind field. Even if they
were thirsty and a glass of water was in that
field, they would not spontaneously drink
it. None the less, there is good evidence that
when such patients are encouraged to guess
where an entity is, and to act in relation to it,
they can perform a well-formed motor
sequence that is matched to the physical
properties of the object and its spatiality.
This implies that information of states of
both the environment and organism is avail-
able in some non-conscious form at least to
lower-level action specification structures.

4 ACTION SELECTION

Animals have multiple output channels
(hands, feet, teeth, etc.) that can act on the
environment and on internal processes. In
principle, each effector could be controlled
independently. It is typically not the case
that when a competition for use of one set 
of muscles is resolved this automatically
denies access to all other muscle groups.
Thus, with a few notable exceptions, most of
us can actually walk and chew gum! The
need to choose between actions comes from
competing demands for the same channels.

The discussion of action specification has
thus left us with two critical selection prob-
lems, within and between what we have
called sub-policies or command systems.
Crudely, within a sub-policy, competition
comes between actions with the same or
similar goals. Between sub-policies or com-
mand systems, competition comes between
competing goals, possibly specified at differ-
ent levels of a hierarchy. It may be that one
structure in the brain, such as the basal gan-
glia, arbitrates between sub-policies (e.g.
selecting defensive behaviour) and, for some
sub-policies arbitrates between actions
within a sub-policy (e.g. pressing the lever
rather than pulling the chain). Other aspects
of action choice may also emerge from the
selection process, such as the vigour or
enthusiasm with which they are executed.
The combined competition ultimately leads
to the specification of a single policy.

The raw material of selection is preference
(i.e. specification). For conditioned operant
responses, we discussed how preferences
emerge through a desire to maximize
summed future rewards. Indeed, there are
suggestions that we can measure relative
preferences directly as firing rates in some
action-influencing areas of cortex (Glimcher,
2003). For other sub-policies, such as reflex
control, for the choice between sub-policies
(such as defence versus ingestion), and spe-
cially for cognitive control, we know much
less about the provenance or expression of
preferences. It is attractive to suppose that
there is a common currency by which quali-
tatively different policies can be evaluated,
perhaps one associated with appetitive and
aversive motivational systems. However, 
little evidence directly supports this.

Remember that selection is formally
necessary only when there is competition for
some restricted resource. However, it may
take place at a more basic level, so ignoring,
for instance, the possibility of choosing
between defensive actions in the additional
light of satisfying ingestive goals. Remember
also the hierarchical nature of policies and
sub-policies. Since many aspects of the prob-
lems of selection are the same at all levels of
a hierarchy, it is attractive to believe that
copies of a standard selection circuit could
be used, just with different inputs and out-
puts for different levels of control.

Desirable characteristics for effective
selection include:

● Clean-switching: a competitor with a slight
edge over the rest should see the compe-
tition resolved rapidly and decisively in
its favour.

● Avoidance of distortion: the presence of
activated but not selected competitors
should not interfere with expression of
the selected system’s (winner’s) outcome.

● Avoidance of dithering: following a
selection, the execution of a winning out-
come often changes the state of the agent
so that it is no longer so desirable (e.g.
drinking reduces thirst which reduces
the desirability of drinking).
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This can allow a close competitor, such as
eating, to dominate. The same then happens
with the second selection, causing a switch
back to the first competitor, and so on – this
oscillation is dithering. Clean-switching and
avoidance of distortion can be provided 
by circuits that implement ‘winner-take-all’
functionality. Dithering can be avoided by
endowing the switching mechanism with
some form of persistence or hysteresis, such
as the incorporation of a non-linear positive
feedback loop into the switching circuit to
maintain, or enhance support for the winner.

4.1 Selection architectures

A variety of architectures has been pro-
posed to deal with the selection problem in
both artificial and biological systems. We
will now describe and consider some of
main solutions as possible templates for inter-
preting patterns of connectivity that could
implement selection within the vertebrate’s
brain (Fig. 6.1).

Brooks developed the ‘subsumption
architecture’ (Fig. 6.2a) as a robust architec-
ture to control the behaviour of autonomous
mobile robots (Brooks and Stein, 1994). It
consists of an hierarchically organized set of
layers. Each layer has a specialized sensory
input. If activated, the input automatically
links to motor output that generates a 

specific behaviour, and is thus like a com-
mand system or sub-policy. Higher layers
implicitly rely on the appropriate operation
of those below. Conflicts between layers are
handled according to a fixed priority scheme.

Layered architectures of this type allow
rapid responses to environmental contin-
gencies. They can provide appropriate
action selection for robots with a limited
number of behavioural goals. However,
since prioritization is ‘built-in’, the system is
inflexible. It becomes difficult to determine
appropriate dominance relationships as
control systems become more complex. It
has no means for instantiating the subtleties
of action specification discussed above.

In distributed selection architectures, all
competitors are reciprocally connected (Fig.
6.2b). Each has an inhibitory link to every
other (recurrent reciprocal inhibition) and
an excitatory link to the shared output
resource for which they are competing. Such
networks display a form of positive feed-
back, since increased activity in one com-
petitor causes increased inhibition on all
others, thereby reducing their inhibitory
effect on the first. Recurrent reciprocal inhib-
ition can therefore support winner-take-all
functionality, making it an attractive means
for implementing action selection.

The relative strengths of incoming excita-
tory links, and of the inhibitory links between
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FIGURE 6.2 Connectional architectures capable of selecting between competing command systems (A1–A4). (a)
Subsumption architecture used by Brooks (Brooks and Stein, 1994) to control behavioural output of autonomous
mobile robots. (b) Distributed selection mediated by reciprocal inhibitory connections between competitors. (c)
Central section in which individual command systems output is under control of a central selector or switching
mechanism (SW). Relative preference of inputs from each command system to the central selector determines output
control. Thickness of the lines in (b) and (c) represents the strengths (preferences) of the signals. (This figure appears
in the colour plate section)
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competitors, can be tuned to support the sort
of complex pattern of dominance relation-
ships required by the action specification we
discussed earlier. Reciprocally inhibiting net-
works are widespread in the central nervous
system. However, connection costs are likely
to preclude it from being the direct arbiter of
selection between potentially competing
functional units distributed widely through-
out the brain.

Finally, there may be a ‘centralized selec-
tion mechanism’ involved in closed loop
connections with all competing systems
(Fig. 6.2c). Inputs associated with each action
are excitatory and convey a measure of pref-
erence (as in action specification within a
sub-policy) or urgency to the central selec-
tor. The return connection from the selector
is tonically active and inhibitory. Depending
on the comparative preferences, tonic
inhibitory output is withdrawn exclusively
from the action that is most preferred.

There are several reasons why both bio-
logical and artificial control systems may
benefit by exploiting centralized selection
for overall behavioural control. First, cen-
tralized selection requires only two connec-
tions for each competitor (to and from the
selection mechanism) resulting in a total of
2n connections. This is a considerable sav-
ing over the n(n � 1) connections required
by a fully connected distributed architec-
ture. Moreover, adding a new competitor to
the central selector entails adding only two
further connections compared to the 2n con-
nections required for reciprocal inhibition
between all competitors. Secondly, insofar
as selection is separated from perceptual
and motor control problems, independent
adaptations and modifications to selection
can be made with less serious consequences
for other components.

In summary, while selection probably
occurs throughout the brain – much of it dis-
tributed with emergent properties, where
there is a specific need to arbitrate between
spatially distributed functional units – it is
clear that a central selection device could
play an important role. In this regard, it is
probably significant that the central selection

system illustrated in Fig. 6.2c can be viewed
as a cartoon template of the architecture of
the basal ganglia.

4.2 The Vertebrate Solution?

Arecurring theme throughout an extensive
literature is that the basal ganglia, with their
particular channelled architecture (Alexander
et al., 1986; Middleton and Strick, 2000), are
involved in selection. It has thus recently been
proposed that the basal ganglia act as a central
selection mechanism in the vertebrate brain
(Figs 6.2c and 6.3) (Redgrave et al., 1999).
Distributed selection architectures (Fig. 6.2b)
may operate within basal ganglia circuitry
(see below), where their useful switching
properties may be exploited, while minimiz-
ing the undesirable overheads incurred by
fully connected reciprocal inhibition.

Competition happens between different
sub-policies (command systems), and bet-
ween different actions within each sub-policy.
It has been suggested that the basal ganglia
are divided into limbic, associative and
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motor domains, each with ordered influ-
ences on the next. One speculative, though
attractive, idea is that this provides a sub-
strate for hierarchical aspects of selection,
with the limbic domain resolving overall
goals, the associative domain resolving
appropriate actions and the motor domain
resolving specific patterns of muscular
activity.

Connections to and from the basal ganglia
are arranged in a particular manner. Inputs,
from throughout the cortex and limbic struc-
tures, are excitatory and physically active.
Return connections to command systems are
mostly inhibitory and tonically active (Fig.
6.3). The suggestion is that relative prefer-
ences of competing inputs to the basal gan-
glia are directed by intrinsic processing (Fig.
6.4) to inhibit the inhibitory output of the
preferred channel (Fig. 6.3), while at the same
time maintaining or increasing the tonic
inhibitory control of others. In this manner
the action, or even the sub-policy with the
most salient input, is selected by ‘disinhibi-
tion’ from the basal ganglia (Chevalier and
Deniau, 1990), a process that permits its 
sensory/cognitive input to connect with its
efferent projections to the motor plant. As
mentioned above, it is conceivable, though
not certain, that some sub-policies (e.g. some
defensive systems) have their own competi-
tive mechanisms (between freezing, fleeing
and fighting) to decide between possible
actions. Others might rely directly on the
basal ganglia itself.

For the basal ganglia to be involved in
selecting between actions within the sub-
policies of reflex and direct and indirect con-
trol discussed above, it needs the sort of rich
information about the internal and external
state of the actor, and predictions of the affec-
tive consequences of stimuli and actions, that
are the mark of these forms of control.
Indeed, the striatum receives a variety of con-
textual information, and has a critical and
extensive innervation from neuromodula-
tory systems such as the dopamine system.

In mammals, there is a large projection 
to the basal ganglia from cortical areas 
subserving primarily cognitive functions.

This indicates that the mammalian basal
ganglia may not be confined to the selection
of behaviours, actions and movements, but
rather could play a comparable selective
role in cognition, i.e. arbitrating between
multiple cortical systems competing for a
share of limited memorial or attentional
processing.
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FIGURE 6.4 Intrinsic processing within the basal
ganglia can be viewed as a sequence of selective
processes that confer winner-takes-all functionality
(Wickens, 1993). The processes include: 
● The bi-stable ‘up–down’ state of the membrane of

striatal medium spiny neurons (Wilson, 1995) may
operate as a first pass input filter in which weakly
supported ‘bids’ for selection get no further.
Reciprocal inhibition between striatal medium
spiny neurons (Tunstall et al., 2002) and the wider
projecting but highly influential GABAergic
interneurons (Koos and Tepper, 1999) may refine
selections based on local and longer-range reci-
procal inhibition respectively.

● The superimposition of focused inhibitory input
from the striatum onto diffuse excitatory input from
the subthalamus at the level of the output nuclei
will produce an inhibitory ‘off ’ centre encircled by
an excitatory ‘on’ surround at the level of the basal
ganglia output nuclei. (Mink, 1996; Gillies and
Willshaw, 1998)

● Output selections may be sharpened by powerful
reciprocal inhibitory connections between output
cells in substantia nigra and the entopeduncular
nucleus/internal globus pallidus.(Mailly et al., 
2001)

(This figure appears in the colour plate section)
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5 LINKS AND OPEN 
QUESTIONS

In action and planning, there has already
been substantial interaction between compu-
tational and engineering methods and ideas
and ethological, psychological and neural
findings. There is a ready flow of ideas across
the apparent chasm. For instance, theories
about the course of operant conditioning
from mathematical psychology lay at the
heart of the engineering field of stochastic
learning automata.

Temporal difference learning has psych-
ology and engineering as joint parents. It
was then shown to offer an explanation for
an otherwise puzzling set of neurophysio-
logical results on the activity of dopamine
cells during conditioning. It has also proved
to have a sound underpinning in dynamic
programming, and, at least according to
some sources, to support much work in
planning in artificial intelligence.

Equally, cognitive control methods were
strongly influenced by ideas from Old-
Fashioned Artificial Intelligence, such as
production systems and semantic networks.
More recently, cognitive control methods
have been caught up in the more general
debate between connectionist and symbolic
architectures for psychological modelling.
This has led to a range of interesting, though
computationally limited, suggestions.

A direct test of the idea of centralized
selection and the basal ganglia has been
made through implementing a high-level
computational model of intrinsic basal gan-
glia circuitry and its interactions with simu-
lated thalamocortical connections (Gurney
et al., 2001a,b). The computational model
was then exposed to the rigours of ‘real
world’ action selection by embedding it
within the control architecture of a small
mobile robot (Prescott et al., 2002). These
investigations established that a computa-
tional model based on basal ganglia archi-
tecture can effectively switch between
competing channels depending on the
dynamics of relative input preference, and
in the robot, can effect appropriate and clean

switching between different actions gener-
ating coherent sequences of behaviour.
These studies confirmed that the basic tem-
plate connective architecture of basal gan-
glia can achieve selection in the artificial
context of computer simulation and robot
control.

5.1 Open Questions

One important open question concerns
the precise roles played by the three major
neural control structures we have discussed,
the cortex, the basal ganglia and the cerebel-
lum. We have emphasized various aspects
of their roles, notably specification for the
cortex, selection for the basal ganglia and
(though in less detail here) smooth execu-
tion for the cerebellum. However, these
functions, and therefore the required behav-
iours of the structures, overlap. Even func-
tions such as timing are likely to be multiply
represented. There are also competing con-
ceptions, for instance Doya’s (1999) sugges-
tion that they subserve different aspects of
learning, with the basal ganglia performing
reinforcement learning, the cerebellum
supervised learning and the cortex unsuper-
vised learning.

A second open question afflicts biology
and engineering alike. This is the adaptive
specification of hierarchical control struc-
tures. Such things have been considered in
the cognitive terms of chunking and auto-
matization, and, in computer science, in
terms of options, macros and subroutines.
However, there is currently a dearth of good
ideas for how they can be automatically
induced.

One major difference between biological
and engineering control in this arena is that
computers are not limited to storing only a
few entities in active, working memory. So,
for instance, computers can explicitly use a
forward model to consider the conse-
quences of many more actions. However, a
powerful curse of dimensionality plagues
this sort of explicit use of a model. Hence
the same concerns apply for only slightly
larger systems. Both disciplines are also
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exploring methods for handling the conse-
quences of error or mis-prediction in action
outcome. Neither yet seems to have an
appealingly formal treatment.

Related to this, we have seen that a bewil-
dering array of structures and processes are
involved in specifying, selecting and execut-
ing actions. The key open issues concern not
whether control mechanisms are centralized
or not, but the details of how they are dis-
tributed among the component resources
and processes of a wider system, and how
these are best defined and bounded.

As we noted in the opening section, a
major challenge for research requires the-
oretical and formal computational commit-
ments on the nature of interactions between
multiple processes potentially acting on
multiple levels of representation which, in
turn, potentially draw upon a range of stor-
age capabilities. This will require a system-
level theory of these potential component
resources and how they interact.

Formal logics and process algebras for
describing and instantiating the interaction
of multiple, concurrently operating systems
have been developed within computer sci-
ence and engineering, but research has only
just begun to address their utility for model-
ling neural and mental architectures.

A third open question, which is more par-
ticular to biological action, concerns the
relationship between reflexes and the direct
or indirect control of actions, and the way in
which a whole policy is quilted from sub-
policies. The advantage of having a set of
innate, usually useful, actions in response to
stimuli is obvious, although it is regrettably
hard to recapitulate for mobile robots the
millions of years of evolution that led to
their specification. However, how direct and
indirect methods for controlling actions
interact, how this ultimately leads to the
birth of new habits, and how motivational
factors influence both, is under explored.

In sum, the study of many aspects of the
control of action already involves strong
links between biological and physical sci-
ences. As better understanding develops of
the intrinsic characteristics and limitations

of animal and engineering control systems,
the interplay can only become richer.
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1 INTRODUCTION

Human beings are social creatures. We
crave social communication and suffer pro-
foundly if temporarily isolated from society.
So much so that punishment in most cultures
involves some kind of isolation from others.

Much of the brain must have evolved to
deal with social interactions. We share many

social competencies with other animal
species: choosing a mate, competing with
rivals, nurturing babies, making alliances
and so on. Some aspects of social communi-
cation are thought to be unique to humans,
for instance the desire to teach, the develop-
ment of self-awareness and awareness of
others, and the ability to outwit others.
Nevertheless, a few non-human species
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share some of these advanced social abilities
in rudimentary form.

In this report, we first try to identify the
scope of social cognition and offer a defin-
ition. In the section 7.2 we describe recent
research on the mechanisms of social cogni-
tion and its component processes in the
brain. In the section 7.3 we discuss how
pathology affects social cognition. Our fourth
section poses some burning questions from
interactions in everyday life, which we hope
can be solved in the next five to ten years.

1.1 What do We Mean by Social
Cognition?

Social cognition means different things to
different people. Most generally, social cog-
nition is defined as any cognitive process
that involves other people. These processes
can be involved in social interactions at a
group level or on a one-to-one basis. When
we use the term cognition we refer to uncon-
scious mechanisms in the mind (the brain)
that bring about representations (a neural
implementation of experience). We can be
consciously aware of these representations
but mostly we are unaware of them. We
know for instance that our own perspective
and the perspective of another person on the
same event can be quite different. However,
when we act in everyday life, we often have
to judge other people’s perspectives implic-
itly, which occasionally leads to misinterpre-
tation of others’ actions as insults if we are
not made aware of the different viewpoint.

Within social psychology, the traditional
understanding of social cognition is taken to
mean the study of social knowledge, social
structure, group behaviour, social influence,
processing biases, whether and how social
category (sex, age, race) defines people,
stereotyping, memory for social informa-
tion, and attribution of motives. This work
has produced a solid body of knowledge
and has contributed to a better understand-
ing of prejudice, peer pressure, group
behaviour and bullying.

Within evolutionary biology, social cog-
nition includes processes such as learning

and memory in a social context, with
respect, for example, to territoriality in ani-
mals, dominance and subordination within
the social structure and the complexities of
living in a group leading to social pressures
and stress. Work with social animals such as
non-human primates, mice, rats and birds
has lead to important advances. Birds for
instance have been shown to be capable of
tactical deception (Emery and Clayton, 2001).
Researchers have already started to sequence
genes in social insects (Bourke, 2002).

Within developmental psychology, it is
often assumed that the factors governing cog-
nitive performance in terms of interactions
with others are a product of individual cogni-
tive abilities and social competence. This is
exemplified by Piaget’s work on moral devel-
opment (Piaget, 1972), where he proposed
that social agreement was needed for a true
understanding of wrong-doing and its pun-
ishment. It is also exemplified by Vygotsky’s
work on learning in a social context (Vygotsky
and Vygotsky, 1980), where negotiating with
peers helps problem-solving. The study of the
development of infants has recently received
a great boost through new behavioural tech-
niques. As we shall discuss throughout sec-
tion 7.2, this work has revealed very early
sensitivity to other people.

In the clinical or psychopathological con-
text social impairments are common and
contribute a great deal to the burden of men-
tal illness or disability. Autism is one devel-
opmental disorder that is defined by social
and communication impairment. Here a
deficit in one aspect of social cognition, an
intuitive ability to attribute thoughts and
feelings to others (‘theory of mind’), has
been demonstrated (Baron-Cohen et al.,
1985). In certain types of schizophrenia too
such a deficit has been pinpointed (Bentall 
et al., 2001). Psychopathy has been recently
interpreted as a deficit in another aspect of
social cognition, a failure in intuitive empathy
(Blair et al., 1996). Researchers are currently
investigating the brain basis of these cogni-
tive deficits.

It is clear that the field of social cognition
represents a huge diversity of interests. We
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require a broad notion of cognition, incorp-
orating emotional processes, for instance
those that underlie empathy. Given this
diversity, what we mean by social cognition
may be in danger of encompassing every-
thing the mind (brain) does! Even though
we believe that social influences are perva-
sive, a wide definition is not useful. We
clearly have to set boundaries on social cog-
nition for this report. We will discuss only
those processes of social interaction and
communication that are required when talk-
ing about the effect of one person on
another. These processes must not be so
vague as to be impossible to explain by com-
putational and/or neural mechanisms.

It is only relatively recently that the search
for the biological basis of social cognition has
started, from genes to brain processes. We
still do not know just how biological factors
interact with environmental variables to pro-
duce individual differences and pathology.
Clearly, the study of such processes needs to
be influenced, if not carried out, by scientists
from a variety of disciplines.

How special is social cognition as com-
pared with other cognitive processes? It
could be that social cognition is simply a very
complex example of how cognitive functions
have to be organized to deal with complex
processing demands. However, the idea that
there are specific social processes is attract-
ive. Or can we explain the more complex
phenomena of social cognition by basic cog-
nitive processes, such as visual perception,
memory and attention? Is face processing, for
instance, any different from the perception of
other complex stimuli with emotional over-
tones? Although general cognitive processes
such as visual perception, memory and
attention are vital to social competence, in
this report we focus mainly on processes that
appear to be special to social interaction.

1.2 What are the ‘Building Blocks’ 
of Social Cognition?

Are there different ways of process-
ing objects in the world according to their
social or non-social nature? This question

highlights the importance of identifying
simple underlying functions that contribute
to social cognition. Given the appropriate
neural model, these simple functions can
then be mapped to neural substrates.
Congenital abnormalities in these substrates
can serve to identify endophenotypes that
relate to disorders of social cognition. The
term endophenotype refers to what is the
‘inside phenotype’ rather than overt behav-
iours, which are likely to be the product of
different endophenotypes. These then can
lead the search for the genetic basis of spe-
cific social functions. One example is the
recently identified allele of the serotonin
transporter gene that affects the amygdala’s
responses, and thus contributes to individ-
ual variation in anxiety (Hariri et al., 2002).

Cognitive processes are invisible. How-
ever, we can measure their effects in behav-
iour. And to some extent their biological basis
is visible through well-controlled brain imag-
ing. It may seem over-ambitious to work out
how connections can be made between highly
sophisticated social behaviour and funda-
mental neurophysiological mechanisms.
However, there are already examples. Not so
long ago it would have seemed foolish to look
for the neurophysiological basis of social acts
such as deception and double bluff. Now it is
mainstream cognitive neuroscience. We antic-
ipate that the genetic basis for different
aspects of social cognition will be illuminated.
This is feasible by studying individuals born
without the ability to develop normal social
communication (e.g. autism).

1.3 What can be Measured?

The study of social cognition uses the
same measures as any other area of cogni-
tive science. Some measures are especially
helpful in the study of communication and
emotion. These include: autonomic responses,
e.g. heart rate, pupil dilation, galvanic skin
response; brain activity, neuronal activity,
scalp electrical impulses, cerebral blood
flow; and non-verbal behaviour, e.g. facial
expression, gesture, posture. Unlike most
other areas of cognitive science, the measures
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used in the study of social cognition also
include qualitative observation of interac-
tions and dialogues, and introspection.

The tools used in the empirical study of
social cognition are the same as in other areas
of cognitive neuroscience. They include com-
putational modelling, psychophysical tech-
niques, eye movement monitoring, neuronal
recording and brain imaging techniques,
such as electroencephalography (EEG), mag-
netoencephalography (MEG), positron emis-
sion tomography (PET) and functional
magnetic resonance imaging (fMRI), brain
stimulation (TMS) and neuropsychological
tests. (For more details of these techniques,
see the Foresight Research Review Advanced
Neuroscience Technologies.)

2 MECHANISMS OF SOCIAL
COGNITION: HOW DOES 

THE BRAIN DEAL WITH THE
SOCIAL WORLD?

Animals, including humans, have evolved
to live in a complicated and often hostile
social world, just as much as to live in a
complex and often dangerous physical envi-
ronment. For most animals, survival
depends upon their ability to identify the
movements, eye gaze and social signals of
other creatures, to distinguish whether they
are prey, predators or mates and to predict
their future actions. As social animals,
humans behave largely on the basis of their
interpretations of the actions of others. We
are continually, and implicitly, reading,
analysing and decoding multiple social sig-
nals from people around us.

One widely held idea is that we need cog-
nitive systems specialized in dealing with
different aspects of the physical and social
worlds to maintain our ability to adapt and
survive. This specialization allows us to
evade (usually) a falling rock on the one
hand and a treacherous enemy on the other.
How do you know an enemy is treacherous?
How do you know you can trust someone?
And how do you convince others to trust

you? Although we can talk about these
questions, reflect on possible mechanisms
and devise computational models to emu-
late them, these skills are deeply intuitive.
They are triggered by certain stimuli of
which we are not necessarily aware. Often
perception turns into action so quickly that
deliberation and rational thought have no
chance to intervene.

Although we like to think of ourselves as
rational creatures, especially when dealing
with our fellow humans, our instant reac-
tions are as bound by our evolutionary his-
tory as are those of other animals. One social
ability that may well be unique to humans is
that we can also reflect on our negotiations
with the social world. Nevertheless, this
ability is also a result of neural processes.

In the following sections we discuss
mechanisms that recent research has pin-
pointed as candidates for explaining our
social and communicative competence.
These mechanisms are thought to be crucial
for reading faces, detecting eye gaze, recog-
nizing emotional expressions, perceiving
biological motion, and detecting goal-
directed actions and agents. We share these
abilities, which appear in humans in the
first year of life, with many animals.

Another set of abilities appears later in
human development, that is around 18
months, after the end of infancy. By age 5, the
major phase of this development appears to
be complete, but, of course further learning
and refinement happens throughout life.
These abilities are observed only in very few
non-human animals and even then only in
rare instances. They include imitating the
intentional actions of others, attending to the
same object when directed to do so by
another person, and attributing mental states,
such as desires and beliefs, to oneself and to
other people. It is not always appreciated that
the latter group of abilities is just as implicit as
the former, and just as pervasive in everyday
social understanding and interaction. These
pre-eminently human abilities are indispens-
able prerequisites for teaching and for the
informal transmission of cultural knowledge
between peers and across generations.
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One hypothesis about the evolution of the
mechanisms involved is that they build
upon the earlier-appearing mechanisms of
social cognition that we share with other ani-
mals, i.e. those concerned with the percep-
tion of faces, eye gaze, biological motion,
goal-directed action and agency. However,
over and above these mechanisms, a qualita-
tively different type of mechanism may have
evolved. To speculate wildly, this might
coincide with the spectacular success of
homo sapiens, which eclipsed that of other
humanoids, such as Neanderthal man.
Social rather than physical prowess might
have helped homo sapiens to dominate others.

2.1 Reading Faces

Babies are born with a very basic, but
impressive, capacity to recognize faces. At
birth the brain seems to be equipped with
information of what a face should look like.
Newborn babies prefer to look at drawings
of whole faces than at drawings of faces
with scrambled features. Within a few days
of birth, babies learn to recognize their
mother’s face. They will look at a picture of
their mother’s face longer than a picture of a
stranger’s face.

This remarkable early ability to recognize
faces is probably controlled by different
brain pathways than later, more sophisti-
cated, face recognition. The early recogni-
tion of faces might have evolved because 
it produces an automatic attachment, or
‘imprinting’, of new-born babies onto the
people they see most (Morton and Johnson,
1991). Early face recognition probably relies
on subcortical structures such as the super-
ior colliculus. These structures, below the
cerebral cortex, are part of a pathway in the
brain that allows us to make movements
quickly and automatically on the basis of
what we see. It would certainly be useful for
newborn babies to imprint onto the faces
they see most.

Research on monkeys has shown that a
region in the fusiform gyrus contains cells
that respond to particular faces in certain
orientations – for example, to a profile but

not to a front-on view of a particular per-
son’s face (Perrett et al., 1992). Research with
brain imaging has demonstrated that an
equivalent region in the human brain, 
called the fusiform face area (FFA), responds
selectively to faces but not to other visual
objects, such as buildings, scenes or objects
(Kanwisher, 2000). Only from about two or
three months of age do these cortical brain
regions start to take over a baby’s face
recognition ability.

Recent research has demonstrated that
human babies are born with the inherent
ability to recognize a large number of faces,
including faces from other species (mon-
keys). Only after about 10 months of age do
we lose this ability, a process that depends on
which types of face we are naturally exposed
to (Pascalis et al., 2001). This is analogous to
the well-known finding that after about 
10 months of age we lose the ability to iden-
tify all different sounds. Again this process
depends on the sounds we are exposed to
during the first 10 months of life (Kuhl, 1994).
These findings are important because they
highlight the fact that development is, in
part, an experience-dependent process that is
influenced by the species-specific environ-
ment. The rule seems to be fine-tuning rather
than indiscriminate adding of information.

2.2 Recognizing Emotional
Expressions

Within social psychology, research has
demonstrated the ubiquity of facial expres-
sion. All cultures use the same expressions
for basic emotions such as anger, happiness
and sadness (Ekman, 1982). The brain reads
facial expressions extremely rapidly. A large
number of studies with PET and fMRI, in
which subjects observed expressions in dif-
ferent faces, have shown that the amygdala
is particularly important for analysing fear-
ful and sad faces, and that this processing
often occurs without awareness of the face
(Morris et al., 1998; Dolan, 2002). Impairments
in emotion recognition are clearly detrimen-
tal to social interaction. Imagine not realiz-
ing when someone is angry! Normally the
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effect of seeing an angry face, even for a split
second, is to stop you in your tracks or to
run away. On the other hand, even within
the normal range of individual differences,
the response of the amygdala appears to
depend to some extent on the personality of
an individual, being especially correlated
with extraversion and neuroticism (Canli 
et al., 2001).

2.3 Eye Gaze

The ability to respond to the direction of
eye gaze has high evolutionary significance
(Emery, 2000). Human babies are automat-
ically drawn to look where another person
is looking and prefer direct eye contact
(Farroni et al., 2002). The involuntary ten-
dency to look into the same direction as
another individual has obvious benefits: the
target that another attends to is also likely 
to be of interest to you. In conjunction with
the ability to read emotional expressions, it
can allow instant response selection, e.g.
approach or avoidance.

A critical neural system implicated in the
detection of eye gaze is located in the super-
ior temporal sulcus (STS). Cells in this
region in the monkey brain respond to eye
gaze direction information from other mon-
keys or humans (Perrett et al., 1992). In
humans, recent studies have found that sim-
ply viewing eye gaze stimuli, or stimuli that
display animate motion cues, activates a
homologous region of the STS amongst
other regions (Calder et al., 2002). Direct eye
gaze usually indicates threat. This is clearly
not the case in humans, who use eye gaze 
to indicate a wide variety of emotions and
intentions, positive as well as negative.
Support for this notion comes from a recent
fMRI study demonstrating that parts of the
brain’s reward networks are activated by eye
gaze when the eyes belong to someone the
subject finds attractive (Kampe et al., 2001).

Although emotion is one major aspect of
social cognition, and some social cognitive
processes can only be studied within a wider
context of emotion processing, there are none

the less many aspects of social cognition that
are not part of emotion. We deal with these
processes in the rest of this section.

2.4 Joint Attention

The attention of babies can be directed to
an object by another person simply by look-
ing at them directly and drawing their
attention to the object using gaze direction.
Attention can also be drawn to an object or
event by pointing. In the first year of life,
this works only when the object is already in
the field of vision. From the middle of the
second year of life the attention can be
drawn to an object that initially is out of
view. This form of triadic attention – that is,
interaction between two people about a
third object – is thought to be one of the earli-
est signs of an implicit theory of mind (see
section 2.9). Young children with Williams
syndrome show the earlier form of dyadic
joint attention rather than the later triadic
form, thus revealing a dissociation between
two social mechanisms that at first glance
appear to be similar (Laing et al., 2001).

Joint attention may not be unique to
humans. There is evidence, both anecdotal
and empirical, that dogs can glean informa-
tion from joint attention cues (such as point-
ing and gaze direction) given by humans.
This is intriguing because there is no evidence
that non-human primates can use this kind of
cue from humans. Recently, a rigorous study
investigated this evolutionary anomaly. Hare
and colleagues (2002) compared the ability of
chimpanzees, wolves, dogs and puppies to
glean by human pointing information about
where an object was hidden. The chimps were
no good at this, nor were the wolves, demon-
strating that the ability is not inherently
canine. However, puppies, with little experi-
ence with humans, and therefore unlikely to
have learned the significance of pointing,
were nevertheless able to use human pointing
information to find objects. This demonstrates
that the ability of dogs to use joint attention
information has been bred over years of
domestication. Possibly, the importance of
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selective mating on social cognition also
needs to be considered in human societies.

2.5 Sensitivity to Biological Motion

Among all sensory inputs, one crucial
source of information about another creature
is their pattern of movement. There are vari-
ous types of motion in the natural environ-
ment. It is essential to detect motion of
biological forms in order to predict the
actions of other individuals. Here we refer to
biological motion as distinct from mechan-
ical, Newtonian motion. Biological motion is
self-propelled and non-linear in that it may
undergo sudden changes in acceleration,
velocity and trajectory. Two different brain
regions are concerned with processing bio-
logical and mechanical movements.

The Swedish psychologist Johansson
(1973) devised an ingenious method for
studying biological motion without interfer-
ence from shape. He attached light sources to
the main joints of actors and recorded their
movements in a dark environment. He then
showed the moving dots to naive perceivers
who, rapidly and without any effort, recog-
nized the moving dots as a person walking.
Using the same technique, several researchers
have demonstrated that observers can recog-
nize not only locomotion, but also the gender
of the person, their personality traits and
emotions, and complex actions such as dan-
cing represented by moving dots (Koslowski
and Cutting, 1978; Dittrich et al., 1996). The
ability to distinguish between biological and
non-biological movement develops early: 
3-month-old babies can discriminate between
displays of moving dots with biological
motion and displays in which the same dots
move randomly (Bertenthal, 1993). This sug-
gests that the detection of biological motion
becomes hardwired in the human brain at an
early age.

Single-cell studies in macaque monkeys
have revealed that STS cells selectively
respond to depictions of the face and the
body in action (Perrett et al., 1985; Oram and
Perrett, 1994; Perrett et al., 1992). STS neurons
continue to respond to biological movements
even when part of the action is occluded

(Jellema and Perrett, 2002). This has been
interpreted as demonstrating the contribu-
tion of the STS to the visual recognition, 
representation and understanding of others’
actions (Emery and Perrett, 1994). The STS
receives information from both dorsal and
ventral visual streams – involved in vision
for action and vision for identification,
respectively – rendering it an interface
between perception for identification and
perception for action. This combination of
visual information would be useful for recog-
nizing the movements of other animate
beings and for categorizing them as threaten-
ing or enticing. Furthermore, the emotional
value of this information is likely to be stored
in memory and will enter into predictions
about future actions of the agent in question.

Several studies with brain imaging have
investigated the neural processing of bio-
logical motion in humans. Most of these
studies compared brain activity while sub-
jects observed Johansson point-light walkers
with brain activity while subjects observed
visual stimuli made of the same dots but
moving in non-biological ways, such as
showing coherent motion (Grossman et al.,
2000) and rigid object motion (Grèzes et al.,
2001). These studies demonstrated acti-
vation of the ventral bank of the STS, often
more pronounced in the right hemisphere
than in the left hemisphere (Allison et al.,
2000). Other neuroimaging studies have
detected activation in the right posterior STS
in response to seeing hand, eye, and mouth
movements (Puce et al., 1998).

2.6 Perception into Action: Mirror
Neurons

The notion that actions are intrinsically
linked to perception goes back to the nine-
teenth century when William James, in his
ideomotor theory of action, claimed that
‘every mental representation of a movement
awakens to some degree the actual move-
ment which is its object’ (James, 1890). The
implication is that observing, imagining or
in any way representing an action excites
the motor programmes used to execute that
same action (Jeannerod, 1994; Prinz, 1997).
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Interest in this idea has grown in the past
decade due to the discovery of mirror 
neurons in monkeys (Rizzolatti et al., 1996;
Gallese et al., 1996). These neurons are well
represented in an area known as ventral
premotor cortex (F5) and respond to goal-
directed actions of an agent. They respond
to an action being carried out by the animal
itself (execution) and by the mere observa-
tion of the same action being carried out by
an experimenter. Mirror neurons appear to
distinguish between biological and non-
biological motion, responding only to the
observation of hand–object interactions and
not to the same ‘action’ performed by a
mechanical tool, such as a pair of pliers 
(see Fig. 7.1) (Rizzolatti et al., 2001).

Mirror neurons provide a perfect example
of what we mean by a social cognitive
mechanism where there is neurophysiologi-
cal activity in response to your own and
another person’s action. Some of the other
mechanisms we discussed earlier are con-
ceivable in machines that passively view
other animals and categorize their appear-
ance, their eye gaze and their movements.
Mirror neurons open up another class of
mechanism that may be fundamental to a
number of higher level social processes,
where the actions of other agents are 
interpreted in such a way that they directly
influence one’s own actions. This is the case
in the attribution of intentions to others and

oneself, and the ability to imitate others as
well as to teach others.

There is a large body of evidence that in
humans several brain regions are activated
both during action generation and during
observation of the actions of others (Stephan
et al., 1995; Grafton et al., 1996; Decety et al.,
1997; Hari et al., 1998). In some brain regions,
there is a highly specific overlap between
action observation and action execution.
Action observation activates premotor cortex
according to the body schema that is repre-
sented in this region (Buccino et al., 2001).

In an fMRI experiment, subjects observed
actions performed by the mouth, hand and
foot. These actions were either performed in
isolation or with an object, such as chewing
food, grasping a cup or kicking a ball. The
results demonstrated that watching mouth,
hand and foot movements alone, without
objects, activates the same functionally spe-
cific regions of premotor cortex as making
those respective movements. Furthermore,
when actions were directed to objects, the
parietal cortex became activated. Again,
functionally specific regions of the parietal
cortex were activated according to the
object-directed action being performed.

Observing a movement has measurable
consequences on the peripheral motor sys-
tem (Fadiga et al., 1995). Fadiga and col-
leagues stimulated left primary motor
cortex of human subjects using TMS while
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FIGURE 7.1 Mirror neurons respond both during a goal-directed action (for example when the monkey grasps
a peanut, shown in both (a) and (b), and to the sight of a human or another monkey making a goal-directed action
(shown in the first half of (a). (Reproduced with permission from Rizzolatti et al., 2001, this figure appears in the
colour plate section)
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the subjects observed meaningless actions
and grasping movements (and other control
tasks). Motor evoked potentials (MEPs)
were recorded from the subjects’ hand mus-
cles. It was found that during action obser-
vation there was a selective increase of
MEPs from the hand muscles that would be
used for observed movements.

Rizzolatti and colleagues argue that the
mirror system facilitates action understand-
ing, suggesting that we understand other
people’s actions by mapping observed action
onto our own motor representations of the
same action. It has been proposed that the
mirror system might have evolved to facilitate
communication, empathy and the under-
standing of other people’s minds (Gallese
and Goldman, 1998). Simulating other peo-
ple’s actions would trigger an action repre-
sentation from which we could infer the
underlying goals and intentions on the basis
of what our own goals and intentions would
be for the same action. Thus the mirror sys-
tem is a possible neural mechanism for simu-
lation of other people’s actions.

2.7 Detecting Agency

2.7.1 Distinguishing the Self and 
Other Agents

Given the overlapping brain network that
processes action execution and observation,
a key question concerns how we are able eas-
ily to distinguish the actions we produce
from those generated by other people. How
do we know who the agent of an action is?
Because humans are constantly interacting
with others it is crucial to know who did what.

The perception of the self as agent is sim-
ply ‘the sense that I am the one who is caus-
ing or generating an action’ (Gallagher,
2000). According to Gallagher, a low-level
sense of agency, the ‘minimal self’, is pre-
sent from birth. Evidence comes from an
experiment analysing the behaviour of new-
born babies during self-stimulation and
external stimulation of the face (Hespos and
Rochat, 1997). Here an increase of ‘rooting’
responses was noted following external as
compared to self stimulation.

One mechanism that has been proposed
to contribute to the recognition of self-
produced action involves the use of internal
models (Miall and Wolpert, 1996). It has
been proposed that a forward model (an
internal representation of the world and the
body’s kinematics) is used to predict the
consequences of self-generated movements
using a so-called efference copy of the motor
command (Frith et al., 2000). This prediction
is then used to determine whether a move-
ment or sensation is self-produced or exter-
nally generated by cancelling the results of
self-generated sensations (Blakemore et al.,
1999). There is evidence that the perceptual
attenuation of the sensory consequences of
movement is accompanied by, and might be
due to, a reduction in activity in regions of
the brain that process the particular sensory
stimulation being experienced (Blakemore
et al., 1998). This predictive system is one
mechanism that facilitates the distinction
between self and other.

There is accumulating evidence that the
parietal cortex plays a role in the distinction
between self-produced actions and observed
actions generated by others. The right inferior
parietal cortex is activated when subjects
mentally simulate actions from someone
else’s perspective but not from their own
(Ruby and Decety, 2000). This region is also
activated when subjects lead rather than fol-
low someone’s actions (Chaminade and
Decety, 2002) and when subjects attend to
someone else’s actions rather than their own
(Farrer and Frith, 2002). Patients with parietal
lesions have problems in distinguishing their
own and others’ actions (Sirigu et al., 1999).

2.7.2 Knowing that Something is 
an Agent Like You

The detection of intentional contingen-
cies, or agency, may be based either on type
of motion or on interaction between objects.
Movement that is self-propelled is perceived
as belonging to an agent with intentions. A
second feature that yields attribution of
agency to an object is the presence of non-
mechanical contingency or causation at a
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distance. An object that follows another
object or reacts to its movement is perceived
as driven by internal intentions or goals.
Such animacy and contingency features lead
to attributions of mental states such as inten-
tions and emotions to simple 2D shapes
(Heider and Simmel, 1944). This phenom-
enon has of course long been exploited in
cartoons and virtual reality games.

Even at 12 months of age, infants respond
to a blob without any kind of animal or bio-
logical features, such as a face, if this blob
responds contingently to the infant’s actions
by beeping or a light flashing. The infants’
responses are just like the responses of
adults and just like their responses to real
people. For example, they look in the same
direction as the blob (Johnson et al., 1998;
Johnson, 2003). A recent fMRI study investi-
gated activations associated with the percep-
tion of intentional contingencies in simple
2D displays involving two moving mean-
ingless shapes. The left STS and the right
superior frontal cortex were activated by
intentional contingencies, but only when
subjects were specifically paying attention
to these contingencies (Blakemore et al.,
2003). As we shall see (section 2.9), these are
a subset of the regions activated during the
inference of high level mental states
(desires, beliefs).

2.8 Imitation

Motor imitation involves observing the
action of another individual and matching
one’s own movements to those body trans-
formations. The finding that very young
babies can imitate certain facial gestures
suggests an innate, or early developed, sys-
tem for coupling the perception and pro-
duction of movements (Meltzoff and Moore,
1977). This research emphasizes another
aspect of the early social responsiveness of
the infant but it is not clear how the mech-
anisms involved relate to later intentional
imitation of action. In an enlightening series
of experiments, infants of 18 months were
exposed either to a human or to a mechani-
cal device attempting, but failing to achieve,

various actions, such as pulling apart a
dumb-bell (Meltzoff, 1995). The children
tended to imitate and complete the action
when it was made by the human but not
when made by the mechanical device. This
demonstrates that preverbal infants’ under-
standing of people, but not inanimate
objects, is within a framework that includes
goals and intentions, which can be gleaned
from surface behaviour alone.

Another experiment showed that chil-
dren of this age are capable of using what
we might call ‘common sense’ to avoid slav-
ish imitation (Gergely et al., 2002). They 
imitated an exact movement sequence when
the adult pressed a button with the forehead
with both hands free. However, they did not
imitate when the adult pressed the button
with her forehead while holding a shawl
around her using both hands. In this case
the children generally used their hands to
press the button, presumably inferring that
the woman would have done so too, had her
hands been free. These experiments suggest
that imitation might serve, through devel-
opment, as an automatic way of interpreting
the behaviours of others in terms of their
underlying intentions and desires.

Recent functional imaging studies have
attempted to explore the neural correlates of
imitation in the human brain. When we
observe another person’s actions, brain
regions are activated that are involved in
motor execution. However, they are more
activated when we are told that we should
imitate the action later than when we do not
have this instruction (Decety et al., 1997).
Other brain imaging studies have impli-
cated several different neural structures in
imitation, depending on which aspect of an
action is imitated (Iacoboni et al., 1999;
Chaminade et al., 2002; Koski et al., 2003) and
who imitates whom (Decety et al., 2002).

2.9 Theory of Mind

Humans have an inherent ability to
understand other people’s minds. An exper-
imental paradigm to study this process was
first introduced in the early 1980s (Wimmer
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and Perner, 1983) and has generated much
research in developmental psychology (see
Wellman et al., 2001). Children at around 
4 years start to develop an explicit under-
standing of the content of other people’s
minds. They use this understanding in the
manner of a theory to predict their behav-
iour. Hence the term ‘theory of mind’. At
this age children are aware that people can
have different beliefs about states of affairs
in the real world, and for good reasons. For
instance, they may be told a lie by someone
else or they may not be present when vital
information is provided about a change in
the state of affairs.

However, the implicit attribution of men-
tal states to others is present in children at a
much younger age and evidence for the
implicit awareness of intentions and desires
in others is plentiful from around 18 months.
For instance, they understand pretend play
and they engage in joint attention. In adults
too, there is evidence of both implicit and
explicit mentalizing abilities. To investigate
neural systems involved in mentalizing,
brain imaging studies have used a wide vari-
ety of tasks and stimuli, both verbal (stories)
and non-verbal (cartoons), which do or do
not require an understanding of other peo-
ple’s desires and beliefs. The comparison of
mentalizing and non-mentalizing tasks con-
sistently activates at least three brain
regions. These are the medial frontal lobe
(Brodmann areas 8/9/32), the STS and the
temporal poles, adjacent to the amygdala
(Frith and Frith, 1999, 2003).

One very implicit mentalizing task
involves showing participants animations
of moving shapes. As long ago as 1944,
Heider and Simmel established that ordi-
nary adults feel compelled to attribute
intentions and other psychological motives
to animated abstract shapes, simply on the
basis of their movement patterns (see sec-
tion 2.7.2). Castelli et al. (2000) showed such
animations in a PET study. They contrast
sequences where the movements of two tri-
angles were scripted to evoke mental state
attributions (e.g. one triangle surprising the
other or mocking the other), and sequences

where the triangles moved randomly and did
not evoke such attributions. This comparison
showed activation in the same system as in
other studies with different mentalizing
tasks.

Imaging experiments have also used
interactive games that involve implicit on-
the-spot mentalizing. In one such study,
researchers scanned volunteers while they
played a Prisoner’s Dilemma-type game
with another person (McCabe et al., 2001). 
In this game, mutual cooperation between
players increased the amount of money that
could be won. In the comparison task the
volunteers believed they were playing with
a computer that used fixed rules. A compar-
ison of brain activation during the game
task and the comparison task revealed activ-
ity within the medial prefrontal cortex.

The same region was also activated when
subjects played ‘Stone–Paper–Scissors’, a
competitive game in which success depends
upon predicting what the other player will
do next (Gallagher et al., 2002). Again, the
comparison condition was created by telling
the volunteers that they were playing
against a computer. In fact, the sequence of
the opponent’s moves was the same in both
conditions. Participants described guessing
and second-guessing their opponent’s
responses and felt that they could under-
stand and ‘go along with’ what their oppo-
nent, but not the computer, was doing. The
medial prefrontal cortex was activated only
when the volunteers believed that they were
interacting with another person.

What is the involvement of the brain
regions that are reliably activated during
mentalizing? At present we have only con-
jectures (Frith and Frith, 2003). It is tempting
to conclude that the STS plays a role in men-
talizing because it is sensitive to biological
motion (see section 2.5). There are exciting
speculations about the role of the medial
prefrontal cortex, which has direct connec-
tions to the temporal pole and to the STS
(Bachevalier et al., 1997).

The medial prefrontal region activated by
mentalizing studies is the most anterior part
of the paracingulate cortex, where it lies
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anterior to the genu of the corpus callosum
and the anterior cingulate cortex (ACC)
proper. Although the ACC is an ancient
structure that belongs to the limbic lobe, the
existence of an unusual type of projection
neuron (spindle cell) found in sub-areas of
the ACC in humans and some other higher
primates (pongids and hominids), but 
not monkeys, suggests that the ACC has
undergone changes in recent evolution
(Nimchinsky et al., 1999). Furthermore, in
humans these cells are not present at birth,
but first appear at approximately 4 months
of age (Allman et al., 2001). It remains to be
seen whether the recent evolutionary
changes observed in ACC are relevant to the
other regions where activations associated
with mentalizing are observed.

2.10 Deception

Understanding someone else’s beliefs,
and how these beliefs can be manipulated
and maintained, is what we mean by having
a ‘theory of mind’ and underlies the ability
to deceive people. The full-fledged ability
does not develop until about 5 years, after
which time children start to tell lies rather
than just physically manipulating situations
to hide things from other people (Sodian,
1991).

Functional neuroimaging studies have
recently attempted to investigate deception.
The confined and artificial context of the
brain scanner makes this a difficult task. So
researchers have devised tasks in which
subjects are instructed to withhold truthful
responses and answer with their opposites
to questions concerning recent autobio-
graphical events (Spence et al., 2001), or to
lie about a card’s identity (Langleben et al.,
2002) or past events (Lee et al., 2002). These
studies have found activations in compo-
nents of the mentalizing system when sub-
jects are lying. However, whether brain
scans can act as lie detectors remains to be
seen. Traditional lie detectors measure
physiological arousal. Some people at least
can train themselves to suppress such
responses, just as most people can train

themselves not to show telltale signs when
lying, such as blushing or evading eye con-
tact. The ingenuity of people to outwit each
other and to use bluff and double bluff is an
instance of advanced mentalizing ability.
Lie detectors may reveal the implicit pro-
cesses underlying such devious manipula-
tions, but this will be a challenging task.

2.11 Interpretation of Complex
Emotions

Complex emotions are the stuff of 
comedies, tragedies, poetry, novels, films 
and indeed of everyday life. They have been
explored for centuries in many art forms, par-
ticularly the theatre. In contrast, mechanisms
in the mind and in the brain underlying com-
plex emotions have hardly been studied.

Complex emotions differ from the simple
emotions that we might recognize in another
person’s face. In section 2.1 we mentioned
that even split-second exposure to faces
expressing fear, sadness, anger and disgust
seems to instantly activate amygdala func-
tion (Morris et al., 1998; Dolan, 2002; 
Morris et al., 2002), which may be part of 
a hard-wired response to threat. Complex 
emotions – jealousy, envy, pride, embarrass-
ment, resentment, low self-esteem, disdain,
empathy, guilt – are different and involve
more than an amygdala response. They often
imply awareness of another person’s attitude
to oneself, and an awareness of the self in rela-
tion to other people. If so, they are likely to
involve the mentalizing system of the brain.
These emotions are truly social emotions and
probably unique to humans. Research
attempting to understand the cognitive and
neural processes underlying these emotions
and their decoding is only just beginning.

A recent fMRI study scanned the brains
of subjects while they were thinking about
embarrassing scenarios (Berthoz et al., 2002).
Subjects read short vignettes in which social
transgressions occurred. These could be
accidental or deliberate. In comparison to
matched stories in which no transgression
occurred deliberate and accidental trans-
gressions both elicited activity in the same
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three regions that are activated in mentaliz-
ing tasks: the medial prefrontal cortex, tem-
poral poles and STS. Activity was also seen
in the orbitofrontal cortex, a region involved
in emotional processing.

When subjects are asked to make explicit
judgements about the trustworthiness of
someone based on their eyes, the right STS
is activated (Winston et al., 2002). Bilateral
STS is activated by faces that subjects found
trustworthy compared with faces they did
not find trustworthy. Similarly Wicker et al.
(2002) found that the STS was activated
when subjects had to make an explicit emo-
tional attribution about a face.

2.12 Empathy

We need to distinguish between instinc-
tive empathy, or sympathy, and intentional
empathy. Instinctive sympathy, accompanied
by autonomic responses, is a basic emotional
response that is contagious. It is not complex
in the sense that the person feeling it has to be
aware of their feelings. When somebody is
sad and crying, you also become sad and feel
an urge to cry. Empathy as a complex emo-
tion is different. It requires awareness of the
other person’s feelings and of one’s own
reactions. The appropriate reaction may not
be to cry when another person cries, but to
reassure them, or even to leave them alone.

At around the age of 2, children start
showing sympathy responses when perceiv-
ing that another person is upset or in pain
(Perner, 1991). Research on empathy has
mainly been conducted in the context of lack
of empathy – callousness, inability to respond
to a victim’s distress. Because we are inter-
ested in highlighting potential mechanisms
of social cognition, we will pick out a few
recent brain imaging studies which at least
attempt to arrive at such mechanisms.

In a recent fMRI study, subjects were asked
to make empathic and forgiving judgements
based on hypothetical scenarios (Farrow 
et al., 2001). Several regions in the superior
medial frontal cortex were activated by
empathic judgements (subjects had to give
an explanation as to why somebody might

be acting in a certain way) and forgiving
judgements (subjects had to think about
which crimes seem most forgivable given a
certain situation) compared with the base-
line social reasoning judgements.

2.13 Morality

Not so long ago, it would have been con-
sidered absurd to search for a brain mech-
anism underlying morality. Of course, the
development of morality does involve cul-
tural input and explicit teaching. The exis-
tence of a code of laws has been a major leap
in the cultural evolution of social interac-
tions. However, neuroscience has started to
tackle the question of a universal sense of
morality without which this cultural achieve-
ment might not have occurred. Paradigms
for studying this question include the ability
to make intuitive moral judgements, regard-
less of any existing code of law.

Even young children seem able to distin-
guish what is right or wrong in simple sto-
ries where conventional rules are broken,
and those where ‘moral’ rules are broken
(Smetana et al., 1999). These two kinds of
rules are not usually distinguished explic-
itly. Yet, 4-year-olds can indicate that if per-
mission is given it is alright to break a
conventional social rule, talking in class, for
example, but not alright to break a rule that
prevents harm being done to others, such as
hitting another child. Amazingly, even those
children who had poor models around them
and had themselves been maltreated were
unerring in this judgement. This paradigm
has not yet been used in scanning studies.

In adults, moral judgements have been
found to activate brain regions that are
involved in mentalizing, including the medial
frontal cortex and the right posterior STS.
These regions were activated by morally
upsetting stimuli compared with unpleasant
pictures that had no moral connotations – a
picture of a man assaulting a woman com-
pared with a picture of an injured body, for
instance (Moll et al., 2002).

In another study, fMRI was used to scan
subjects while they were evaluating moral
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dilemmas (Greene et al., 2001). An example
of a moral dilemma is the train dilemma: a
runaway train is heading towards five people
who will be killed if the train proceeds on its
current course. The only way to save them is
to turn the train onto an alternate set of
tracks where it will kill one person. Should
you turn the train to save five people at the
expense of one? Evaluating these problems
involves emotional processing, resolving
conflict, accommodating cultural beliefs and
putting oneself in someone else’s shoes. In
the study by Greene et al., subjects responded
to different types of dilemma, some that were
moral, some not; some involved people,
others did not. The results showed that the
medial frontal cortex was activated by dilem-
mas that were moral and personal more than
by dilemmas that were neither.

This work, though preliminary, demon-
strates that we can study the mechanisms of
social cognition, even in complex and cul-
turally influenced human interactions that
involve the ability to tell right from wrong.

2.14 The Future of Research in 
Social Cognition

Most of the research we have described
in this section is evolving and in its first
stages. As well as optimizing and continu-
ing research on the issues discussed in this
section, there are many directions in which
research could move in the coming years.

2.14.1 Social Competence
There has been a change in people’s per-

ception of infants. Infants are more cogni-
tively competent than was previously
thought. This has influenced how we per-
ceive and interact with babies. It has even
been suggested that the rise in IQ observed
from one generation to the next may partly
be a result of the type of early interaction
that babies have enjoyed in more recent gen-
erations. Social competence is achieved from
the first moments of life, via parent–child
and peer–baby interaction. Since there are
individual differences in social competence,

and since the opportunity for social experi-
ences varies, there might well be room for
improvement. Both formal and informal
training might be considered. Perhaps vir-
tual reality games could be a useful tool.
Research is required to inform more about
individual differences, their causes and
whether success through training might be
achieved.

Social competence continues to develop
throughout childhood and into adulthood.
Everyone experiences both positive and
negative interactions. Adolescence is a little
understood and yet critical time where
social roles change and social awareness is
still developing. In adolescence, the incidence
of antisocial behaviour increases ten-fold
(Moffitt, 1993). Understanding the cognitive
and neural maturation during this crucial
period is vital.

Demographic changes also turn the spot-
light on the aged, of whom there will be an
increasing number. We are less likely to live
in extended communities than before. There
are, therefore, fewer opportunities to inter-
act with people from different generations.
Political pressures and practical necessity
may well lead to new research on social
communication in older age groups.

Peer interaction seems to offer some of the
most daunting challenges as well as some of
the most rewarding activities known to us. It
would be useful to develop tools for training
in domains that are important when inter-
acting with new people, e.g. emotion read-
ing and mentalizing skills. These tools might
involve virtual reality and robots. Educational
interventions might improve many areas of
social communication, including the man-
agement of one’s reputation and the under-
standing of negotiations and compromise.
Such interventions should be based on the
results of research in social cognition and
should be tested rigorously.

2.14.2 Robot Communication
Computers do not currently behave like

humans. It feels very different communicat-
ing with a cash machine to obtain money
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than having the same ‘conversation’ face to
face with a bank clerk. The absence of non-
verbal communication – raising an eyebrow,
smiling, etc. – is a distinctive feature in com-
puter communication. Yet these processes
are fundamental to human communication.

We may soon be able to build an artificial
being that can understand, and react to,
social signals from other people. A robot
that can provide social interaction with
humans might be useful for people who are
isolated for reasons such as health, old age
or habitat. It is easy to imagine this as a pet,
a living doll or a willing slave, but it could
also be a companion and confidant. There is
already talk of a robot that can mimic human
emotions. This is the first step to under-
standing emotion. There are robots that can
imitate complex human actions they see,
such as bouncing a ball on a tennis racquet
(Miyamoto and Kawato, 1998). Algorithms
exist that make a robot ‘know’ whether
another robot is imitating it correctly. This 
is exciting progress as imitation may be
important in learning, communication and
social understanding (see section 2.8).

Researchers are already developing
robots that produce human-like emotional
expressions, such as smiling and frowning,
and which react to facial expressions of peo-
ple. This may lead to computer agents that
interact with the user in different ways
according to their emotion. The develop-
ment of robotic toys that respond to eye
gaze, and change their behaviour according
to the player’s focus of attention, and the
development of cars that respond to the dri-
ver’s attention or aggression, may be key in
interdisciplinary research in social cogni-
tion. Can we imagine a day when social cog-
nition electronic detectors, analogous to
glasses for social short-sightedness, indi-
cate social faux pas and aid us in social 
situations?

A relevant question concerns human–
computer interaction and how software is
designed to help us to interact better with 
a computer. This is a vital research ques-
tion in this climate of high reliance on 
computers.

2.14.3 Cultural Evolution
A massively under-researched area in cog-

nitive science is how context and culture
affect cognition and the brain. This is particu-
larly relevant to cognition during childhood,
adolescence and old age, where develop-
ment seems to depend both on prepro-
grammed, biological and adaptive responses
to novel contexts. Humans are excellent at
adapting to their context: cultures are built
on this adaptability. Can robots adapt to
novel contexts? Can robots who learn to imi-
tate observed actions generalize those actions
to similar actions in different contexts? Can
robots generalize what they learn by imita-
tion? Can they extract the relevant informa-
tion, such as goals and intentions, as can
young infants (Meltzoff, 1995)? Or do robots
simply do slavish imitation?

2.14.4 Psychopharmacology
As we discover the physical (neuro-

transmitter) mechanisms bound up with
social interaction, drugs will be developed
that alter social cognition. Narcotics that
increase social confidence are available, and
popular in the cases of ecstasy, cocaine and
marijuana. Other drugs (e.g. antidepres-
sants, Prozac) are often taken by mildly
depressed or chronically worried people
and result in an increase in self-confidence
and social ease. Alcohol has been used for
centuries to aid social interaction. On the
other hand, alcohol is also a major cause of
violence. Can we imagine a time when it is
normal and acceptable to pop a pill every
morning to facilitate social interactions dur-
ing the day? Research on this kind of drug,
attitudes towards taking such a drug and
the ethics of these issues needs to be tackled.

3 WHEN SOCIAL
COMMUNICATION FAILS

Biologically caused abnormalities that
lead to mild or severe developmental disor-
ders are surprisingly common. They occur in
a sizeable proportion of children, estimated
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at between 5 and 10%. However, severe
forms of mental retardation occur in only 
a very small fraction of cases, 0.3%.
Developmental disorders do not just affect
children, but more often than not persist
lifelong and very often they involve a
degree of social impairment. These disor-
ders tend to have a genetic origin but other
causes exist as well, for instance, viral illness
can attack the brain at a young age.

3.1 Autism

Autism is characterized by difficulties in
communication, social interaction and play. It
is therefore is a key disorder for the study of
social cognition (see Frith, 2003). The cause of
autism is most likely a genetic fault that
affects brain development from early prenatal
life. The signs and symptoms appear only
gradually and can often be fully recognized
only from the second and third year. This sug-
gests that at least in some cases the early
appearing social functions (e.g. detecting
agency, biological motion) are intact and only
the later appearing ones are affected (e.g. joint
attention, mentalizing). However, in other
cases, the early appearing social mechanisms
may also be disturbed, resulting in more
severe and more general social impairments.

Autism comes in many degrees. It can
occur together with high intelligence, then
usually labelled Asperger syndrome. Some
features of autism, such as stereotyped
movements and obsession with routines,
are not in the social domain at all. However,
failure in social communication is the core
feature of autism, the feature that unites the
many varieties of the autistic spectrum, as it
is now called. Because of the wide variety of
different forms of autism and their gradual
recognition, the number of diagnosed cases
has risen enormously in the last decades.
According to recent studies autistic disorder
is estimated to affect six people per 1000,
that is 0.6% of the population.

One striking feature about individuals
with autism is that they tend to be more
interested in objects than in people. A deficit
in the recognition of faces has been recently

identified and related to abnormal brain
activation in the FFA (see section 2.1). Other
social mechanisms, such as a deficit in imi-
tation (Charman et al., 1997) and the inability
to recognize emotional expressions are also
hypothesized, but still lack systematic inves-
tigation. One mechanism that researchers
have studied systematically is theory of
mind, or mentalizing. This seems to be
impaired in all individuals with autistic dis-
order (see section 2.9), and hence is a strong
candidate for an endophenotype of autism.

The normally developing child shows
implicit mentalizing from about 18 months.
Failure to mentalize can only be observed reli-
ably from that age. Early signs of mentalizing
failure in autism are: delays in joint attention;
absence of declarative gestures, such as point-
ing to something without necessarily wanting
to get it; and a failure to understand pretence.
Imaginative social play (pretend play) is nor-
mally pervasive in early childhood. It implies
the ability to tell the difference between a real
state of affairs and a pretended one. Its
absence in autism was a key observation that
led to the hypothesis of a mentalizing deficit
(Baron-Cohen et al., 1985).

The ‘mind blindness’ hypothesis, tested
in different laboratories for the past 20 years
or so, has received a large amount of empir-
ical support. It is a specific hypothesis and is
consistent with the observation that social
competence is globally absent in people
with autistic disorder. An example is the
poor understanding of deception which
coexists with good understanding of sabo-
tage, the latter requiring the ability to distin-
guish between goodies and baddies and the
motivation to win in a competitive game
(see Fig. 7.2) (Sodian and Frith, 1992).

Tasks of explicit mentalizing – i.e. predict-
ing someone’s behaviour on the basis of that
person’s belief, even if it clashes with the real
state of affairs – are an important tool in the
study of mentalizing failure in autism.
Children with autism who have sufficient
verbal ability to follow the scenarios show a
delay of about five years before they can pass
these tasks (Happé, 1994). However, this slow
acquisition of an explicit theory of mind does

3 WHEN SOCIAL COMMUNICATION FAILS 153

P088566-Ch07.qxd  7/11/05  6:24 PM  Page 153



154 7 SOCIAL COGNITION

not replace the missing intuitive mentalizing
ability. Even very able adults with Asperger
syndrome show slow and error prone
responses in mentalizing tasks. The brain acti-
vation normally shown during mentalizing
(see section 2.9) is reduced in individuals with
Asperger syndrome and there is weak con-
nectivity between the components of the
mentalizing network of the brain (Castelli 
et al., 2002). Evidence from dementia patients
has shown that patients with atrophy of the
medial and dorsolateral frontal cortical areas
have impaired performance on theory of
mind tasks (Gregory et al., 2002).

Post-mortem studies of autistic brains as
well as structural imaging studies are rare.
So far they suggest that parts of the social
brain are anatomically different in autism.
These tiny anatomical abnormalities are
likely to have a genetic basis and may be a
cause for the ‘derailment’ of normal mental
development early in life. More precise data
will undoubtedly become available in the
near future.

3.1.1 Compensating for Mind Blindness
Lacking the innate basis for mind reading

does not preclude the ability to learn about
mental states. Where intuition is weak, an
individual can gradually accumulate an
awareness and understanding of mental
states. This is achieved by explicitly teach-
ing the person about mental states using
logic, memory and detailed explanation of
events that happen and what they mean.
For an autistic person to learn about other
people’s intentions and beliefs, the implica-
tions of actions, facial expressions, gestures
and words need to be spelled out, even if
they seem obvious. In this way, able individ-
uals with autism can eventually learn to
perform well on mentalizing experiments.

It might be useful to think of teaching
someone with autism or Asperger syndrome
about the minds of others as like teaching
most people about complex mathematics. A
small number of people have an intuitive
grasp of complex mathematical concepts,
which they seem to ‘see’ without much, if

FIGURE 7.2 Sabotage and deception (Axel Scheffler): example of an experimental design used to study
deception as an instance of mental state manipulation. Children with autism were perfectly capable of using
sabotage to prevent a ‘baddie’ from getting at a reward, but were unable to tell a lie to achieve the same aim.
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any, conscious effort. Most people lack this
intuitive grasp of mathematics but that does
not preclude them from learning many of
those mathematical concepts, although this
requires effort and motivation as well as
explicit teaching.

In the same way that learned mathe-
matical ability differs from innate, intuitive
mathematical ability, learned mentalizing 
differs from innate, intuitive mentalizing.
Compensatory, explicit learning takes a long
time, and is susceptible to more mistakes than
intuitive understanding. The knowledge
about mental states that results from compen-
satory learning remains fragile, with frequent
errors in the attribution of particular mental
states. For example, some autistic children
who learn to pass theory of mind tasks in the
laboratory cannot generalize their new
knowledge of mental states under the stress-
ful demands of real life social situations. In
the laboratory they are under no time pres-
sure and can work out logically what the
answer should be. Even autistic people who
have learned when and how to attribute men-
tal states in principle still lack intuitive men-
talizing. They often find it very difficult to
make consistent mental state attributions 
in different, and especially novel, contexts.
Nevertheless, to have the ability for non-
automatic attribution of mental states is a
good enough accomplishment in most cases,
and can improve social and communication
skills.

3.2 Antisocial Behaviour

Antisocial behaviour is salient and per-
ceived in all societies as intolerable. A mech-
anism for cheater detection may have
evolved as part of the social brain (Tooby and
Cosmides, 1990). Deviant behaviour comes
under various labels, such as oppositional
defiant disorder, conduct disorder, attention
deficit disorder and, in adults, antisocial
behaviour disorder. These labels at present
confound cases with a primarily biological
and those of a purely environmental origin.

Of course, biology and environment
always interact. Thus, children who grow

up in an abusive environment are likely to
attribute hostile causes to actions in others.
This mechanism may be responsible for the
so-called cycle of violence over generations.
However, predisposing genes seem to be a
prerequisite. An important longitudinal
study in New Zealand showed that only
those maltreated people who also had a 
certain predisposing gene later became
severely antisocial (Caspi et al., 2002).

Antisocial behaviour is not only a devel-
opmental phenomenon, with its roots in
childhood experiences and genes, it can also
occur out of the blue, as a result of brain
damage. Phineas Gage was a young railroad
construction supervisor in Vermont, USA,
when, in September 1848, a large explosion
occurred and a steel rod entered his skull
through his left cheek. The rod destroyed
his eye, traversed the frontal part of the
brain and left the top of the skull at the other
side. As a result of this accident, Gage, who
could still walk and talk, started to have
changes in his personality and mood. In
particular, he became extremely anti-social,
impulsive, rude and extravagant. Phineas
Gage became a classical case in the text-
books of neurology. The part of the frontal
lobes which had been damaged, including
the orbitofrontal cortex (OFC), is associated
with inhibition of inappropriate behaviour,
rational decision-making and the process-
ing of emotion. Since Phineas Gage, several
patients with OFC lesions have been stud-
ied extensively and the same kinds of social
impairments have been found (Damasio,
1994). These patients generally have 
spe-cific deficits in detecting emotional
expression and in decision-making that
involves emotional evaluation, which
demonstrate the importance of relatively
low-level emotional cues for understanding
other people.

3.3 Psychopathy

The most serious form of antisocial
behaviour disorder in childhood leads to
psychopathy or antisocial personality dis-
order in adulthood. This disorder may well
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have a genetic basis. One ongoing twin
study on psychopathic traits shows that they
are highly heritable, about 70% of the vari-
ance being explained by genetic influences.
The rest of the variance was accounted for 
by non-shared environmental factors, i.e.
child-specific environmental influences such
as birth order and parent-child interaction 
(E. Colledge, personal communication).

What kind of neurodevelopmental dis-
order is psychopathy? Blair (1995) proposed
that psychopathy results if there is a fault in
the brain system that normally enables
instinctive empathy and triggers a violence
inhibition mechanism. This idea built on
evidence that certain emotional expressions
trigger innate brain mechanisms located in
circuits involving the amygdala. These cir-
cuits can become active in quite subtle situ-
ations, causing instinctive reactions to
fearful events without any need for aware-
ness of the event (see section 2.1). We do not
like to see other creatures suffer or be afraid.
When we see fear or hurt in someone’s eyes,
and we are the cause of it, we tend to stop
what we are doing. This is like a reflex that
Konrad Lorenz described in fighting dogs
and other animals. There are certain signals,
so-called submission cues, that tend to make
the winning animal stop and shrink back
from doing further damage Blair argued
that the same reflex exists in humans, and
that this reflex is vital for intuitive moral
knowledge.

What would be the consequence for
development in the case of a fault in the
instinctive ‘empathy circuit’? Blair et al.
(2001) predicted and confirmed that such
children find it difficult to recognize expres-
sions of fear and sadness. They also have
problems in learning moral imperatives,
such as not to hurt others, and are unable to
distinguish between rules that govern social
conventions, and rules that are motivated
by a deeper moral sense (see section 2.13).

Although psychopaths lack instinctive
sympathy and feel no guilt at having caused
harm to another person, they may neverthe-
less have excellent mentalizing skills (Blair
et al., 1996). Not all people with an inability

to feel instinctive empathy are excessively
violent. If they have no motive to offend,
then no harm may come to others. However,
individuals who perpetrate violence with-
out pity or remorse are dangerous. From this
point of view, and contrary to popular opin-
ion, psychopathy is not the same as being a
violent type (Mitchell and Blair, 2000). A vio-
lent person, like the fighting dog, may still
respond to the distress cues of a victim, stop
their action and feel guilt. Aggression can be
increased with loss of inhibition, and is a
well-known consequence of alcohol intake
in some individuals.

3.4 Social Cognition Impairments 
in Schizophrenia

People with schizophrenia and other men-
tal illnesses have significant social problems.
One symptom that carries severe social penal-
ties is a delusion of persecution, in which a
person holds a bizarre and paranoid belief
with extraordinary conviction, despite expe-
riences to the contrary and counter-argu-
ments. Persecutory delusions are symptoms
commonly associated with schizophrenia,
but they also occur in other psychiatric disor-
ders including depression, bipolar disorder
and schizoaffective disorder.

Within the cognitive approach to psy-
chopathology, it has been argued that
processes involved in social inference – that
is, the processes by which we interpret the
actions of other people and events involving
others – play an important role in the devel-
opment of paranoid delusions (Frith, 1992;
Bentall et al., 2001). One such social infer-
ence process that may be associated with
paranoid delusions involves inferring the
causes of social interactions. Individuals
readily attribute causes to external events.
Bentall and his colleagues have argued that
paranoid beliefs may be a product of abnor-
mal causal attributions (Bentall et al., 2001).
Overall, research findings support this pro-
posal. Paranoid patients tend excessively to
believe that powerful others influenced the
course of life (Kaney and Bentall, 1989).
Furthermore, patients with persecutory
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delusions over-attribute negative events 
to external causes (e.g. Kaney and Bentall,
1989) and to the actions of other people (e.g.
Kinderman and Bentall, 1997).

A second type of social inference process
has been proposed to underlie delusions of
persecution. This involves attributing inten-
tions to other people (‘theory of mind’; sec-
tion 2.9). Frith (1992) has argued that a
dysfunctional theory of mind may be impli-
cated in psychotic symptoms including 
persecutory delusions. Impairments in
understanding other people’s intentions
could lead to the belief that others have
malevolent intentions (Corcoran et al., 1995;
Frith and Corcoran, 1996; Corcoran et al.,
1997).

4 SOME BURNING QUESTIONS
FROM EVERYDAY SOCIAL

INTERACTIONS

Social competence is one of the most
basic and crucial building blocks of society.
One aim of the research must be to improve
social competence, especially in those people
who lack it for genetic or environmental rea-
sons. The ten questions below suggest that
there is indeed room for improvement. We
pose them here since we believe that future
research in social cognition might lead to
some answers.

● Are social interactions a major cause of
stress (divorce, migration, class)? How
can this stress be relieved or prevented?

● How can we use our ability to manipu-
late other people’s beliefs in order to
manage our reputations (often maligned
as spin)? We all do it, not only politicians.

● How can we be made aware of the insid-
ious nature of prejudice (race, gender,
class)?

● What is the effect of negative role models
(violent films, fighting games) on imita-
tive behaviour? How can they be coun-
teracted with positive role models?

● How can individual differences in social
competence be best assessed? What are

the sensitive cognitive tasks that can be
used for such measurement?

● When should we be responsible for our
actions? If a brain scan shows that some-
one’s brain reacts differently to most 
people’s brains during a certain (e.g. a
decision-making) task, does that mean
that that person was not responsible for
their actions? Do any of us have free will?
When the genetic and neural basis of
psychopathy is uncovered, what shall we
do with people with the genetic potential
to become a psychopath? If you can deci-
pher someone’s future actions based on
their intentions, as determined by some
objective measure, could you stop them
from executing that action if it were
harmful?

● How can we evaluate environmental fac-
tors and cultural evolution vs. biological
factors, all impacting upon an individ-
ual? Can robots, virtual reality and psy-
chopharmacology play a role in this?

● How can we identify more successfully
than to date suitable endophenotypes for
disorders that are especially important to
society, such as depression and schizo-
phrenia as well as developmental psy-
chopathologies?

● To what extent can social cognition be
reduced to simple factors, which might
be unconscious or even be modelled in
experimental animals? Could transgenic
mice be useful in the study of social cog-
nition? Is there a mouse without a social
gene?

● How best to combine, in a transdiscipli-
nary manner, social psychology and cog-
nitive neuroscience?

Social psychologists have already stud-
ied the first five questions successfully for a
number of years, but interdisciplinary work
might advance this field now. The second
five questions await synthesis of some of the
more recent research findings on the social
brain. The time seems right to identify
mechanisms of social cognition and specify
their nature in computational and neural
terms.
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4.1 Transdisciplinary Research

To tackle any of these questions we
urgently need research crossing many dif-
ferent disciplines. Research also needs to be
easily accessible and applicable to everyday
life if it is to have an impact. Application to
the real world could also be facilitated by
collaboration across disciplines, involving
research on at least four levels; the genetic,
the neuronal, the cognitive, the social as
well as the educational and political levels.
It may also be the right time to use often
neglected research methods in parallel, such
as qualitative reports and interviews, and
observational methods in a real-life context.

4.2 Public Engagement with Science

The most obvious and urgent way to facili-
tate the impact of scientific research on society
is to promote public engagement with science.
It is fair to say that the public and media
have a poor understanding of science – 
statistics, significance, reproducibility, sam-
ple size etc are little understood concepts.
And yet these are easy concepts when you
master them, so why are they understood so
poorly? The public (i.e. us!) are susceptible
to scares (BSE, MMR vaccine). How people
react is based on how they weigh up risk and
cost-benefit. One high-profile article in a
newspaper about the possible risks of
autism from vaccination might make you
wary of vaccinating your baby despite the
fact that the evidence presented is highly
controversial. On the other hand, you may
risk danger of radiation from your mobile
phones, but love your mobile too much to
abandon it. Irrational decisions such as these
are common and understandable.

To give considered information about the
slow and error prone process of scientific
theories and findings is a huge task. To fur-
ther the public engagement with science
there needs to be a dialogue between scien-
tists, the media, policy-makers and the gen-
eral public. Scientists need to give more
importance to explaining their research. The
media, the policy-makers and the general

public have a right to better informed and to
be better trained in scientific principle such
as probabilities, sampling and significance.
This multidirectional dialogue is a perfect
example of social cognition at work.

We know that people make decisions
based on emotion rather than probability
(Kahneman and Tversky, 1982). This often
leads to irrational decisions, many of which
disregard scientific evidence. This may
largely be because of a mistrust of science
and scientists. The public needs to be able to
trust the people who provide information
about science – scientists, politicians, funding
bodies and so on. This is at the heart of social
cognition, which may one day be able to
inform how to best manage one’s reputation.
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1 INTRODUCTION

Artificial intelligence (AI) has long 
concerned itself with developing autono-
mous agents. These are computer programs
or automatons that can operate in various
environments, be it the physical world or an
artificial one. The early pioneers of AI set
lofty goals for designing and building intel-
ligent entities with capabilities like those of
humans. Moreover, a significant proportion

of the early work drew much of its inspir-
ation and many of its metaphors from
studying humans and the ways and means
by which they seemed to exhibit intelligent
behaviour.

Early optimism foundered when it
became apparent that each component of an
artificial intelligent agent was a challenge 
in its own right. This realization caused the
research to fragment into many sub-fields.
These worked more or less in isolation for
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many years. In the past 10 years, however,
the holistic approach has made a comeback.
Many researchers are now attempting to build
intelligent agents that combine various
components. In most cases, though, today’s
researchers have much more realistic aims
about the likely competence of the agents
they devise.

While there is still much debate about
exactly what constitutes agenthood, many
researchers accept the following charac-
terization: ‘An agent is an encapsulated
computer system that is situated in some
environment, and that is capable of flexible,
autonomous action in that environment in
order to meet its design objectives’ (Jennings,
2001).

This definition raises a number of points
that require elaboration. Agents are:

● clearly identifiable problem-solving 
entities with well-defined boundaries
and interfaces

● situated (embedded) in a particular envir-
onment over which they have partial
control and observability – agents receive
inputs related to the state of their environ-
ment through sensors and act on the
environment through effectors

● designed to fulfil a specific role – agents
have particular objectives to achieve

● autonomous – agents control both their
internal state and their own behaviour

● capable of exhibiting flexible problem-
solving behaviour in pursuit of their
design objectives – being both reactive,
able to respond in a timely fashion to
changes that occur in their environment,
and proactive, able to opportunistically
adopt goals and take the initiative
(Wooldridge and Jennings, 1995).

When adopting an agent-oriented view, it
soon becomes apparent that most problems
require or involve multiple agents. These are
needed to represent the decentralized nature
of a problem, the multiple loci of control, the
multiple perspectives or competing interests.
Moreover, the agents need to interact with
one another: either to achieve their individ-
ual objectives or to manage the dependencies

that ensue from being situated in a common
environment.

These interactions can vary from simple
information passing, through traditional
client–server interactions, to rich social inter-
actions that involve the ability to cooperate,
coordinate and negotiate about a course of
action. Whatever the nature of the social
process, two points differentiate agent inter-
actions from those in other software engi-
neering paradigms.

First, agent-oriented interactions gener-
ally occur through a high-level, declarative,
agent communication language that is often
based on speech act theory (Mayfield et al.,
1995). Consequently, interactions take place
at the ‘knowledge level’ in terms of which
goals to follow, at what time and by whom
(Newell, 1982).

Secondly, agents are flexible problem-
solvers. They operate in an environment over
which they have only partial control and
observability. This means that their interac-
tions need to be handled in a similarly flexi-
ble manner. Agents therefore need the
computational apparatus to make context
dependent decisions about the nature and
scope of their interactions, and to initiate,
and respond to, interactions that were not
foreseen at design time.

Against this background, this chapter
deals with three key issues related to
designing and building intelligent agents:

● How can an intelligent agent determine
what its aims and objectives should be at
any given time?

● How can an agent plan a series of actions
to achieve its aims and objectives?

● How can an agent interact with humans
and other software agents to complete its
objectives?

We deal with each issue in the sections on
‘motivation’ (section 2), ‘planning’ (section 3)
and ‘interaction’ (section 4). Given the trend
towards more complete agents, it is also
timely to look at recent insights from studies
of human beings, the ultimate integrated
agent, and to examine how they affect the
development of this artificial counterpart. To
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this end, we draw out links and potential
synergies with research in the neurosciences.

2 AGENT MOTIVATION

Much of computing, especially AI, is con-
ceptualized as taking place at the ‘knowledge
level’, with computation defined in terms 
of ‘what’ to do, or ‘goals’. Computation can
then achieve those goals, as is typical in plan-
ning, for example (section 3).

We do not usually consider the reasons
for the goals arising. However, these rea-
sons may have a substantial influence over
how to achieve the goals. If goals determine
what to do, these reasons, or ‘motivations’,
determine ‘why’ and consequently how.

The best illustration of the role of motiv-
ation in computing is perhaps in relation to
autonomous agents. In essence, these pos-
sess goals that are generated within, rather
than adopted from other agents (Luck 
and d’Inverno, 1998). Agents generate these
goals from motivations, higher-level non-
derivative components that characterize the
nature of the agent. The goals can be con-
sidered to be the desires or preferences that
affect the outcome of a given task of reason-
ing or behaviour.

For example, ‘greed’ is not a goal. It does
not specify a state of affairs to achieve. Nor is
it describable in terms of the environment.
However, greed may generate a goal to rob a
bank. The motivation of greed and the goal
of robbing a bank are clearly distinct, with
the former providing a reason to do the lat-
ter, and the latter specifying how to satisfy
the former. In a computational context, we
can imagine a robot that explores its envir-
onment in an effort to construct a map, but
must sometimes recharge its batteries.

These motivations of ‘curiosity’ and
‘hunger’ lead to the generation of specific
goals at different times. The balance of import-
ance of these goals changes as time passes.

Similarly, when undertaking a reasoning
task, the nature and degree of reasoning that
is possible must depend on the need for it.
For example, in a critical medical emergency,

a coarse but rapid response may be best.
Experimental trials of new medical treat-
ments, on the other hand, require repeatabil-
ity and accuracy, often regardless of the time
it takes. Motivation is the distinguishing fac-
tor between these two scenarios.

This view is based on the generation and
transfer of goals between agents. More
specifically, agent-based computing gener-
ally operates at the knowledge level where
goals are the currency of interaction. Goals
specify what the agent must achieve with-
out specifying how. In that sense, goals
enable individual agents to choose the best
means available to them in deciding how to
achieve goals.

Although this gives a large degree of
freedom in the dynamic construction of
multi-agent systems, virtual organizations
etc., it provides little by way of direction,
guidance or meta-level control that may be
valuable in determining how best to achieve
overarching aims. Motivations address this
both by providing the reasons for the goal,
and by offering constraints on how best to
achieve the goal when faced with alterna-
tive courses of action.

Motivation as an area of study is thus
important in two key respects. First, and most
intuitively, it is critical in understanding
human and animal behaviour. Computational
models can aid in testing relevant hypotheses.
Secondly, from a computer science, and alto-
gether more pragmatic, perspective, it could
offer a substantially higher level of control
than is currently available. This will become
more important for agent systems that 
need to function in an autonomous yet per-
sistent manner while responding to changing
circumstances.

Autonomous agents are powerful com-
putational tools. However, without the con-
straints that motivations could provide,
agents may lack the required behavioural
control. A combination of these two aspects
may also permit computational agents to bet-
ter understand and reason about another,
possibly animate, agent’s motivations, both in
application to computational multi-agent sys-
tems and to the human–computer interface.
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2.1 Motivation in Psychology,
Ethology and Computer Science

‘Motivation’ does not refer to a specific
set of readily identified processes, though
for practical purposes motivation can be
discussed in terms of ‘drives’ and ‘incen-
tives’, the push and pull of behaviour
(Halliday, 1983). Drives are internally gener-
ated signals that tell an organism that it has
violated a homeostatic balance such as
hunger, thirst etc. There are also circadian
drives such as sleep and wakefulness.

Incentives originate outside of an organ-
ism and can vary in their attractiveness 
to the organism arousing more or less
motivation. Incentives can be both positive
and negative. For example, a positive incen-
tive usually causes ‘approach’ behaviours
such as a person deciding to buy a car
because of its attractive specifications. 
A negative incentive causes avoidance
behaviours, such as a shy person avoiding
social interaction.

Motivation has long been seen as a key
concept in the organization of behaviour
within the psychological and ethological sci-
ences. In computer science, however, the focus
is to use motivations to provide an effect-
ive control mechanism to govern the behav-
iour and reasoning of autonomous agents.

In cognitive psychology, researchers
come close to an understanding of motiv-
ation that is valuable in a computational con-
text. Kunda informally defines motivation
to be ‘any wish, desire, or preference that
concerns the outcome of a given reasoning
task’ (Kunda, 1990). Kunda also suggests
that motivation affects reasoning in a var-
iety of ways, including accessing, construct-
ing and evaluating beliefs and evidence,
and decision-making. Much experimental
work has set out to explicate these thoughts
but research is just beginning to put them in
a computational context.

One early example takes motivation to be
‘that which controls attention at any given
time’ (Simon, 1979). Simon explores the rela-
tion of motivation to information-processing
behaviour, but from a cognitive perspective.

Sloman has elaborated on this work and has
shown how motivations are relevant to emo-
tions and the development of a computa-
tional theory of mind (Sloman, 1987; Sloman
and Croucher, 1981).

We can consider problem-solving as find-
ing actions that achieve the current goals. In
this way, goals provide the reason and con-
text for behaviour. But how are the goals to
be chosen? Typically an agent chooses a goal
if the environmental circumstances support
the necessary preconditions for that goal.
That is, the external context determines goal
selection. In real biological agents, however,
the same environmental cues often elicit dif-
ferent behaviour. This can be attributed to an
agent’s current motivations. Computational
agent-based systems often lack such an
internal context.

Clearly, this is inadequate for research on
modelling autonomous agents and creatures.
This requires an understanding of how to
generate and select such goals. Additionally,
it is inadequate for research that aims to pro-
vide flexibility of reasoning in a variety of
contexts, regardless of concerns with model-
ling artificial agents. Such flexibility can be
achieved through the use of motivations that
can lead to different results, even when the
goals remain the same (Luck, 1993).

In his development of Simon’s ideas,
Sloman argues explicitly for the need for 
a ‘store of “springs of action”’, motives
(Sloman and Croucher, 1981). For Sloman,
motives represent to the agent what to do in
a given situation and include desires, wishes,
tastes, preferences and ideals.

The key to Sloman’s concept of motives is
their role in processing. Importantly, Sloman
distinguishes between two types of motives.
First-order motives directly specify goals,
whereas second-order motives generate new
motives or resolve conflicts between com-
peting motives. These are termed ‘motive
generators’ and ‘motive comparators’.

According to Sloman, a motive produced
by a motive generator may have the status
of a desire. This relatively early work pres-
ents a broad picture of a two-tiered control
of behaviour. Motives occupy the top level.
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They provide the drive or urge to produce
lower-level goals that specify the behaviour
itself.

In subsequent work, the terminology
changes to distinguish between ‘non-
derivative motivators’ and ‘derivative moti-
vators’, rather than between motivators and
goals themselves. Nevertheless, the notion
of derivative and non-derivative mental
attitudes makes it clear that there are two
levels of attitude, one which is in some sense
innate, and which gives rise to the other,
which is a result of the first.

In a different context, the second of Waltz’s
‘Eight Principles for Building an Intelligent
Robot’ requires the inclusion of ‘innate drive
and evaluation systems to provide the robot
with moment-to-moment guidance for its
actions’ (Waltz, 1991). In elaborating this
principle, Waltz explains that the action of a
robot at a particular time should not be deter-
mined just by the current sensory inputs, but
also by the ‘desires’ of the robot, such as min-
imizing energy expenditure, laziness, and
maintaining battery power, hunger.

Moffat and Frijda (1995) use a similar con-
cept which they term ‘concerns’. These are
‘dispositions to prefer certain states and/or
dislike others’. In their model, an agent selects
the most relevant information perceived
through its sensors. The relevance of an event
comes from the agent’s concerns. Thus, for
example, if an agent detects food in its envi-
ronment, and, if this event is relevant to its
hunger concern, this may generate a goal to
move towards the food and eat it. The most
relevant event causes a signal which in turn
instantiates the relevant goal.

2.2 Computational Modelling of
Motivations

Research into robotics, artificial life and
autonomous agents and creatures provided
the impetus for a growth of interest in 
computational modelling of motivations.
Researchers have developed different repre-
sentations for motivations and mechanisms
for manipulating them (Balkenius, 1993;
Halperin, 1991).

Responses to a particular stimulus can
vary depending both on the internal state of
the agent and/or the external situation – i.e.
the environment. If the external situation
remains constant, differences in response
must result from changes in the internal state
of the responding agent. These differences
are due to the motivations of the agent.

We can think of an agent as having a fixed
range of identifiable motivations of varying
strength. We can regard these motivations 
as being innate. Certain behaviours may be
associated with one or more motivations.
For example, sexual courtship might be
associated with the motivation for repro-
duction. Executing the courtship behaviour
may enable an agent to procreate with the
partner, which will typically mitigate the
motivation to reproduce. These behaviours
are known as ‘consummatory behaviours’.
Other behaviours, such as courtship dis-
plays, known as ‘appetitive behaviours’,
make the conditions of the consummatory
behaviour come true.

This is a somewhat simplified view of
motivation. Although much behaviour occurs
in functional sequences with appetitive
behaviours leading to consummatory ones,
there can be complex interactions between
motivations and behaviours (Hinde, 1982).
For example, a single situational cue could
relate to many motivations that could release
many activities, or cause an action that leads
to other behaviours, or even decrease some
motivations so that others would increase. In
addition, there are inhibitory relationships
between behaviours in animals as well as
relationships that can increase the strength of
other behaviours. Moreover, the combination
of motivations may lead to different or vari-
able behaviours.

These are all difficult issues that we must
address in attempting to construct accurate
behavioural models of real and artificial
agents. We must address them even if the con-
cern is not with providing such accuracy, but
in constructing simple yet adequate models
that allow effective control of behaviour.

At present, most work on motivation is
under one of two main areas: developing
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lifelike or believable agents; and developing
models of motivation. In the former, much
of the effort concerns human–computer
interface in aiming to build applications
with substantial user interactions, mediated
by computational agents (section 4). Moti-
vation here provides richer behaviour for
artificial agents: it enables engaging and
sophisticated interaction, both through the
agents and through better user models.

Some of this research also aims to develop
agents for entertainment systems, such as
games, in which self-motivated agents can
provide more effective autonomous behav-
iour (Elliott and Brzezinski, 1998). The lat-
ter work concentrates on the fundamental
aspects of developing appropriate, accurate
and effective models to focus the attention of
a reasoning system on salient aspects, for
example.

2.3 Modelling Motivation

We can define autonomous agents to be
agents with a higher level control that is pro-
vided internally by motivations. Thus we can
specify motivations of ‘curiosity’, ‘safety’,
‘fear’, ‘hunger’ and so on. In a simple agent,
we might associate the motivation of ‘safety’
with the goal of avoiding obstacles which, in
turn, is associated with the actions required
to achieve this result.

Motivations also vary over time according
to the internal state of an agent. For example,
if an agent spends a long time without food,
then the hunger motivation increases. When
the agent feeds, the hunger motivation
decreases. The common view is that each
motivation has an associated strength or
intensity value (Sloman, 1987). This strength
can be either variable, depending on external
and internal factors, or fixed at some constant
value.

We can regard an autonomous agent as
embodying a set of motivations, that is a
function of the kind of agent we are consider-
ing. At a particular point in time, each moti-
vation in this set of motivations is a function
of an instance of a particular kind of agent
and its environment together. In order to act

on motivations, the strength may have to
exceed a threshold value to force action.
Alternatively, the value with the highest
strength may be used to which motivation is
currently in control.

More sophisticated mechanisms are 
also possible (Sloman, 1987; Beaudoin and
Sloman, 1993; Moffat et al., 1993; Moffat and
Frijda, 1995; Norman and Long, 1995a,b). 
In addition, other representations for motiv-
ations and mechanisms for manipulating
them have been developed at both subsym-
bolic and symbolic levels (Maes, 1989a,b,
1991; Halperin, 1991; Schnepf, 1991).

2.4 Open Questions

While there are several models of motiv-
ation, they are limited. The use of motivation
has been seen in limited one-off applications.
For example, Sloman and colleagues have
done much to develop models of attention
and affect, but without real application.
Norman and Long have studied alarms as a
means of concentrating attention through
motivation on particularly important issues
at any time.

In terms of application, some research
has addressed the use of lifelike agents 
as part of the interface in virtual theatre,
teaching and various presentation systems
(Andre and Rist, 2000). However, they have
typically been with much weaker models of
motivation. Perhaps more interesting are
applications in which the effect of the motiv-
ational component is not just to give more
realistic or rich interactions, but to provide
effective constraints on action and behav-
iour for better functionality. These examples
are fewer, but include the work on planning,
and on machine discovery, goal selection
and autonomous agent interaction. For
example, recent research describes an AI
planning framework that continually gener-
ates goals in response to changes in both 
the environment and the agent’s motiv-
ations (Coddington, 1998, 2001; Aylett and
Coddington, 2000).

Each newly generated goal has an asso-
ciated value indicating its importance or
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priority. The value is determined by the
strength of the motivations that influenced
the creation of the goal. This allows the plan-
ner to choose to achieve high priority goals
in preference to those with low priority.
Changes to the environment that arise as a
consequence of executing actions in the plan
change the agent’s motivations. Executing an
action will support or undermine the
agent’s motivations to a lesser or greater
degree. It is therefore possible to predict the
future strength associated with motivations
by examining the sequence of actions in a
plan. When generating solution plans, this
strategy allows the agent to choose the solu-
tion plan containing a sequence of actions
that best supports the agent’s motivations.

In a similar fashion, Luck describes the
use of motivations in biasing processes
underlying machine discovery to address
issues relating to urgency, importance and
context (Luck, 1993). Different resources may
be available, depending on the nature of the
reasoning task, and on the motivations of the
reasoning agent. The reasoning, or learning,
undertaken needs to reflect these demands,
for example by providing rapid but coarse
solutions, or slower but more accurate ones.

Researchers have applied the same ideas
in consideration of reasoning in relation to
autonomous interaction. We can view this
as a reasoning process with uncertain out-
come. Clearly, the potential impact and
applicability is strong, but will require
much more work, especially in these latter
areas. We discuss some possibilities for fur-
ther consideration below.

2.4.1 Utility
In many agent architectures, the notion of

‘utility’ helps an agent to decide what to do
at any given time. Motivation and utility
perform similar tasks for agents – they tell
an agent what to do – but motivation is a
more wide-ranging concept than utility.

Utility is the value placed on a course of
action in a given situation. Good courses of
action have high utility, and poor actions
have low utility. An agent examines its
options and chooses those with high utility.

Motivation on the other hand, whilst also
performing this task, is involved more intim-
ately with the agent’s decision-making
process.

A motivated agent has a dynamically
changing internal environment, provided
by motivations, that can influence its deci-
sions. For example, in the presence of food, an
agent may or may not choose to eat depend-
ing on the state of its internal environment,
specifically its hunger motivation.

Utility is the end result of a process of
deliberation about the options available 
to an agent, given its external and internal
environments. In many systems, the designer
calculates the utility for a given action in
advance. While this may change with differ-
ent circumstances, it is typically hard-wired.
By contrast, motivated agents should be able
to calculate utility on-the-fly, based on weight-
ings provided by their current motivational
state.

The application of motivation mech-
anisms to mediating agent interactions is per-
haps the most obvious immediate avenue to
explore. The scope here is great, with motiv-
ations providing a means by which the 
reasons underlying such interactions can
contribute to, and constrain, the formation,
operation and dissolution of multi- agent sys-
tems and virtual organizations, for example.

To focus on negotiation in particular, one
current difficulty is in eliciting user prefer-
ences and incorporating them into the negoti-
ation process. One possibility for motivation
is to offer a way to represent an agent’s nego-
tiation objectives, and to enable the developer
to employ sophisticated means by which the
agent can trade off various desires against
one another to reach an acceptable outcome.
Despite the desirable properties of taking a
motivational approach to negotiation there is
little, if any, work under way to explicitly
address this issue.

2.5 Motivation and Neuroscience?

In investigating the notion of motivation,
it may help to examine research in the 
neurosciences on motivation and emotion.
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Whereas we have so far used motivation to
refer to the process of influencing decision-
making and providing the mechanism of
goal generation, it is recognized in neuro-
science that motivation is connected to the
affectual or emotional states of an organism.
As such, motivation can play a more 
varied role.

There has already been much work to
understand the structures and pathways of
the emotional and motivational subsystems
of the brain and how these influence cogni-
tion. For example, Damasio’s influential
development of the ‘somatic marker’ theory
argues that emotions and motivational
arousal are crucial components in the sys-
tem that enables an agent to choose between
alternative courses of actions in a given 
context (Damasio, 1994).

The somatosensory cortex imbues incom-
ing sensory information with a ‘valence’ –
with this an agent can judge the desirability
of the current situation. Furthermore, there
exists an ‘as if’ loop which the agent can use
to postulate future states and can assess
them in terms of their valence. In the theory,
the valence associated with a given situation
is imprecise and fuzzy: it is primarily used
to exclude choices, rather than enabling an
agent to home in on the best choice.

The fundamental limitation in research
on computational models of motivation
from the perspective of an agent and artifi-
cial intelligence is that it is largely based on
plausible but not necessarily valid models.
Some work in the field of artificial life by
contrast, where different disciplines come
together, has attempted to use valid models
based on neuroscience, ethology etc.
However, this has largely been concerned
with simple artificial creatures.

Research in neuroscience can inform the
computational mechanisms being developed
for artificial agents, both as a means of
enhancing interactive experiences, and in
achieving more effective behaviour. In par-
ticular, current models are limited and prob-
ably naive, suggesting limited applicability
and functionality. The impact of motivation
in reasoning and behavioural tasks is also

largely unrecognized. Thus there is a strong
potential for providing flexible mechanisms
for guiding behaviour.

The picture emerging from neuroscience,
by contrast, is that what we have been call-
ing the motivational system is a diffuse,
loose and dynamically interacting set of sys-
tems that enable an organism to recognize,
assess, track and make decisions about
world states that are important to it.

Research in motivated software agents
has mainly focused on a simple homoge-
neous concept of motivation. Work on real,
biological systems teaches us that the
processes of motivation are multifaceted and
heterogeneous.

For computational systems to exhibit 
the rich variety of responses we associate
with biological organisms, they will prob-
ably need motivational and emotional
mechanisms of a complexity approaching
that of the real biological systems studied in 
the neurosciences. The objectives of neuro-
science differ from those of computing.
However, computing, especially agent-
based computing, has gained from using
psychological and biological models. Neuro-
science can experimentally verify questions
concerning computational models of motiv-
ation in relation to neural function. It can
also uncover correlations between intelli-
gent behaviour and corresponding neuronal
activation. More generally, it can help us to
understand more precisely the role of moti-
tion, its impact, and its value to computa-
tional intelligence and to effective agent
behaviour.

3 AGENT PLANNING

Planning research has been an active area
of artificial intelligence for more than three
decades. Despite such a long history, the
most dramatic advances have been in the
past five or six years. Agent planning has
undergone an important shift away from a
focus on theoretical underpinnings towards
an empirical emphasis on systems and
potential applications. This has made the
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subject an exciting and relevant one, with a
greatly improved opportunity to play a sig-
nificant role in the development of intelli-
gent autonomous systems. In this section we
review planning research, the current state
of the art and where the field is going.
Finally, we speculate on the likely direction
of the field in the next decade.

3.1 Overview

Planning is the problem of finding ways
to achieve goals. A plan is a collection of
instructions indicating what must be done,
by what and to what, and when. A planner
is actually only one component in the solu-
tion of many of these problems.

To solve these problems it is typically nec-
essary to add a component that can abstract a
representation of the problem from sensors
that capture the situation in which the prob-
lem arises. Solving problems may also
require an ‘executive’, a component that will
achieve the execution of the plan. In addition,
there might be need for intelligent fault diag-
nosis to determine what has gone wrong if a
plan fails to execute. Some of these compon-
ents can be humans: for example, if a planner
is expected to plan deliveries, then the execu-
tive will be a collection of drivers under the
direction of a manager. The sort of issues that
planning addresses include:

● the efficient deployment of a collection 
of trucks and drivers to make a set of
deliveries

● making best use of a collection of machine
tools and operators to satisfy diverse
orders for machined parts

● the management of the safe evacuation
of friendly nationals from a politically
unstable province

● the collection of as much scientific data
as possible using an unmanned mobile
laboratory on a distant planet

● the safe start-up of a chemical process
plant.

Automatic planners have been or are being
applied to all of these problems.

The objective of planning research is to find
efficient ways to generate plans for prob-
lems like these and to make those plans as
cost-effective as possible. Planning researchers
are concerned with the associated problems
of making planning technology accessible,
by making it easier to describe a problem to
a planning system, and of better integrating
planning systems with the related compo-
nents such as sensors, executives and execu-
tion monitors.

3.2 AI Planning

The idea of AI, to construct some sort of
surrogate human, is some way away from
the reality. A more realistic concept of AI is as
a collection of technologies that can tackle
problems at which human problem-solving
has proved effective but difficult to charac-
terize. Among these are problems, such as
image interpretation and robot control, that
form the context in which planning can play
a vital role in supplying an intelligent frame-
work for autonomous action, particularly in
application areas where human intervention
is difficult, such as in deep space, deep sea or
other hazardous environments. Planning is a
technology for the future and, as we will see
in this section, researchers in the field are ris-
ing to the challenge.

AI planning is concerned with construct-
ing a programme of activity that will achieve
a desired goal from the current situation. To
do this, a planner has a description of the
activities that may be enacted, the desired
goal and the current state. The description of
the activities must include information
about the circumstances in which the activ-
ities may be executed and the consequences
of applying them. Using the description of
the consequences, the planner can then pre-
dict the effects of individual actions and, by
composition, of sequences of actions. The job
of the planner is to find efficient compos-
itions of actions to achieve the goal.

Planning concerns constructing plans
before they are executed. This depends upon
the accurate predictive power of the plan-
ner’s models. Planning is not appropriate
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where the relevant part is unpredictable or
capricious.

Alternative technologies, such as reactive
behaviour in which actions are selected and
executed one-by-one, are more appropriate
where situations can change unpredictably or
where the effects of actions are highly uncer-
tain. However, it is often possible to abstract
models of the relevant part of the world and
its behaviour to a point where uncertainties
about the outcome of actions can be ignored.

For example, the action of driving from
London to Cambridge is an abstraction of a
complex chain of underlying actions that will
include depressing accelerator, clutch and
brake, changing gear, signalling, switching
lanes and turning and so on, with several of
these actions performed concurrently at vari-
ous times. At the level of gear changes and
use of accelerator, it is impossible to construct
a plan – the world is simply unpredictable. At
the abstracted level, however, the world is
sufficiently predictable that a plan can be use-
fully constructed, say to drive to Cambridge,
to take a room in a hotel, eat dinner and so on,
to achieve a goal such as to attend a meeting
in Cambridge first thing the following day.

During execution of this plan, the
abstract actions will have to be interpreted
in terms of the more primitive behaviours
and these will often be executed using a
more reactive style – gear changes, braking
and accelerating are typically responses to
road conditions executed within the frame-
work of an overall objective.

In everyday usage, ‘planning’ often
refers to organizing a collection of activities
into an executable schedule. For example,
project planning typically involves allocat-
ing time and personnel to complete known
tasks efficiently. The AI research community
describes this as problem ‘scheduling’.
Researchers have traditionally considered
this to be a separate problem from AI plan-
ning, which is concerned with selecting the
actions that must be executed, rather than
scheduling resources to those actions.

Many potential applications of planning
technology require a system to solve both
action selection and scheduling of resources,

while it is often not possible to schedule
activities efficiently without considering
alternative activities that might achieve
goals. This interaction has led the research
communities in planning and scheduling to
ever-closer integration. It is now common to
find planning systems that carry out sched-
uling as part of their problem-solving.

3.3 The State of the Art

Modelling for planners traditionally rests
on a number of simplifying assumptions that
define classical planning. First, it assumes
that it is possible to predict completely and
accurately the evolution of action sequences
applied to a completely known initial situ-
ation, as though there were no external influ-
ences. Secondly, planning is the task of
constructing a single completed plan that
achieves the goal, before executing any part
of it.

The formulation of classical planning
also assumes that planners know the goals
before planning starts – planners do not set
their own goals and goals do not change as
execution progresses. This makes classical
planning a poor technology for realistic prob-
lems in which goals arise continually and
important things can happen outside the con-
trol of the planner.

Finally, in classical planning, in which
reasoning with numbers within the plan-
ning problem itself is excluded, the quality
of the plan is determined solely by the num-
ber of actions in the plan. This is, of course,
a simplistic measurement of a plan’s qual-
ity: recent work that relaxes this assump-
tion, as well as some of the other restrictive
assumptions of classical planning, is dis-
cussed below. Even under these simplifying
assumptions, plan generation is computa-
tionally very hard, which explains its long-
standing research interest.

The space of reachable configurations of
the problem domain is exponential in the
size of the problem description. The descrip-
tion is schematic, compressing the represen-
tation by generalizing actions to describe
their effects on arbitrary objects. So the task
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of a planning algorithm is to find a path
between the initial situation and one satisfy-
ing the goal and to do this while exploring as
little of the space as possible. This makes
plan generation different from finding a
shortest path in a graph – in this instance, the
graph of states of the problem world linked
by the actions allowing transitions between
them. The graph is too big to be built explic-
itly (Fig. 8.1), so a plan generation algorithm
must intelligently build only that part of it
that contains the solution.

Intelligent exploration of a problem’s
state-space depends on the ability of the
planning algorithm to exploit powerful
heuristics or control knowledge to guide its
search. The discovery of informative heuris-
tics, which can be very effective in directing
search towards a solution, had led to many
recent strides forward in planning.

Planning research traditionally relied 
on simple and relatively unstructured models
of the problem. This placed the research
emphasis on developing algorithms and pow-
erful heuristic control methods. Although it
has been recognized that a model typically
contains hidden structure that a planner can
exploit, the tendency has been to persist
with construction and communication of
traditional models. This led researchers to
supplement the traditional model with
problem-specific control rules, or to use
automated analysis to extract the hidden
structure and make it accessible to the plan-
ner’s reasoning mechanisms.

The recent successes of planners using
problem-specific control rules raises the

question of how much modelling can influ-
ence search efficiency. Other research com-
munities in AI have focused on exploring the
extent to which modelling choices can exped-
ite the solution of a problem. Certainly, the
more that human expertise is embedded in
the model, the less discovery the solver has to
make. This is true not only of planners, but
also of AI systems more generally. However,
the burden on the human expert can be 
prohibitive.

The correctness of the reasoning system
depends on the correctness of the model, so
modelling errors can be catastrophic. The tra-
ditional approach in planning has been to
limit this burden as far as possible, providing
a standard means for modelling action-
centred behaviour and placing the problem-
solving emphasis on automated techniques.

3.3.1 Recent Developments
Modern systems have seen steady relax-

ation of the simplifying assumptions of clas-
sical planning. The development of a richer
expressive power than was used in ‘first
generation’ planning systems to describe
the behaviour of actions was considered
from relatively early days and achieved in
least commitment planners, as well as 
more recent systems such as IPP. This is
based on the highly influential Graphplan
planning system developed by Blum and
Furst (1997).

Graphplan had a dramatic effect on the
planning community. It produced vastly
improved behaviour compared to the then
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FreeCell 4 cards per suit
13 cards per suit

1.1 � 1011initial states
1.75 � 1064 initial states
3 � 1025 states
solved in more than 13 minutes
2 � 1087 states
solved in 80 seconds

Logistics Largest problem in 1st IPC 

Largest problem in 2nd IPC (fully
automated)

FIGURE 8.1 The table indicates the sizes of state-spaces for planning problems. FreeCell is a problem based on
the well-known solitaire card game, introduced as a planning benchtest in the 2nd International Planning
Competition (IPC). The logistics problem is commonly used as a benchtest for planning systems.

It is difficult to estimate the size of the state-space in all problems. For FreeCell the number of essentially distinct
initial states gives an impression of the size of the state-space. In the logistics domain, it is easier to compute the
number of different reachable states.
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current technology. Graphplan provided the
foundations for several other planning sys-
tems and remains a powerful and influen-
tial tool in many current systems.

The Graphplan approach is to construct a
data structure, called a ‘plan graph’. In this
graph, vertices are organized into successive
layers, alternately representing facts and
actions. A fact vertex represents a proposition
that can be true after a number of distinct
applications of an action, corresponding to
the layer in which it occurs. An action vertex
represents an action of which all precondi-
tions could be satisfied by the preceding fact
layer. Edges link fact vertices to the actions
that achieve them. Edges also link actions to
the precondition facts that they require.

As well as showing which facts are, in
principle, achievable and at what stage in a
plan they might be made true, the graph
records an important additional detail. Where
there are pairs of mutually exclusive facts in
the same layer and where there are pairs of
mutually exclusive actions in the same layer,
each of these conditions is recorded using an
edge linking the affected pairs.

A plan is found by searching the plan
graph for a subgraph in which a single fact
layer includes all the goal facts. For each fact
included in the subgraph there is an achiev-
ing action, unless it is in the initial layer,
which represents the initial state. For each
action included, all of its preconditions are
included. In the original Graphplan algo-
rithm, searching was through an iterated
depth-first search conducted backwards
from the goal facts, which, if a plan exists,
guarantees to find an optimal plan. This has
proved expensive for some problems, how-
ever, and other search strategies have
proved to be more effective.

The plan graph is a powerful way of
encoding information about the states that
can be reached by execution of actions from
the initial state. It has proved extremely
valuable in several other planning algo-
rithms. One which has been particularly 
successful is the FF system, developed by
Hoffmann and Nebel at the University of
Freiberg.

In this system, a plan is found by forward
search. A choice is made between possible
actions leaving the current state and, once
made, the choice is executed as a commit-
ment. Backtracking is possible during cer-
tain phases of activity, but in general FF
does not allow backtracking.

The important element of this strategy is
to make a successful choice of action. To do
this, FF heuristically estimates which of the
states it can reach is closest to the goal state.
The distance is estimated by counting the
number of actions in a relaxed plan, con-
structed using a Graphplan search. A relaxed
plan is one in which the actions are simpli-
fied by ignoring their negative effects. This
eliminates harmful interactions between
actions and means that the estimate of the
work required to reach the goal takes into
account only the positive work required to
meet goals. The relaxed plan can be built
very quickly, which is crucial to this strategy
since it involves evaluating many states
using the relaxed plan construction.

The strategy is remarkably effective in
many problems, perhaps suggesting that
complex interactions between actions is an
artificial condition arising mainly in puzzle-
like problems, rather than in more realistic
domains. Nevertheless, some realistic inter-
actions represent particular difficulties for
relaxed plan estimates. Research continues
into how best to handle these.

3.3.2 International Planning 
Competitions

A series of biennial international planning
competitions (IPCs), initiated in 1998 by
Drew McDermott of Yale University, has
helped to encourage the shift of attention in
research from an emphasis on theoretical
results towards the development and empir-
ical evaluation of planning systems. The
competitions have so far consisted of a struc-
tured comparison of performance of com-
peting systems on a collection of benchmark
problems. These benchmark problems have
become increasingly realistic and complex. 
It was an explicitly stated aim for the fourth
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competition, held in 2004, to use a collection
of problems constructed in collaboration
with potential users.

One stated goal of the third IPC was to
encourage commitment to more sophisti-
cated planning capabilities. The expressive
power of the standard planning domain
description language has been extended with
the explicit intention of breaching some of
the traditional restrictions of classical plan-
ning. In particular, domains used in the third
IPC employ numerically measured resources
and other numeric values. They also model
the temporal structure of actions in the
domains, including the duration of actions
that can be executed.

The inclusion of actions with duration
implicitly introduces the need for planners
that can manage and exploit concurrency.
This includes recognizing harmful inter-
actions between concurrent activities even if
they simply overlap, rather than synchron-
ize their start or end points. Furthermore,
plan metrics have been added to the lan-
guage, so that it is possible to identify how 
to evaluate plans. This extension offers the
power to harness planning for practical use
in a way that is simply impossible if the only
measure of a plan’s quality is the number of
steps it contains.

In most real planning applications the
cost of resource consumption – including the
time over which the plan is executed, pos-
sibly offset by the profit the plan generates –
is an essential measure of plan quality, while
the number of steps is of limited interest.

These extensions in expressive power
made it possible to introduce into the third
IPC several domains that make an interest-
ing and convincing step towards real appli-
cations. The benchmarks now include a
plausible model of logistics planning, a
problem modelled on satellite observations
planning and a further problem inspired by
the need to develop autonomous planetary
rovers for upcoming missions to Mars.

In the competition, planning systems
competed with considerable success in these
problems. Three or four fully automated sys-
tems performed convincingly on problems

that included both resources and temporal
complexity, including the scheduling of
interacting concurrent activity. A subset of
planning systems, using control knowledge
constructed by hand for each planning
domain separately to guide the planning
process, showed remarkable performance on
all problem domains.

It was particularly exciting to observe
that (LPG), one of the best fully automated
planning systems, produced better plans
than those created using hand-coded con-
trol knowledge for a proportion of plans. To
appreciate the significance of this, consider
that the fully automated planners are not
tailored to operate on any specific problem
domain, but receive each new problem com-
pletely unprepared. The domain description
contains no guidance on how to solve plan-
ning problems, but simply the fundamental
description of possible actions and their
effects within the domain.

The benefit of planning systems that use
these problem descriptions is that construct-
ing a domain description relies, in principle,
only on a knowledge of the domain itself.
This makes it possible to imagine provid-
ing planner software as a package for non-
specialists, supported by appropriate tools,
to allow them to explore the use of planners
in a variety of contexts.

We can also construct plans containing
hundreds of steps for complex domains.
These plans can be produced on generic com-
puting hardware in milliseconds or, for com-
plex problems, a few minutes. Planners can
attempt to optimize plans against metrics that
are specified on a problem-by-problem basis.
Fully automated planners can compete con-
vincingly against planners exploiting carefully
crafted control knowledge, built by experts,
in planning, if not necessarily problem-solving
in the specific domains.

3.3.3 Planning in a Wider Context
Planning research has also made inroads

into handling uncertainty and in relaxing the
assumption that a planner has a complete
picture of the problem domain. Research 
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has also explored the problem of linking
planners to physical executive systems. This
linkage has been an important barrier to
application of planning systems in several
interesting contexts. For a planner to be used
within an intelligent autonomous system, it is
necessary to solve infrastructural problems
including the interpretation of sensor data
such as visual data and the problem of execut-
ing abstract actions as concrete sequences of
primitive instructions.

Developments in intelligent sensor inter-
pretation, robotics and execution monitoring
and failure diagnosis have all contributed to
making the development of autonomous
intelligent systems a realistic near-term goal.

Planning technology has been applied
successfully to a wide variety of problems,
as we have already seen. High profile suc-
cess has been in the application of planning
technology in space following the deploy-
ment of the RAX system on Deep-Space
One, a technology test bed. An on-board
planning system successfully controlled this
autonomously for 24 mission hours in 1999.

NASA’s planning research includes con-
structing plans for mobile robotic landers
placed on Mars in 2003–2004. A more ambi-
tious program is also being considered for
2009.

The European Space Agency (ESA)
recently funded one of its biggest space 
ventures, the Aurora project, with goals that
include a possible manned mission to Mars
by 2030. This programme included early
stages that involve robotic landers. Such an
ambition can only be achieved with autono-
mous systems that can operate intelligently
without human intervention over periods of
hours or even days in space.

More earth-bound contexts in which intel-
ligent autonomy could play a crucial role
include deep sea exploration, disaster sites
and other hostile environments. These situ-
ations are all examples of problems in which
communication can be delayed and rapid
responses could be called for on the part of
an autonomous system. Planned responses,
taking into account the objectives and longer-
term activities of the executive, can allow

coherent goal-directed behaviour to triumph
over short term distractions.

A very different area of planning research
is its application to support humans suffer-
ing from degeneration of their own plan-
ning capabilities, including the elderly and
victims of Alzheimer’s disease. Research
funding on Alzheimer’s in the USA recently
injected a substantial sum into planning
research for this purpose.

IBM recently announced an intention to
invest in planning research as part of the
Autonomic Computing initiative. NASA and
JPL have significant research teams and a
longstanding investment in planning and
scheduling research. Planning has also
attracted funding from the Defense Advanced
Research Projects Agency (DARPA) in the
United States, with a range of applications,
from planning intelligent mission support at
the squad level, through to scheduling naval
repair and construction work for efficient use
of resources.

Current applied planning systems are
knowledge-intensive. They require signifi-
cant technical input from domain experts and,
perhaps primarily, from planning experts. To
make planning technology more accessible
and widely used, domain-independent sys-
tems offer a route past the bottleneck of
planning system expertise. Domain-inde-
pendent planning research has also made
important contributions to the technology
that is fielded in knowledge-intensive 
systems.

Robots as Executive Machines

The objective in constructing a plan is to
find a sequence of steps that some execu-
tive can execute. One or several human or
machine executives could manage the exe-
cution process. One target executive that has
been considered is robotic systems.

We can consider robots to be executive
machines that are capable of a reasonable
repertoire of actions that can be described to
a planning system and used as the basis of
planning the activities of the robots. Several
researchers have explored the integration of
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planners with robotic executives. Beetz and
Simmons (Carnegie Mellon) are particularly
significant researchers in this field. Nebel at
the University of Freiberg has also explored
the use of planning techniques in the con-
text of the RoboCup soccer league.

There have been important developments
in the construction of languages that form an
intermediate layer between the plans, typ-
ically built from abstracted actions, and the
execution layer, a real-time physical control
system with closely linked feedback loops
from sensors to actuators. Many questions
remain to be resolved, particularly in under-
standing how to decide when an abstract
action has failed in execution at the physical
control level, and how such failure might
affect on the plan from which the abstract
action was drawn.

3.4 Planning: the Future

As we have seen, planning has moved 
on a long way from its early roots. Planners
can now handle problems with time and
numbers, allowing the expression of com-
plex mixed scheduling and planning prob-
lems, demanding concurrency and resource
management. In addition, the modelling
language allows expression of plan metrics,
so that planners can seek to optimize the
plans they produce against a more useful
measure of value than simple plan length.
Use of this metric in the 2002 IPC confirmed
that planners can tailor their performance
towards production of plans of higher qual-
ity. Nevertheless, greater responsiveness to
different plan metrics remains a high prior-
ity goal for research in fully automated
planning systems.

Existing modelling standards do not sup-
port the modelling of exogenous events.
Classical planning assumes that there can be
no change that is not under the direct con-
trol of the planner. However, in many realis-
tic situations it is necessary to plan around
uncontrollable changes. For example, in
planning full satellite observation, it is vital
to represent the fact that opportunities for
making observations, and for down-linking

data, both arise in time windows that are
not under the control of the executive and
therefore cannot be planned by the planner.
These opportunities arise as a consequence
of orbiting the Earth. Some planners in the
application-oriented tradition can plan with
foreknowledge of such events.

When it is possible to anticipate such
events, they can be encoded as constraints
that can be mixed with all the other con-
straints that describe a problem. Any solution
that emerges will then respect restrictions
that these constraints impose. However,
planning strategies that are not based on for-
mulation of the problem as constraint sets
have not yet successfully tackled planning
with predictable external events.

External events that are not entirely pre-
dictable give rise to uncertainty in planning.
Although many researchers have con-
sidered planning under uncertainty in vari-
ous forms, there are still many questions.
There is no clear consensus even on the form
of a plan when managing uncertainty.

Uncertainty seems to arise in several 
different forms. Unpredictable external events
give rise to a form that can be difficult to
plan with. If unexpected changes occur fre-
quently, the resulting uncertainty can under-
mine any planning effort. There are also
more benign forms of uncertainty. For exam-
ple, there is uncertainty about the precise
duration of actions, and their resulting con-
sumption of resources, such as fuel. This
uncertainty typically can be described by
continuous probability distributions, often
normal or close to normal. This form of
uncertainty might be considered benign in
that allowing more resources for their exe-
cution can make plans increasingly robust
to the uncertainty.

Uncertainty about the successful out-
come of the execution of an action might be
best described by a discrete probability dis-
tribution. It is harder to manage this form of
uncertainty because it leads to a significant
branching in the possible states of the prob-
lem world after execution. This uncertainty
makes it hard to produce a robust plan with-
out introducing contingent actions.
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In addition to uncertainty, many real
domains demand that a planner should 
manage complete ignorance. In this case, the
executive will typically have access to some
form of information-gathering actions. The
planner can then plan to acquire information
and react to the results. In this situation, and
also in the case of handling uncertainty, it is
often either impossible or a poor investment
of effort to plan for long sequences of activity.

A more useful approach to problem-
solving in this case is to interleave planning
and execution, using execution monitoring,
failure diagnosis and plan repair to resolve
problems that arise during this process.
Continuous planning, in which new goals can
arise as a consequence of discoveries made
at execution time, is an important develop-
ment of planning, taking it further in the
direction of autonomous behaviour.

These are all areas of active research. How-
ever, there is no commonly accepted empir-
ical framework for evaluating such systems,
or even for describing problems that the com-
munity could share. Putting problems such as
these onto the agenda for the whole planning
community is an important role for combin-
ations of the competition series, the reporting
of high-profile application areas demanding
these kinds of functionality and the continual
striving of the community as a whole to
extend and develop the technology at its core.

3.5 Planning and Cognitive Science

As planning has become a less amorphous
objective and has focused on more specific
technical goals a number of projects have set
out to integrate planning into a broader
framework of problem-solving in a cogni-
tively plausible framework. For example, the
Soar project is intended to be a general cogni-
tive architecture for developing systems that
exhibit intelligent behaviour. Since its first
use in 1983, Soar has involved a number of
research groups and has evolved into what 
is best seen as an AI programming environ-
ment. It has supplied a collection of tools
inspired by cognitive science that provide a
framework for further development of 

cognitive systems. (http://ai.eecs.umich.
edu/soar/). The TRAINS project, which
dates from the late 1980s, is another exam-
ple of planning integrated into a wider AI
framework. Under the direction of James
Allen, TRAINS has developed to explore the
use of natural language dialogue in interac-
tion with a planning system (http://www.
cs.rochester.edu/research/trains/).

Development of this system required a
sophisticated model of the structure of a plan
in cognitive terms. This is necessary to interact
usefully with a human agent in spoken and
written natural language. The development
prompted wide reaching investigations into
the role of belief-desires-and-intentions within
planning and in the understanding of human
interactions about plans. Mixed-initiative
planning – planning in which humans and
planning systems cooperate in the develop-
ment of a plan – has a vital role to play in
many mission critical applications of plan-
ning, where we cannot expect human oper-
ators to trust the technology enough to make
the transition to automated planning in a 
single step.

Projects such as these are less relevant to
the main thrust of current planning research,
with its emphasis on practical and concrete
objectives. Nevertheless, research in plan-
ning and in cognitive and neurological sci-
ences can usefully converge in some areas.
For example, the work by Martha Pollack, of
the University of Michigan, and others on
the role of planning as a cognitive orthotic
aid draws inspiration from the cognitive and
neurosciences in understanding the role 
of planning in human interaction with the
world. Key questions include the extent to
which humans plan, rather than react or exe-
cute scripted behaviour, and the level of
abstraction in human perception of actions
when planning. These questions influence
the degree to which AI planners can substi-
tute for failed human capacity.

3.5.1 Learning
A historically important area of planning

research, although one that has received 
less attention more recently, is the role of
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learning. The Prodigy system in particular is
associated with this direction of research.
Learning can play a useful role in several
stages of planning. Researchers have con-
sidered several subjects here, including
acquisition of operators and domain models,
learning intelligent behaviour scripts to
reduce future planning demands, learning
intelligent planning strategies and learning
strategies for plan repair. Cognitive science
can play a valuable role in helping researchers
to understand the role of learning in human
problem solving.

Research in planning and cognitive 
sciences have been on diverging paths over
recent years. However, developments in
planning appear to offer the possibility of
significant new insights into relationships
between human and artificial planning and
for these insights to contribute to the future
of both disciplines.

3.5.2 Cognitive Robotics
An important area in which cognitive sci-

ence and planning might interact signifi-
cantly in the near future is in cognitive
robotics, first developed by Ray Reiter at the
University of Toronto. Much of the work in
robotics has emphasized basic-level tasks
such as sensory processing, path planning,
manipulator design and control, and react-
ive agents. This is because many of the basic
engineering problems involved in managing
sensors, actuators and the tasks of naviga-
tion, self-location and environment interpret-
ation were research issues that are only now
finding stable solutions.

In contrast, cognitive robotics is con-
cerned with the theory and the implementa-
tion of robots that reason, act and perceive
in changing, incompletely known and
unpredictable environments. Such robots
must have higher level cognitive functions
that involve reasoning about goals, actions,
when to perceive and what to look for, the
cognitive states of other agents, time and
collaborative task execution; in other words,
many of the problems that are directly or
indirectly the province of planning research.

Cognitive robotics raises the level of
research, in robotics, from the engineering
and hardware levels (although these remain
vitally important), to the level at which a
robotic entity reasons about and interacts
with a model of its environment in order to
coordinate its activities into meaningful
high-level plans.

The issues that arise in cognitive robotics
cross many areas of AI research, with cogni-
tive neuroscience offering input into under-
standing the nature of possible solutions at
many levels. For example, cognitive models
can provide a deeper understanding of the
interfaces between abstracted plan-level
processing and the reactive levels of motor
control.

The gulf between low-level processing
and supervisory-level strategic reasoning is
still very wide, despite a number of efforts 
to define a common modelling paradigm.
Shanahan’s early work on the development
of an event calculus-based planner proposed
a way of traversing this gulf, but the difficul-
ties involved in translating between symbolic
concepts and raw sensor data still remain.
These issues impact greatly on the ways in
which planning problems should be mod-
elled, how sensor readings should be inter-
preted and how plans should be translated
into actions.

3.6 Open Questions

Major initiatives in deep space explor-
ation, both in Europe and the United States,
coupled with increasing interest in robotic
systems, make it apparent that there will be
a demand for intelligent autonomous sys-
tems over the next 5–10 years. Despite the
inherent conservatism of space industries
towards new software control, the difficul-
ties of deep space communications make it
inevitable that systems will have to be self-
reliant for long periods.

To obtain the most from expensive mis-
sions with limited life, the systems must 
be capable of more interesting self-directed
behaviour than simply retreating into a 
safe mode and awaiting further human
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instructions. Thus, a crucial challenge is to
achieve full integration of planning, execu-
tion, execution monitoring and failure diag-
nosis. Resolving this issue does not depend
on planning capability alone, of course. The
integration of planning technologies with a
wide range of products of other AI research
will be an exciting challenge to the wider AI
community.

Successful deployment of planning 
systems relies on an ability to model the
problem domain. As the domains in which
planning could apply become more complex,
modelling becomes correspondingly chal-
lenging. As with most knowledge-intensive
systems, encoding can be seen as analogous to
software engineering, although the encoded
information is less algorithmic and more
declarative in style. Therefore, the planning
community must confront the question of
how best to support this process and to make
it more accessible to non-specialists.

What tools are necessary to support
domain modelling and to make planning
technology more accessible to potential
users? How much of the encoding process
can be automated and what is the best way
to achieve domain verification?

A separate question, concerning human–
planner interaction, arises in the development
of mixed-initiative systems. As planning
technology becomes more practical for
deployment into application, there could be
a period during which planners must com-
municate with human mediators in con-
structing plans. This process demands a
clear understanding of the nature of plans
as humans understand them as well as the
way that they are constructed and used by
machines.

Developments of techniques for natural
language interaction considered by Allen
and the sophisticated interfaces explored by
Tate will be important here. The process can
involve a dialogue that will also require
automatic recognition and understanding of
plans, to allow humans to communicate
plans to planners.

The greater expressive power offered by
planning systems over recent years means

that there is scope for far wider applica-
tion. The planning community has already
addressed the issue, but it continues to search
for answers to issues of central concern, such
as how to integrate the twin demands of
planning and scheduling, particularly in
resource-intensive contexts such as planning
manufacturing processes, logistical oper-
ations and workflow management.

Another area of active research is a further
extension of the expressive power of plan-
ning systems, to consider actions with non-
deterministic or uncertain effects. Many
domains introduce uncertainty about the
effects of actions, perhaps because of the
actions of other agents in the world, or
because of inherent fragility of the actions of
the executives themselves.

There is still disagreement about the best
approaches to modelling and planning with
uncertainty, including even the question of
what constitutes a plan in the face of uncer-
tainty. For example, one could seek a confor-
mant plan, that will guarantee success
regardless of the way that the world reacts, or
a contingent plan, that provides opportun-
ities to react to specific predicted failure
points, or even a policy, a complete behav-
iour repertoire accounting for any possible
observed state.

Planning has been limited, in the past, by
its relatively narrow focus. The recent
broadening of the definition of the planning
problem has made it a relevant and core
technology in many applications of cognitive
systems.

3.7 Conclusion

Planning is a sub-field of AI research with
a vital role to play in the development of 
intelligent autonomous systems and in 
many application areas of cognitive systems.
The field has experienced a surge of energetic
activity in which planning researchers in 
the UK play an important role. The United
States sees planning research as a strategic-
ally important element in several high-
profile research programmes, such as space
systems, healthcare support and autonomic
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computing. European research is well-placed
to pursue similar avenues, with recent fund-
ing in ESA’s Aurora project, the collaborative
efforts fostered under the EU funded
Planning Network of Excellence (PLANET)
and the placement of many key planning
research teams in Europe.

4 AGENT INTERACTIONS

Interconnected computer systems are
increasingly the norm. In such systems, 
people and machines interact with one
another to achieve individual objectives and
overarching ones. In this review, we have clas-
sified interactions into three types. The first 
is machine–machine interactions, including 
networking and information understand-
ing. The second is people–machine inter-
action, often referred to as Human Computer
Interaction (HCI). Finally, we consider how
technology impacts on person-to-person
communication.

4.1 Machine–Machine Interactions

An advanced area of computing where
interactions are central is that of pervasive or
ubiquitous computing. These terms are often
used synonymously to describe the trend in
computing towards smaller and more wide-
spread devices (Weiser, 1993). The challenges
range from hardware problems, such as
miniaturization and power consumption, to
software issues such as naming and commu-
nication with millions of devices.

The market drivers for this technology are
obvious. People want access to resources –
such as personal e-mail, company intranets,
favourite websites – wherever they are, be it
on the train, in the middle of a wood or
halfway up a mountain. The assumption is
that people want to operate as they would at
a computer on their desk, even though they
are mobile.

Traditional computer networks are static.
Simple network protocols can find resources
and devices, but these techniques don’t oper-
ate well in a dynamic, mobile environment.

Recent developments in consumer 
products mean that a wider range of elec-
tronic devices can communicate with each
other. Wireless networking is typically used
for computer to computer communicating
whilst technologies such as Bluetooth enable
short-range communication between differ-
ent devices such as mobile phones, digital
cameras and printers.

Wireless networking and Bluetooth tech-
nologies require software layers to enable a
user’s equipment to ‘discover’ local devices
and resources. To take a simple example,
someone in an airport starts their laptop
which negotiates high-speed access to the
Internet. Once the device has established a
connection, e-mail downloads as the user
uploads images from their Bluetooth-enabled
camera. The user’s computer flags an impor-
tant incoming e-mail message, discovers a
local printer in the executive lounge and,
using Bluetooth, prints out the attached doc-
ument. All this can occur with little user
intervention and no manual configuration –
the user doesn’t even have leave their seat.

One approach to device discovery is the
JINI application technology. This enables
resources, be they hardware or software, 
to connect in an ad hoc fashion without
human intervention (http://www.jini.org).
Based on Sun’s Java language, JINI provides
an infrastructure and programming model
that is independent of any networking tech-
nology. It lets creators of devices and
resources focus on the services they wish to
provide and not be concerned with low-
level issues such as resilience to network
failure. Other activities such as Universal
Plug-and-Play, uPnP, are aimed mainly at
consumer devices, where the requirements
are that there be no user configuration and
low cost (http://upnp.org/focus).

Device discovery simply enables devices
to establish who or what they wish to com-
municate with. It does not deal with how
machines communicate or the data they use.
With the increasing penetration of the Inter-
net, its communication protocols (i.e. TCP/
IP and UDP/IP) and infrastructures (i.e. DNS
and routeing mechanisms) are becoming the
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de facto standard. Trends in pervasive 
and ubiquitous computing will massively
increase the numbers of mobile networked
devices. Initiatives such as Mobile Internet
Protocol (Perkins, 1998) and IPv6 (Miller,
1998) are tackling the issues of network 
connectivity.

Research challenges for networking in such
an environment focus on the ad hoc nature of
devices forming opportunistic networks and
how to establish correct (Royer and Toh,
1999) and efficient (Broch et al., 1998) route-
ing. The activities of the World Wide Web
Consortium, W3C (http://www.w3.org/)
include creating standards for data commu-
nication between machines. This is centred
on the Extended Mark-up Language (XML),
a standard that defines how to annotate 
and format data, enabling machines 
to communicate complex structured data
(http://www.w3.org/XML/). XML relies on
the facilities of data encoding and data
addressing, using Uniform Resource
Identifiers (URIs). Common understanding
for this data builds on Resource Definition
Format (RDF) (http://www.w3.org/RDF/)
and ontological work. Ontologies provide a
conceptualization of a domain and facilitate
knowledge sharing and reuse. They enable
reasoning facilities to uncover information 
and translate between different information

structures (Frank, 2002; Mitra and
Wiederhold, 2001).

RDF allows us to specify relationships
between entities such as a person belonging
to an institution. These statements require 
a common understanding or ontology vocab-
ulary and allow documents to be self-
describing. ‘The Semantic Web is an
extension of the current Web in which infor-
mation is given well-defined meaning, bet-
ter enabling computers and people to work
in cooperation’ (Berners-Lee, Hendler and
Lassila, 2001). It builds on the ontology
framework with layers to handle ‘Logic,
Proof and Trust’ (see Fig. 8. 2).

The ‘logic’ layer enables the writing of
rules. The ‘proof’ layer executes the rules
and evaluates them together with the ‘trust’
layer. This provides a mechanism for appli-
cations to know whether to trust the given
proof. For example, a rule in the logic layer
may define that two researchers are col-
leagues if they belong to the same institu-
tion and are co-authors of a publication.

A proof would involve obtaining the
resources necessary to establish whether two
people are colleagues, for example a publica-
tions database and personnel database for
the institution. The trust layer would estab-
lish how trustworthy those two sources of
information are and what level of confidence
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FIGURE 8.2 The Semantic Web layers. (This figure appears in the colour plate section)
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to place on the resulting deduction. It relies
on digital signatures to provide facilities to
maintain the integrity and security of data.
The addition of the level of inference engines
and the layered approach form the corner-
stone of the Semantic Web. The Semantic
Web encourages machine–machine inter-
action in a complex system combining distrib-
uted processing and disparate information
resources scattered across the Internet.

While the Semantic Web provides mech-
anisms for structuring knowledge, sharing
this knowledge requires a communications
infrastructure. Standards such as Simple
Object Access Protocol (SOAP) provide light-
weight protocols to support message com-
munication in a structured manner (http://
www.w3.org/TR/SOAP/). This allows ser-
vices to be provided on the Internet by defin-
ing mechanisms for interaction and the
language for communication. Services could
range from direct information access, such as
stock market quotes, to services that are more
process-driven, such as negotiating the pur-
chase of a product.

Efforts to tackle the discovery of these
services focus on Universal Description,
Discovery and Integration, UDDI (http://
www.uddi.org/). This aims to provide a
platform-independent, open framework for
describing services, discovering businesses
and integrating business services using the
Internet. This resembles traditional business
directories such as The Yellow Pages, often
quite static and highly structured.

This activity is especially compelling in a
mobile scenario, with a greatly reduced 
ability to access information. Devices and
information resources are often available spo-
radically. The research challenges focus on
more ad hoc and incidental interactions. For
example, research on knowledgeable devices
seeks to give users more utility, with small-
scale wearable devices allowing knowledge
to be obtained, processed and presented. This
information capture is driven by the co-
location of similar devices, in a meeting for
example, where common interests between
participants could provide cues to appropri-
ate social interactions.

4.2 People-Machine Interactions

There are many aspects to the people–
machine interface and human computer
interaction (HCI). People typically interact
directly with machines through input and
output devices such as keyboards, mice and
touch screens. Research in HCI tackles a range
of issues. One trend is to reduce the cognitive
overhead of interacting with machines, mak-
ing best use of the devices. This might include
speech recognition software, an interface for
recognizing handwriting, and integrated
smart boards. In all of these the focus is on
more natural modes of interaction.

A second trend is towards novel inter-
faces that allow user experiences beyond
what might normally be possible. This could
be by immersing them in a digitally fabricated
environment, through annotating reality sys-
tems, for example, that are virtual (Rheingold,
1991) and augmented (Rose et al., 1995).

4.2.1 Speech Recognition
Speech recognition has long been a target

for research. It is a natural form of communi-
cation and can be more convenient in a per-
vasive environment. To be useful, however,
systems must be robust, with low error rates.
They must also be able to cope with difficult
acoustic situations and adapt to speech pat-
terns that, even for a single individual, may
vary according to anything from having a
cold to their emotional state. Voice XML is
one industry activity to standardize speech
interfaces (http://www.voicexml.org).

Speech and handwriting recognition are
direct forms of interaction. Human recogni-
tion often occurs in a more passive manner.
Biometric recognition technology is becom-
ing increasingly sophisticated and is cur-
rently a hot topic in the light of recent terrorist
attacks. Biometric recognition systems
attempt to automate processes that come nat-
urally to humans, face or gesture recognition
for example. Other biometric testing tech-
niques with greater accuracy include fin-
gerprint and retina scanning although these
are not infallible. Alternative recognition
techniques continue to be developed, with
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gait recognition proving successful (Yoo 
et al., 2002).

The two problems associated with recog-
nition systems are false-positives and false-
negatives. False-positives are where the
system identifies a person incorrectly, false-
negatives where the person is not identified
even though they are present. Much research
aims to reduce false-positives and negatives.
For example, many face recognition systems
incorporate algorithms to prevent spoofing
of the system using a still photograph of a
face. Similarly, software for retina scanning
often looks for evidence of blood flow, again
to prevent the use of still images. These
issues become important as we come to rely
on recognition systems in high-risk areas
such as airport security or identification in
banking transactions.

4.2.2 Virtual Reality
Virtual reality (VR) has been around since

the 1960s when Ivan Sutherland pioneered
the use of head-mounted displays for visual-
izing information (Sutherland, 1965). Desktop
VR is now commonplace with standards such
as OpenGL and VRML (http://www.vrml.
org/). Fully immersive VR include systems
such as the CAVE, a room whose walls, ceil-
ing and floor surround a viewer with pro-
jected images (Cruz-Neira et al., 1992). As well
as technological drivers, there is a growing
body of work around the psychological effects
of immersive virtual environments and alter-
native applications such as novel input
devices for people with disabilities (Browning
et al., 1994).

The current trend in VR systems is towards
large-scale, multi-user experiences. These
range from Computer-Supported Collabora-
tive Work (CSCW) (Dourish, 1996), to on-line
gaming (Smed et al., 2001). These systems
require sophisticated caching strategies,
detailed world modelling, increasingly high
resolution graphics, including light model-
ling and swarming algorithms for simulating
large numbers of independent entities.

Augmented Reality (AR) systems com-
bine real world scenes and virtual scenes,
augmenting the real world with additional
information. This can be achieved by using

tracked see-through head-mounted displays
(HMD) and earphones. Rather than looking
at a desktop or hand-held screen, hardware
overlays visual information on objects in the
real world. In a typical AR application, users
wear a see-through HMD with a camera
mounted onto it. The HMD shows video
from the camera so that the real world is 
visible, with virtual graphics overlaid on 
it (Mitra and Wiederhold, 2001).

Tangible Augmented Reality is based on
applying physical user interface techniques,
where real objects are used as input and out-
put devices, to augmented reality; for exam-
ple, using augmented marker cards to pour
virtual labels onto objects (Sinclair et al., 2002)
(see Fig. 8.3). This has resulted in systems
that combine the intuitiveness of physical
input devices with the enhanced display pos-
sibilities provided by virtual image overlays.

As we move toward a more pervasive
computing environment, traditional com-
puter interfaces, such as those based around
desktop computing, become less appropri-
ate. Researchers are looking at alternative
interface metaphors to make interaction
more natural. However, to do this they must
overcome the ambiguities of free-form com-
munication styles.

4.3 Person to Person Interactions

Aside from face-to-face contact, most 
person-to-person communication is medi-
ated by technology. More advanced services
are becoming available as mobile phones
spread traditional technologies such as tele-
phones. E-mail and text messages, such as
the simple messaging service (SMS), allow
users to communicate in a more asynchro-
nous manner while on the move. The mobile
phone is rapidly becoming the single point
of contact.

Increased personal access brings new
issues to personal communication. For exam-
ple, people increasingly expect to be able to
access e-mail and receive messages anywhere.
They also expect to be able to contact others
even if they are ‘out of the office’.

Moving communication away from more
recognized access points also causes problems
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of intrusiveness, where mobile phones can be
seen to ring at inappropriate times, for exam-
ple. Research is addressing this problem and
is enabling devices to negotiate an appropri-
ate level of intrusiveness with surrounding
devices (Ramchurn and Jennings, 2002). For
example, the cinema might request mobile
phones to switch to silent alert, or meeting
rooms could route messages to an appropri-
ate, less intrusive, display mechanism.

Video conferencing technologies are
increasingly deployed where people in dif-
ferent locations want to communicate. With
70% of human communication non-verbal,
video conferencing provides advantages over
simple telephony. Appropriate communica-
tion of non-verbal indicators such as body-
language and eyeline are active research areas
with the aim of improving the effectiveness of
participant interaction (Vertegaal et al., 2002).
This is particularly important where there are
multiple participants and additional infor-
mation is needed to establish the social cues.

An example of a large-scale virtual com-
munity that exists over video conferencing is
the ‘access grid’ used by researchers around

the world (Foster and Kesselman, 1999). Each
node on the access grid typically contains a
number of cameras, microphones and large
displays or projectors (see Fig. 8.4). During
multi-site meetings, participants can view all
camera streams. This often leads to visual
confusion with no clearly presented focus.
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FIGURE 8.4 Researchers around the world video
conferencing on the Access Grid. (Photo/logo courtesy
of Argonne National Laboratory). (This figure appears
in the colour plate section)
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Coupled with streams of data, video con-
ferencing can also provide an enriched 
meeting environment. Technologies such as
digital whiteboards and shared applications
allow Computer-Supported Collaborative
Work (CSCW). Research in this area stretches
beyond computer science into fields such as
sociology and psychology.

4.4 Key Issues for Neuroscience

Technologies deployed on the Internet
can involve many devices and entities. This
poses problems in managing the scalability
in an effective manner, a challenge with paral-
lels in nature. Some research takes a more
organic approach to failure and heterogeneity.

A model of how the brain manages the
flows of information it receives would be ben-
eficial in two ways. First, it would inform the
design of computer systems that have to man-
age similar flows of information. Secondly, 
it could help in the design of interfaces to
communicate information more effectively 
to humans. Both aspects are important when
dealing with human attention, and for
informing the designers of human computer
interfaces on how best to limit intrusion, or
capture attention.

Many problems encountered in HCI focus
on issues of information overload or appro-
priate information modelling to make best
use of people’s ability to ‘absorb’ and ‘retain’
information. Humans are very good at filter-
ing information, be it hearing their name
mentioned in a noisy room or rapidly absorb-
ing key information from many sources. In
computer science terms, having captured
information it then needs to be efficiently
stored in a structured way that allows easy
access and retrieval.

Functionally, there are clear parallels with
the human brain. However, a number of
properties make an interesting contrast to the
traditional techniques of computer science.
The organization of highly structured and
interwoven knowledge is a seemingly innate
function of the human brain. A key property
of the brain that is missing from computer
systems is the ability to function effectively

with limited information and decaying
capacity.

While there has been much research on
modelling neural networks, higher-level
semantic structures are more pertinent to
issues of interaction and pervasive comput-
ing. Finally, humans are very effective at
interacting with one another, even though
they may never have met previously and
may share very little in the way of common
language. The processes involved in these
human activities may shed light on how
computer systems could achieve these tasks
more flexibly, efficiently or robustly.
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Source Material for Planning
The following websites are useful sources of

information on planning research.
The European Planning Network of Excellence

(PLANET): http://www.planet-noe.org/
The UK Planning and Scheduling Special Interest

Group: http://www.research.salford.ac.uk/
plansig/

Planning at JPL: http://www-aig.jpl.nasa.gov/
public/planning/

Planning at NASA Ames: http://ic.arc.nasa.gov/
ar.html

Information about the Remote Agent Experiment
on Deep Space 1: http://ic.arc.nasa.gov/
projects/remote-agent/

A planning resources page maintained by 
the American Association of AI: http://
www.aaai.org/AITopics/html/planning.html

The third International Planning Competition:
http://www.dur.ac.uk/d.p.long/competition.
html

The Durham University Planning Group:
http://www.dur.ac.uk/computer.science/
research/stanstuff/

The Assisted Cognition research project at
Washington University, applying planning
technology to support victims of Alzheimer’s
and other cognitive-degenerative conditions:
http://www.cs.washington.edu/assistcog/

The Soar Project: http://ai.eecs.umich.edu/soar/
The TRAINS project homepage: http://www.cs.

rochester.edu/research/cisd/projects/
trains/
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4

Memory 

Natural and artificial cognitive systems can encode information, store it, reason
with it and retrieve it later to guide behaviour.

Section Contents

Introduction
Learning and Memory
Memory, Reasoning and Learning
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A life without memory is unthinkable.
Memory enables us to learn from experi-
ence, to ‘travel in time’ and to recall events
from the past. It is, therefore, a continuing
subject of research. Thanks to non-invasive
neuroimaging techniques, we can now
observe what goes on where in the brain
during the processes of learning and mem-
ory. This and other research have estab-
lished that there are different types of
‘memory systems’ within the brain. At the
same time, we all benefit from and now
even expect computers to take on more and
more tasks of growing complexity. These
include the ability of software tasks to learn
from experience.

The next two chapters juxtapose life-
science and physical-science approaches to
learning and memory. Richard Morris,
Graham Hitch, Kim Graham and Tim
Bussey, in their contribution on Learning
and Memory (Chapter 9), summarize the
current state of the art in experimental psy-
chology and neuroscience with respect to
memory systems. They point out that
instead of memory being a unitary faculty
of mind and brain, it is a constellation of
interacting, interdependent systems located
in different brain areas and networks, and
mediated by overlapping but distinctive
neurobiological mechanisms. For example,
the memory function that most people call
‘memory’ – the ability to recall events that
happened in the past – is known as episodic

memory. The brain’s vast storehouse of fac-
tual knowledge about the world – concepts,
the meanings of words and about people – is
the semantic memory system. This knowledge
may include the fact that pianos are musical
instruments, that Paris is the capital of
France, that DNA encodes genetic informa-
tion in a sequence of base pairs, and so on.

Our capacity to acquire cognitive and
motor skills is yet another system. Each of
these is capable of holding onto information
for long periods of time, a lifetime even, and
so should be contrasted with the working
memory system, which is optimized to 
hold a limited amount of information, with
great fidelity, for short periods of time. Our
working memory did not evolve to remem-
ber telephone numbers for the few seconds
it takes to make a call, but it does the 
job well.

While there are clear points of contact,
these distinctions do not obviously map 
in any direct way onto the ideas that 
have proved influential in the develop-
ment of machine learning. Kieron O’Hara,
Wendy Hall, Keith van Rijsbergen and 
Nigel Shadbolt, in Memory, Reasoning 
and Learning (Chapter 10) describe how
computer scientists have benefited from
Moore’s Law and the ever-cheaper costs of
physical memory devices to develop soft-
ware systems that can very quickly process
vast amounts of data, and both store it and
reason with it for later use.

Cognitive Systems Remember
Experience: Introduction

Richard Morris and Lionel Tarassenko
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Clearly, neither the ever-faster speed of sil-
icon processing chips nor the costs of memory
devices are constraints that influence the
direction of life-sciences research, yet these
are precisely what has made it possible to
have impressive hand-held devices that we
all now take for granted. However, there is
clear conceptual overlap in ideas such as
those of associative memory and content address-
ability in neural networks, ideas that have
been influential in both domains. Computer
scientists also have a distinctive focus on how
memory and reasoning can provide a basis
for the development of new software.

In recent years, brain imaging has added
an anatomical dimension to the information
on memory that life scientists have arrived
at through psychological studies. By meas-
uring local changes in blood flow in the
brain, functional brain imaging allows us to
look at the operation of different areas of the
brain as subjects perform particular tasks. In
parallel with this, another major source of
information on memory comes through
studying people who have suffered some
sort of brain damage, giving insight into
what functions of the brain are comprom-
ised and what unaffected by such damage.
Observations on experimental animals pro-
vide more direct measures of the activity of
brain cells, their synaptic connections and
their signal transduction pathways that are
involved in information processing.

We are now in a position to supplement
the early neural network models developed
by physical scientists with more detailed
knowledge of biological systems at the net-
work, local circuit, cell, synapse and molec-
ular-genetic levels.

Interestingly, both brain imaging itself
and neural network models are benefiting

enormously from sophisticated mathemat-
ical computing tools, and creating intrigu-
ing neuroinformatics issues such as those
articulated by the Human Brain Project
(http://www.nimh.nih.gov/neuroinfor-
matics/index.cfm) and the OECD
Neuroinformatics project (http://www.
neuroinf.de/)

One intriguing debate to emerge in the
course of discussion about these different
approaches to learning and memory 
concerned forgetting. How do we cast off,
deliberately or by accident, previously
remembered information? And should we
try to compensate for the problems that this
sometimes creates?

Life scientists assert that forgetting is
more than just a failure of memory. It allows
people to ‘clean out’ obsolete and useless
data such as memories of what they ate for
breakfast several days ago. Forgetting
allows us to focus our attention and mental
effort, and so be able to search memories
only for the most relevant information. If
memory is for living, then forgetting is part
of what makes that manageable.

In contrast, physical scientists are close to
having at their disposal digital recording
and computing systems that may make it
possible to record virtually all the events of
a person’s life. They could also have such
records – memories for life – accessible at a
reasonable cost. For them, forgetting is an
irritation, a failure, and something that
could and should be superseded by new
technology. It will be intriguing to see how
the dialogue continues from these very dif-
ferent premises and what emerges to help
people to cope with the increasing cognitive
demands of the information age.
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9

Learning and Memory

Richard Morris, Graham Hitch, Kim Graham and Tim Bussey

1 Introductory Summary
2 Definitions, Concepts and Techniques

2.1 Definitions and Concepts
2.2 Techniques
2.3 Open Questions

3 The Organization of Memory Systems in the Brain
3.1 Working Memory
3.2 Long- term Memory

4 The Neurobiology of Learning and Memory
4.1 Long-term Potentiation and Memory
4.2 Place-cells, Spatial Memory and Event Memory
4.3 Neuronal Development and Learning
4.4 Open Questions

5 Neurodegenerative Diseases
5.1 Memory in the Elderly
5.2 Neurodegenerative Disease
5.3 Open Questions

6 Can We Improve Memory?
6.1 Pharmaceuticals, Prospects and Perils
6.2 Cognitive Engineering
6.3 Open Questions

7 Computational Modelling
7.1 Small Networks with Biologically Realistic Parameters
7.2 Connecting Networks
7.3 Neuroinformatics

8 Open Questions: a Summary
8.1 Definitions, Concepts, Techniques
8.2 The Organization of Memory
8.3 The Neurobiology of Memory
8.4 Neurodegenerative Diseases and Cognitive Dysfunction
8.5 Can We Improve Memory?
8.6 Computational Modelling

1 INTRODUCTORY SUMMARY

Memory is central to human individual-
ity. Our ability to change our behaviour in
response to experience, to acquire know-
ledge and to travel mentally in time to recall

events from the past brings joy, laughter and
tears. All depend on memory. A life without
memory is unthinkable.

Our central theme is that there are many
types of memory. We consider a major dis-
tinction between short-term and long-term
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memory in relation to research that has
identified distinct components of working-
memory and of long-term memory.

We outline the characteristics, organ-
ization and further subdivision of these dif-
ferent forms of memory from both a
psychological and a neuroanatomical per-
spective. For example, some types of long-
term memory are explicit, with memories
later retrieved into conscious awareness:
other types are implicit, such that the initial
encoding of information and the processes
by which it is retrieved are unavailable to
consciousness.

Insight into the processes and mecha-
nisms of learning and memory has emerged
from the simplest of psychological protocols
through to the most modern brain imaging
techniques. One way of securing insights
about function is to study dysfunction and
there is a fine tradition in the UK of study-
ing neurological patients with highly spe-
cific patterns of brain damage. These have
allowed fractionations to be identified
between ostensibly independent brain sys-
tems of memory.

Human brain imaging provides new
information that, in part, justifies the anatom-
ically discrete nature of these brain systems.
However, comparing data obtained from
this technique with that from more tradi-
tional methods has yielded surprises.

There has been longstanding concern
among researchers studying patients about
the validity of arguments for localization of
function. This is now being echoed in the
brain-imaging community as it maps out
networks of interconnecting brain areas
rather than ostensibly localized functional
centres for memory.

Computational modelling provides
insightful theoretical links between these
experimental approaches. The importance
of guiding research on learning and mem-
ory by theory increases as empirical tech-
niques diversify.

Work on human subjects is comple-
mented by studies on animals that enable
the investigation of neurobiological mech-
anisms at levels of analysis that are not (yet)

possible with humans. Certain invasive pro-
cedures, such as recording from single-cells
in the brain or applying drugs to discrete
brain areas, are only feasible with animals.

Emerging opportunities to record from or
optically monitor large numbers of cells
simultaneously are bringing new challenges,
some of them computational. Neurobiological
approaches also lend themselves to realistic
neural network modelling.

Certain neurological disorders are degen-
erative. Several of these disorders, such as
Alzheimer’s disease, attack memory func-
tion as one of their first targets. Neuro-
psychologists are contributing to the
development of tests for accurate diagnosis,
characterizing the cognitive changes that
take place, and are making inroads into the
task of providing remedial assistance. Aspects
of this work are pragmatic, while others are
building upon the foundation of the concept
of multiple memory systems.

2 DEFINITIONS, CONCEPTS
AND TECHNIQUES

2.1 Definitions and Concepts

We use the words learning and memory
routinely in ordinary discourse but they are
also scientific concepts, defined formally by
psychologists and neuroscientists. Lay
usage of the term ‘learning’ is generally
restricted to situations where there is some
element of deliberation or intent – such as in
learning a language or learning to drive.
One would not, for example, ordinarily learn
what one had for breakfast. In contrast,
memory tends to be used most frequently 
in reference to the recall of events that, at 
the time they happen, we do not deliberately
memorize – as in remembering what hap-
pened last Christmas.

In contrast, formal psychological defin-
itions of these terms do not entail any refer-
ence to intent. Learning is generally defined
as ‘the act of acquiring information or skill
such that knowledge and/or behaviour
change’. It may occur in a variety of differ-
ent ways.
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Memory is defined in at least two ways.
It is used to refer to a presumed ‘mental
storage device’ in which information may
be held, as in the concept of a phonological
store. Additionally, it is used to refer to 
a putative ‘capacity of mind’, as in the 
concept of episodic memory. Psychologists 
recognize different types of memory, distin-
guished in relation to the types of infor-
mation they process (e.g. words vs pictorial
information), their capacity or persistence
(e.g. short-term vs long-term), and their
operating characteristics (e.g. the mental
codes in which information is held).

Definitions of learning and memory in
neurobiology bring in such factors as the
neuroanatomical localization of a putative
system, or the physiological and cell-biolog-
ical mechanisms involved. In stepping
along this path, neuroscientists recognize
that learning is an act of acquiring informa-
tion, as psychologists define it, but also
assert that it is a process that is thought 
to engage specific areas of the brain, to
depend on specific patterns of neural activ-
ity and, importantly, to result in biological
changes in brain cells that outlast the learn-
ing experience.

Similarly, the term memory is also widely
used alongside specific networks in the brain,
such as a group of structures or set of neu-
ronal connections that is thought to carry out
memory functions. The ‘medial temporal lobe
memory system’ is such a concept (Squire,
1992), as is the idea of amygdala-dependent
memory (LeDoux, 2000).

In his pioneering book on computational
aspects of vision, Marr (1982) distinguished
what he referred to as computational, algo-
rithmic and implementation levels of analy-
sis in information processing science. This
tripartite distinction has been useful, but it
does not map very directly onto the numer-
ous levels of analysis at which individual
neuroscientists operate.

Contemporary approaches to learning and
memory are concerned with linking these
levels of analysis, but this is far from easy,
largely because most neuroscientists find
themselves at the limit of their understanding

when they stray outside the disciplines in
which they were trained. Few seem to realize
the complexity of developing a ‘general the-
ory of memory’ that would link the many
levels at which it can be analysed.

Whereas neuropsychologists are inter-
ested in understanding the mapping of 
psychological process onto neuroanatomi-
cal structures and networks, using patients 
and functional magnetic resonance imag-
ing, fMRI (see Chapter 4 ‘Advanced neuro-
science technologies’), their eyes tend to
glaze over when attention turns to the
chemical pathways that mediate biological
changes at the cell level within neurons.
Conversely, whereas the ‘autophosphoryla-
tion of the alpha sub-unit of calcium-
calmodulin kinase within the postsynaptic
density of glutamatergic neurons’ is the
stuff of coffee-room debate in hard-core
neuroscience departments, the relevance of
this and other biochemical mechanisms to
explicit or implicit memory might not grab
the same level of their attention (Fig. 9.1).

We have begun by contrasting the
approach adopted by experimental psychol-
ogists with that of neurobiologists. One
meeting point of these cultures has to do
with the fundamental property of memory.
This is that memory is of necessity a change
in the brain that outlasts the stimuli that
trigger it. The change may be entry into 
an active state of reverberation amongst a
network of neurons or a physical change in
neurons thought to mediate more lasting
memories. This brings us to the concept of a
‘memory trace’ – the physical ‘substrate of
storage’ (Hebb, 1949).

Changes at synapses – the connection
points between neurons – are currently the
favoured locations for storage of long-term
memory traces. Much current research
focuses on how synapses change in strength
(Martin et al., 2000). Indeed, synaptic neu-
rophysiological researchers often describe
plasticity as a model of memory, with its
neural mechanisms the focus of interest,
including the autophosphorylation of 
�CAMKII. Study of these physiological
mechanisms, together with computational
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modelling, has revealed the possible exist-
ence of many different learning rules that
could determine whether a trace is stored
and how it represents information within
various kinds of neural network (Rumelhart
and McClelland, 1986; O’Reilly, 1998).
Patterns of neural activity serve as memory
cues and reactivate traces later. The result-
ing output is what psychologists and neuro-
scientists agree as being memory.

Another meeting point for experimental
psychologists and neurobiologists is that we
all recognize that we can subdivide learning
and memory into distinct temporal phases
or processes – encoding, storage, consolida-
tion and retrieval. Encoding has to do with
the formation of memories – what must
happen for a memory to form in the first
place. Storage has to do with what lasts in
the mind or brain, with different kinds of
storage device mediating short-term and
long-term memory. Retrieval refers to the

process of memory reactivation. The con-
cept of consolidation refers to something
that happens to memory traces after they
have been stored and that alters their per-
sistence or sensitivity to brain damage
(McGaugh, 2000). This ‘something’ is not the
same as memory retrieval per se, although
one view of consolidation is that it entails
repeated acts of retrieval and re-storage that
may even happen during sleep.

2.2 Techniques

Researchers use a wide variety of tech-
niques to study the workings of the brain.
While major discoveries have often emerged
from the simplest ‘paper and pencil’ tech-
niques, these are gradually giving way to
experimental protocols using PCs and even
virtual reality.

Typically, researchers engage human sub-
jects in an experiment. They explain some
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but not all aspects of its purpose to the sub-
jects – deception is sometimes essential,
with participants always de-briefed later.
The researchers then conduct the test. Most
experiments involve a limited number of
subjects, as required for the purposes of 
statistical analysis. Questionnaire studies, 
of flashbulb memories for example (e.g.
Conway et al., 1994), can involve hundreds
of participants; while work with neuro-
logical patients can be through carefully con-
ducted single-case studies.

The neuropsychological study of patients
has been the classical route for understand-
ing the neurological basis of memory, but
logical pitfalls strew the path.

Following a stroke, brain tumours or
viral infections, such as herpes encephali-
tis, patients often show remarkably cir-
cumscribed deficits in cognitive function,
including memory. When the brain damage
is very circumscribed, it is natural to sup-
pose that a site has been localized where the
lost function used to be. However, follow-
ing an amusing critique, several disquiets
about this logical deduction have appeared
(Gregory, 1961) The favoured view now is
that studies of lesions establish only that the
integrity of a particular structure is essential
for the normal operation of an identified
dysfunction. Double-dissociations are par-
ticularly instructive because they reveal that
damage in area X of the brain affects mem-
ory process A but not B, whereas damage in
brain area Y affects memory process B but
not A. Experiments of this kind are the 
gold-standard, but even their apparently
straightforward interpretation is not with-
out pitfalls (Shallice, 1988).

Non-invasive techniques of human brain
imaging, such as PET and fMRI, provide a

way of visualizing differential patterns of
activation of the nervous system by moni-
toring haemodynamic signals – such as the
BOLD signal in fMRI (Frackowiak et al.,
1997). Extensive experience of human brain
imaging has revealed a pattern of statistic-
ally consistent effects in a range of memory
tasks.

The analysis protocol developed in
London by Friston and colleagues, statisti-
cal parametric mapping (SPM), is now used
worldwide. The brain imaging approach
comes with the built-in advantage that the
subjects are generally normal rather than
brain-damaged. However, the interpretation
of functional brain imaging studies is also
not easy, indeed something of an academic
industry in its own right. There is concern
about signal size, a wide range of susceptibil-
ity artefacts, repeatability and other issues.

The marriage of findings between stud-
ies of patients and brain imaging studies 
has been particularly problematic in work
on long-term memory. However, divorce
has been avoided. The rejuvenation of co-
habitation has come about by virtue of the
fact that brain imaging is opening up new
experimental protocols. These include on-
line event-related monitoring, and new and
subtle distinctions between different types
of memory process that were not dreamed
of in the era of ‘patients only’ neuropsycho-
logy – for example, that between retrieval
effort and retrieval success.

Work with laboratory animals plays a
key role in studies of the neurobiology of
memory. While there remains a division of
opinion, most scientists accept that invasive
experiments on animals are justifiable. They
enable recording of neuronal activity, pla-
cing of experimental lesions, giving novel
drugs or, more recently, engineering trans-
genic alterations in their genetic make-up
(to examine the molecular basis of brain
mechanisms). For example, Riedel et al.
(1999) have developed a technique to switch
off the hippocampus of a rat for a week and
then turn it on again.

The typical infrastructure of an ‘animal
laboratory’ is very different from that using

‘It is not so much the injury that cap-
tures our attention as how, through
injury or disease, normal function is
laid bare.’ (Sir Henry Head, twentieth-
century neurologist)
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human subjects – with facilities for keeping
the animals to the high standards now
rightly expected by the Home Office, and 
a wide range of high-technology equip-
ment for electrophysiology, drug monitor-
ing and microscopy. Not all work with 
brain tissue involves work on living ani-
mals. Experiments on in vitro brain slices
and organotypic cell cultures use tissue
derived from animals, but the procedures
and level of analysis are far removed from
that of the typical memory experiment in a
human or in vivo animal experiment.

The way forward to integrate these dif-
ferent levels of analysis is via computational
modelling. Constructing a formal computa-
tional model can be useful in forcing hidden
assumptions to be made explicit, making
novel predictions that empirical researchers
can test and generating new insights. It is
particularly useful when there is plenty of
data with which to constrain model con-
struction, and where it would otherwise be
difficult to use current knowledge to make
testable predictions, for example in predict-
ing complex interactions.

Connectionist techniques, beginning
with work on parallel distribution process-
ing (PDP, Rumelhart and McClelland, 1986),
have the particular appeal of relatively high
biological plausibility when compared with
other methods. They simulate processes of
learning, storage and retrieval through
changes in connection strengths in artificial
neural networks and are proving particu-
larly fruitful in memory research.

Such models have the potential for gen-
erating ‘emergent features’. For example, 
a model might produce interesting behav-
iour that was not explicitly built-in by the
modeller, such as the effects of simulat-
ing neural damage by making artificial
lesions. Alternatively, a model might gen-
erate a novel insight into a well-known 
phenomenon.

An intriguing example of the latter is the
so-called age of acquisition effect, whereby
words acquired early in life are typically
processed more efficiently than words
learned later on. Examining relatively simple

models has shown how early inputs to 
a neural network have a disproportionately
large effect on the organization of its con-
nections and make it clear why these effects
are not overcome by learning subsequent
inputs (Ellis and Lambon-Ralph, 2000).

2.3 Open Questions
● Are learning and memory really distinct

from perception, attention or motivation?

Traditional definitions of learning and mem-
ory distinguish these sharply from other cog-
nitive concepts such as perception, attention
or motivation. However, while one would
not expect matters of definition to be open
questions in a topic that has been investi-
gated for over a century (James, 1890), recent
neuropsychological research has begun to call
into question the sharp distinction between
perception and memory.

There is a fundamental logical distinction
between perception and memory. One may
perceive some stimulus and act upon it –
such as seeing a red stoplight at a road-
junction – but acting appropriately does 
not require a memory of it to be formed.
However, perception and memory cannot
be independent.

First, the possession of memory about
what a stoplight means is essential for act-
ing appropriately. Second, the moments
when people merely perceive cannot be sep-
arated from those when they are encoding
new information. Third, the relevant brain
areas overlap, particularly in the dorsal and
ventral processing streams of the posterior
neocortex.

Many acts of perception and action do
result in some ‘automatic recording of expe-
rience’ (Morris and Frey, 1997). Asked a
short while after the road junction, our
driver should be able to tell you whether the
lights just before had been red or green. In
the absence of any need to do so, a memory
has been formed, though it generally does
not last.

Attention is particularly important in this
context. It serves as a gate, determining
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which of the many aspects of sen-
sory processing should command cognitive
resources. Novelty and emotional signifi-
cance can also be important. Both trigger
neuromodulatory transmitter systems in the
brain that play a critical role in determining
whether the trivia of everyday life are
remembered persistently (e.g. ‘flashbulb
memories’ such as remembering exactly
where you were and what you were doing
on 9/11).

Motivation is irrelevant to automatic
recording, but effort is vital for the more
deliberate acts of learning and memory –
such as what we learn at school, learning a
musical instrument, or acquiring a motor
skill. Learning difficult concepts involves
retrieving what we already know and then
interleaving new information.

● Memory in the digital age?

In the pre-Gutenberg age, the possession of
a good memory was highly valued (Yates,
1966). The past 500 years has been the ana-
logue information era in which books,
newspapers, radio and television have pro-
vided us with all manner of information to
learn about, to remember and to share with
others.

As we enter the digital information age,
we are not only confronted with an informa-
tion explosion, in which forgetting may
soon become as valued a cognitive capac-
ity as remembering, but also a rich variety 
of software tools for finding things out. 
Will the need for an endogenous memory
become a thing of the past?

We live in a world with more information
at our fingertips (literally) than most of us
can deal with. A world of laptop computers,
PDAs, picture messaging mobile phones
and MP3 players. If every home were to
have an always-on broadband connection
with ever-faster speeds of access to the
World Wide Web, what would be the point
of remembering anything? Why bother to
remember if the Google search engine or its
successors can find it within seconds? The
answer to this puzzle begins in the next 

section, where we introduce the concept of
multiple memory systems. To anticipate, a
search engine is useless for certain memory
tasks. There are also biological memory
processes that might lead to better search
engines.

3 THE ORGANIZATION 
OF MEMORY SYSTEMS 

IN THE BRAIN

There is no one memory system of the
mind or brain, no single device or brain area
to which all the information we ever learn 
is shuttled for storage. Instead, the brain 
has a variety of memory systems that serve
different purposes. This is the key concept
of ‘multiple memory systems’. Some sys-
tems hold limited amounts of informa-
tion for a short time in an active, conscious
state. These systems are contained within
‘working-memory’. The much larger store-
house of information is called ‘long-term
memory’. It is also sub-divided into distinct 
systems.

Various taxonomies of memory have
been published. These divide memory first
with respect to persistence – short- vs long-
term memory – and then with respect to the
character of mental experience. Within long-
term memory, it is common to speak of a
distinction between ‘explicit’ and ‘implicit’
memory, where the former is held to require
certain aspects of consciousness that the lat-
ter does not.

We remember and can recover conscious
awareness of the people with whom we
spent last Christmas – a type of explicit
memory – but may be quite unaware of how
we make a particular stroke in a game of
tennis – it just happens. For this reason,
event memory is said to be explicit while
motor skills are often classified as implicit.
Psychologists make other increasingly sub-
tle distinctions to distinguish one form of
memory from another – autobiographical
versus public memories, prospective versus
retrospective and so on. Whether these

3 THE ORGANIZATION OF MEMORY SYSTEMS IN THE BRAIN 199

P088566-Ch09.qxd  7/12/05  9:51 AM  Page 199



binary distinctions are merely descriptive,
or really tapping into theoretically funda-
mental distinctions, is a matter of debate.

3.1 Working Memory

Like a pad on a desk for jotting down
names or telephone numbers that we briefly
need to remember, the brain has a ‘working-
memory’ for accurately holding onto and
manipulating small amounts of tempo-
rary information (Baddeley, 1992). We use
working memory in a wide variety of 
contexts.

To give just some idea of the range, these
include doing two things at once (e.g. talk-
ing while driving), performing a complex
cognitive skill (e.g. mental arithmetic), plan-
ning and problem-solving (e.g. organizing a
shopping trip), keeping track of novel infor-
mation (e.g. learning how to say a new for-
eign word or remembering where one put
one’s keys). Fidelity is central to the system –
a feature that is probably bought at the cost
of both limited capacity and limited persist-
ence over time.

3.1.1 Psychological Characteristics
Working memory is widely thought to

consist of a set of limited capacity subsys-
tems, as in current conceptions of the ori-
ginal Baddeley and Hitch (1974) model (see
Fig. 9.2). The central executive is assumed to
control the overall operation of working
memory and its interactions with long-term
memory and systems for perception and
action. The slave stores are more restricted
and are principally involved in maintaining
small amounts of either verbal or visuo-
spatial information over short intervals.

The multi-component view explains
empirical dissociations between different
types of immediate recall task that tap the
various subsystems selectively. Thus, ver-
bal short-term memory span is the longest
sequence of random digits, letters or words
that can be recalled from a single presenta-
tion, and is taken to reflect the capacity of
the ‘phonological loop’.

The multi-component Corsi Blocks Span
is an analogous measure for spatio-temporal
sequences and taken to reflect the operation
of the ‘visuo-spatial sketchpad’ and its inner
scribe. Working memory span measures the
ability to manipulate as well as store tempor-
ary information and is assumed to require
the central executive. For example, Reading
Span assesses how many sentences a person
can read and understand whilst keeping
track of the last word in each sentence.

The evidence for dissociations among
these three types of task comes from a
diverse range of sources. One line comes
from correlational analyses of they the way
they cluster in studies of individual differ-
ences (e.g., Engle et al., 1999). Another
source is tasks requiring a person to do two
things at once, ‘dual-task studies’, where
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FIGURE 9.2 An attentional central executive
interacts with two slave stores, one specialized for ver-
bal-spoken information – the phonological loop (con-
sisting of an auditory short-term store and a silent
rehearsal loop). The other slave store is for visuo-spa-
tial information (the visuo-spatial sketch-pad). (Based
on Baddeley, 1992).
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activities that tap the same component of
working memory show more mutual inter-
ference than activities that tap different ones
(e.g., Smyth et al., 1988).

Yet another type of evidence is gathered
from special populations. For example, the
genetic disorders of Down and Williams
syndromes show a double dissociation with
impaired digit span and relative sparing of
Corsi span in Down and the converse in
Williams (Jarrold et al., 1999).

The same tasks are also doubly dissociated
in adult neurological patients. The syndrome
of conduction aphasia is associated with
reduced auditory-verbal digit span combined
with normal visuo-spatial working memory
(Vallar and Shallice, 1990), whereas other
patients show selective impairment of Corsi
Blocks span with preserved auditory-verbal
digit span (Hanley et al., 1991).

There is also a large group of neuro-
logical patients with frontal lesions that 
typically display various problems of atten-
tional control, such as difficulty in planning,
switching and dividing attention, or inhibit-
ing inappropriate behaviour (Shallice, 1988).
These difficulties can occur even when there
are no deficits in short-term storage and
have been interpreted as reflecting impaired
executive function. Convergence with the
multi-component model is not precise, how-
ever, as tasks sensitive to frontal impairment
tend not to intercorrelate very highly.

It is important to note that the multi-
component model of working memory is
deliberately simplistic. It serves primarily as
a shorthand for linking diverse phenomena,
for making predictions and asking new
questions. While the model continues to be
widely used, there are alternative theoret-
ical approaches (see, e.g., Miyake et al.,
2000). Moreover, the model itself is progres-
sively being elaborated as new findings
emerge and points of weakness are tackled
(Baddeley, 2000).

3.1.2 Cerebral Localization
To a first approximation, evidence from

neurological patients with specific lesion

sites and from areas of activation in func-
tional neuroimaging studies of healthy 
individuals is consistent with the multi-
component model of working memory.
Thus, patients with selective deficits of
auditory-verbal short-term memory typic-
ally show damage in left inferior parietal
cortex, whereas patients with selective
impairment on visuo-spatial working mem-
ory tasks show right hemisphere damage
that includes posterior regions. This lateral-
ization reflects the left/right division of the
human brain with respect to language and
visuo-spatial functions.

Neuroimaging studies of normal individ-
uals reveal a similar pattern of cerebral
organization (Henson, 2001). Thus, mainte-
nance of verbal information is typically
associated with activation in left inferior
parietal cortex in conjunction with other
regions. In contrast, activation associated
with the maintenance of visuo-spatial infor-
mation is seen in corresponding right hemi-
sphere regions. Neuroimaging studies of
dual-tasks and tasks that require monitor-
ing and updating current information 
implicate dorsolateral prefrontal cortex
(D’Esposito et al., 1995), broadly consistent
with patient data showing an association
between frontal lesions and executive
impairments.

The most detailed evidence on cerebral
organization concerns the phonological
loop. Behavioural studies suggest that the
loop has two components – a transient
phonological store and a process of subvo-
cal rehearsal that can refresh its contents.

Neuropsychological evidence is consist-
ent with separate localization of the phono-
logical store and the rehearsal mechanism.
Thus, damage to the left inferior parietal
region of the brain is associated with
impaired auditory-verbal short-term mem-
ory span but normal speech output,
whereas lesions to left inferior frontal cortex
disrupt speech production with much less
effect on span. Data from neuroimaging of
healthy individuals converge with the local-
ization suggested by neuropsychological
evidence (see Henson, 2001; Fig. 9.3).
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Connectionist modelling of the way the
phonological loop fulfils the important
function of preserving information about
serial order has suggested that it includes
yet a third component that corresponds to
some sort of timing signal (Burgess and
Hitch, 1999). Neuroimaging during mem-
ory for rhythmically grouped lists has tenta-
tively identified this third component with
left premotor cortex. The example of the
phonological loop illustrates the value of
theoretical models for integrating evidence
from diverse sources – patients, adults, chil-
dren, behaviour, fMRI etc. Like others, we
note the particular promise of biologically
plausible connectionist models for linking
neural and behavioural data, for example 
by simulating lesion effects.

3.1.3 Neural Mechanisms
Our understanding of the physiological

mechanisms of working memory remains
fragmentary. That it is an active mental
state, readily subject to interference, implies
that it probably relies on reverberating 
neural loops in which the activity of one set
of neurons depends on the continued activ-
ity of others. Experiments with non-human
primates have identified neurons in the
frontal lobe that fire continuously for short-
periods after the triggering stimulus has been
turned off and have shown that this activity
is essential for accurate choice behaviour in

memory tests conducted a few seconds later
(Goldman-Rakic, 1992, 1995). However, the
local circuits that mediate this have not yet
been mapped out. Short-lasting synaptic
changes such as post-tetanic potentiation
(PTP) that may underlie reverbatory neural
activity occur in many cortical neurons.
However, they have not been definitively
linked to working-memory.

Another potentially important neuronal
mechanism is the synchronization of oscilla-
tory firing of neurons at distant sites. This
has been proposed as a mechanism for the
binding process in visual perception (Singer,
1999) and similar processes may underlie
the binding of information in different sub-
systems of working memory. For example,
there is evidence for synchrony in prefrontal
and posterior EEG rhythms during short-
term retention of verbal and visuo-spatial
information (Sarnthein et al., 1998). Raffone
and Walters (2001) show how a model
involving synchronization and desynchro-
nization of cell assemblies in prefrontal and
inferotemporal cortex can account for tem-
porary binding in both visual perception
and visual working memory, producing
limited storage capacity as an emergent fea-
ture. Many other models also exist.

3.1.4 Evolution of Working Memory
How did working memory evolve?

Animals, even most mammals, do not have
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FIGURE 9.3 The multi-component model of working memory can be tentatively mapped on to a wide number
of brain regions in both the left and right-hemisphere. CE, PS etc. refer to the components identified in the text.
(Reproduced with permission from Fletcher and Henson, 2001)
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quite the same working memory system as
ourselves. We can only speculate how
humans come to have it in its present form.
It clearly did not evolve to help early
hominids to remember telephone numbers
and they were spared the burden of remem-
bering whether they had replied to an email.

Unfortunately, we know little about the
evolution of working memory: it would be
enlightening to know more. There is a high
correlation between working memory span
and intelligence in humans. If the capacity
to store and manipulate temporary infor-
mation is necessary for activities such as
planning, reasoning, monitoring and prob-
lem-solving, then it seems likely to confer
many evolutionary advantages.

The visuo-spatial component of working
memory seems likely to be the most primi-
tive. The verbal component is presumably
unique to humans, having co-evolved with
speech and language. Early suggestions of
its purpose arose from the sequential prop-
erty of language, the idea being that tempo-
rary storage might be necessary during
comprehension or speaking.

In one case memory for the words in a
sentence is required in order to arrive at its
meaning. In the other a similar form of tem-
porary storage is needed to translate a
meaning into a sequence of words. Some-
what curiously, the phonological loop is not
crucial for comprehending relatively simple
sentences. However, studies with young
children, adults and neuropsychological
patients point to a critical role for the phono-
logical loop in repeating novel words and
acquiring new vocabulary items, through its
function of preserving information about
the serial order of phonemes (Baddeley et al.,
1998).

3.1.5 Open Questions
● Do we need to invoke a ‘central executive’

in working memory?

Several questions surround the central
executive, the most controversial aspect 
of the multi-component model. Although
widely used in psychology and neuroscience,

the concept of an executive processor is
often criticized as too close to assuming 
a homunculus, a ‘mind within a mind’.
However, this criticism misses the import-
ant point that the long-term goal of attempt-
ing to specify executive processes is to
reduce the need for a homunculus.

The central executive was initially
described as a workspace for combining
attention and temporary storage, later as a
purely attentional system, and more recently
as a fractionated attentional system with sep-
arate resources for several different types of
attention. Among the difficulties for assum-
ing a unitary executive are low intercorrela-
tions between different measures of executive
function and empirical dissociations between
such measures.

One solution to these difficulties is to
assume that the functions of control and
coordination are emergent features of a dis-
tributed system, and that there is no central
executive. However, this approach faces the
problem of explaining how such properties
emerge and how such a system might 
operate.

The assumption that executive processes
are fractionated is another solution, but it
too has problems. For example, all theories
have to explain how the coherence over
time of mental operations and behaviour 
is achieved. Norman and Shallice (1986)
showed how a unitary attentional system
could ensure coherence in a general model
of action. A challenge for any fractionated
account is to explain how multiple atten-
tional systems interact in an orderly way to
realize the orderly control of cognition.

Another set of issues concern the binding
problem that we referred to earlier, of how
to keep track of related information spread
over multiple subsystems. Baddeley (2000)
proposed an episodic buffer that binds
information from different modalities into
integrated episodic records. In this account
the episodic buffer is seen as part of the cen-
tral executive that serves as an interface
between working memory and long-term
memory. However, the details of how the
system operates are still largely unknown.
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Yet another aspect of our open question is
whether we can equate the central executive
with ‘conscious awareness’. Dual-task stud-
ies have established an empirical link
between working memory and conscious-
ness by showing that reported experience
alters when working memory subsystems
are loaded in different ways (Baddeley and
Andrade, 2000). Executive processes may
control what representations in working
memory become conscious, rather than
being identifiable with conscious experience
itself (Baars, 1997; Andrade, 2001). However,
given the elusive nature of consciousness,
rapid progress in understanding how it
relates to working memory is unlikely.

In summary, the central executive can be
seen as closely linked to a range of key
issues in cognition concerning attention 
and control, the coherence of mental opera-
tions, the binding problem, consciousness
and intelligence. That this is by no means 
an exhaustive list merely serves to empha-
size the need for further progress in our
understanding.

3.2 Long-term Memory

Long-term memory is also sub-divided
into different systems. Like working mem-
ory, these are located in widely dispersed
parts of the brain. The reason for distinct
systems is because long-term storage can
have very different functions (Sherry and
Schacter, 1987; Nadel, 1992).

There is still no universal agreement
about the organization of long-term mem-
ory, but many psychologists and neurosci-
entists consider that it consists of at least the
five main components that we have space to
discuss – semantic, episodic (including rec-
ollection), recognition memory (e.g. that
based on familiarity), skill and value mem-
ory. However, the boundary between these
subsystems is, at best, fuzzy and it is best 
to consider them as inter-dependent rather
than independent memory systems. We shall
consider their distinction in psychologi-
cal and anatomical terms, beginning with
episodic memory.

3.2.1 Episodic Memory
Memory for events is the type of memory

that laymen regard as memory – the bring-
ing to the mind’s eye of a picture of some-
thing from the past. This is technically called
‘episodic’ memory and it is used to keep
track of events (Tulving, 1972, 1983).

What is special about events is that they
are unique – they happen only once. It is a
snapshot system. A neural network that
requires hundreds of trials to learn would
not work for episodic memory. Having
encoded attended information, the episodic
memory system holds onto most of it for a
while. It cannot hold onto all attended infor-
mation forever and we gradually lose access
to most of it over time.

Neuroscientists think this happens to the
trivial and unimportant information that 
we automatically pick up during the course
of a day. Some of this forgetting is true-
forgetting – the memory traces are simply
no longer there any more (trace decay).
Some forgetting, however, is accompanied
by the phenomenological sense that we do
really know, if only we could remember. In
such circumstances, others may remind us
with a clue and the information will then
come flooding back to mind. This kind of
forgetting is called ‘retrieval failure’ because
the memory traces are still there but there are
problems of access. Schacter (2001) describes
this as one of what he endearingly calls the
‘seven sins of memory’.

An intriguing and important feature of
episodic memory is the ‘mental time travel’
component of recollection. When we
remember a past event, we travel back in
time in our mind’s eye to the place and time
where the event happened. The ability to
travel back in time carries with it an implicit
sense of personal identity. That is, you
remember the event not only happened at a
particular time and place (what, where and
when), but also that it happened to you.

Tulving claims that true episodic memory
requires ‘autonoetic consciousness’, an aware-
ness of the self. He argues that no living thing
that lacks this form of consciousness could be
truly said to possess this form of memory.
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However, some scientists investigating rap-
idly formed event memories in animals argue
that other vertebrate species definitively pos-
sess an ‘episodic-like’ system because they
can be shown to remember what, where and
when (Clayton and Dickinson, 1998). It will,
however, be difficult to establish whether ani-
mals have a sense of their own personal iden-
tity (Griffiths et al., 1999).

Episodic memory is impaired in a condi-
tion known as ‘global amnesia’, which
results from damage to structures including
the hippocampus, neocortical structures
that are interconnected with the hippocam-
pus such as the entorhinal, perirhinal and
parahippocampal cortex, and mid-brain
structures such as the mamillary bodies and
dorsomedial thalamus. The fibre connec-
tions interlinking these brain structures,
such as the fornix, are also important.

The people affected by global amnesia
cannot remember whether they have
recently eaten a meal, or that they ought to
have one, and they forget where things have
been put down around the house. Shown a
complex drawing, amnesic patients can
copy it accurately but cannot draw it from
memory after 30 minutes.

An amnesic’s life lacks all structure in
time and place, and has been described by
one extensively studied amnesic patient
‘H.M.’ as like continually ‘waking from a
dream’ (Corkin, 2002). Yet, in general, these
same amnesic patients retain their appre-
ciation of the world around them, their 
command of language and the meaning 
of words (intact semantic memory – see
below), and enough short-term memory to
do crossword puzzles or to carry on a sens-
ible conversation (intact working memory).
It is not until one has exactly the same con-
versation with the patient a few minutes
later that the devastating isolation of their
existence becomes clear.

Often, but not always, amnesic patients
cannot remember things that happened
before they became ill. This is called ‘retro-
grade amnesia’ – where retro refers to time
past – to distinguish it from the memory loss
seen for material presented after they

become ill, anterograde amnesia. The pres-
ence of extensive retrograde amnesia con-
tributed to Warrington and Weiskrantz’s
argument that some aspects of amnesia
must be due to retrieval failure (Warrington
and Weiskrantz, 1968; Warrington, 1982).

A possible problem is that some amnesic
patients do retain memories from the
remote past, losing only those from a period
immediately prior to the onset of amnesia –
temporally graded retrograde memory
impairment. Given this pattern, it is not
clear whether we can regard amnesia as a
deficit in the capacity for mental time travel:
if an amnesic patient has any intact remote
memory, then clearly he or she can mentally
time travel back to re-experience the past.

Some see temporally graded loss of
episodic memories as evidence for the exis-
tence of a consolidation process, whereby ini-
tially labile memories are strengthened over
time and become independent of the struc-
tures involved in their acquisition (Squire,
1992; Graham and Hodges, 1997). However,
the finding of temporally graded retrograde
amnesia is contentious, and there are some
grounds for suggesting it arises as a conse-
quence of the formation of multiple memory
traces rather than an explicit consolidation
process (Nadel and Moscovitch, 1997).

Functional brain imaging has provided a
new window on episodic memory. One
might expect, given the consistency of 
findings with neurological patients, that
imaging studies would also reveal the dien-
cephalon and medial-temporal lobe to be
activated in subtractive experimental designs
focusing on memory processing. To every-
one’s surprise, work throughout the 1990s
revealed this not to be the case.

Study after study showed differential acti-
vation in the prefrontal lobe during memory
encoding and retrieval, and in an area of the
parietal lobe called the precuneous during
the retrieval of verbal and visual long-term
memory (reviewed in Frackowiak et al., 1997).
Activations in the medial temporal lobe
were rare.

The situation has changed with new
studies revealing differential activation in
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association with parameters such as novelty
(medial temporal lobe), retrieval effort
(frontal lobe activation) and retrieval suc-
cess (medial temporal lobe). Moreover, the
advent of event-related fMRI studies has
made it possible to narrow the window of
time over which the BOLD signal can be
identified to the presentation of individual
words or pictures. Memory for these items
can be tested later, outside the scanner, mak-
ing it possible to identify the imaging signa-
ture of items that later proved to have been
memorable and those that were not. In this
way, brain imaging scientists are starting to
dissect the cerebral localization of distinct
memory processes such as encoding by
identifying successful versus unsuccessful
encoding.

3.2.2 Familiarity-based Recognition
Memory

‘Recognition memory’ is defined as a
judgement of prior occurrence. An experi-
mental paradigm might involve studying a
list of 50 words, after which the subject
should indicate which of a new series of
words – some novel and some seen previ-
ously – were presented earlier. This and a
visual version are components of the inter-
nationally used Warrington Recognition
Memory Test, developed in the UK.

While recognition memory may seem to
be tapping into the ability to travel back in
time to the study episode, cognitive research
suggests that two processes – familiarity
and recollection – may contribute in dif-
ferent ways. This psychological dissocia-
tion appears to have been re-discovered
after being first proposed over 20 years ago
(Mandler, 1980).

Familiarity is restricted to the phenome-
nological experience of merely having seen
something before. Recollection, on the other
hand, involves the conscious remembrance
of one or more past episodes. Familiarity
and recollection are studied in the labora-
tory by asking subjects to state, alongside
their memory judgement, the additional
information of whether they ‘remember’

seeing an item in a list (recollection) or that
they merely ‘know’ the item was on the 
list (familiarity). This distinction and sev-
eral others are discussed thoroughly in an
impressive series of papers that accompa-
nied a recent conference on episodic mem-
ory at the Royal Society (Baddeley et al.,
2002).

Linking their ideas about the neuro-
anatomical basis of spatial and episodic
memory with the data on object recognition
memory, Aggleton and Brown (1999) have
suggested that a structure in the medial
temporal lobe, the perirhinal cortex, medi-
ates the simple sense of familiarity, whereas
the hippocampus is important for episodic
recollection. Aggleton and Brown’s sugges-
tion that the perirhinal cortex is important
for familiarity is supported by much labora-
tory work.

Rats, monkeys and humans with damage
to this brain area have difficulty in object
recognition memory. Patient H.M., with
damage extending across several medial
temporal lobe structures, has severely
impaired object recognition memory.
However, no one had linked this deficit to
his perirhinal cortex damage before the
advent of animal studies.

The first such evidence came from single-
unit recording studies, revealing decreased
firing rates the second time a stimulus was
presented (Brown et al., 1987). This repeti-
tion suppression effect has been proposed
as part of a neural mechanism for object
recognition that Brown and his colleagues
have built into a neural network model.
Second, perirhinal cortex lesions disrupt
object recognition memory in both the
visual and tactile modalities. Third, studies
examining the expression of immediate
early genes, such as c-fos, have corroborated
the electrophysiological and lesion studies
(Wan et al., 1998). The supposition is that
these genes are activated strongly on the
first occasion that a stimulus is processed by
a group of neurons, but to a lesser extent
thereafter.

The perirhinal cortex is not the only region
of neocortex to show repetition suppression
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effects in neuronal firing. Other tempo-
ral cortical regions, such as area TE, also 
show these effects. Lesions in area TE, like
those in perirhinal cortex, disrupt object
recognition.

However, whereas perirhinal cortex
lesions disrupt object recognition at long but
not short delays (suggesting an impairment
in memory rather than perception), TE
lesions can impair recognition even at very
short delays. This has been taken as evidence
for a role for TE and other regions of infer-
otemporal cortex in visual perception rather
than memory (Buffalo et al., 2000). This is
consistent with the long-established finding
that damage in these inferotemporal cortical
regions can disrupt the perceptual discrimi-
nation of visual stimuli (Dean, 1976).

These inferotemporal cortical regions have
traditionally been thought of as cerebral 

components of a ventral visual stream (VVS)
for object perception (the ‘what’ pathway)
that can be contrasted with a dorsal visual
stream (or ‘where’ pathway) for the process-
ing of visuo-spatial information. The latter
extends from the visual cortex into the pari-
etal lobe. The characterization of the informa-
tion processing streams remains contentious,
with various research groups (e.g. Goodale
and Milner, 1992) arguing that dorsal path-
way is more concerned with the processing of 
visuo-spatial actions than the identification of 
location. These streams contain many
anatomically distinct regions, and are thought
by some to extend through numerous subdi-
visions as far as the frontal cortex (Fig. 9.4).

The distinction between anatomically
separate systems for memory and percep-
tion remains very much an open question.
For example, perirhinal cortex lesions, like
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lesions in other areas of the VVS, can pro-
duce deficits in visual discrimination
(Buckley and Gaffan, 1998; Bussey et al.,
2002). It may, therefore, be important for
both memory and perception. If so, it may 
be preferable to describe functional aspects
of the brain organization of the VVS in
terms of perceptual representations rather
than with reference to a sharp, binary 
distinction between perception and 
memory.

If we could use these representations for
both perception and memory, it becomes of
interest to ask what types of representations
exist and where are they stored? This
approach is also now being applied to the
dorsal visual stream. For example, although
the parietal cortex is usually thought of as
important for spatial perception and atten-
tion, Gaffan and Hornak (1997) have
pointed out that retrieval of spatially organ-
ized memory is also impaired in patients
with parietal cortex damage. They argue
that parietal cortex contains a retinotopi-
cally organized representation of space that
is important for spatial perception, attention
and memory.

3.2.3 Semantic Memory
The semantic memory system of the

brain contains a vast storehouse of factual
knowledge about the world, i.e. concepts,
the meanings of words and people (Tulving,
1972; Warrington, 1975). Knowledge may
include the fact that pianos are musical
instruments, that Paris is the capital of
France, that DNA encodes genetic informa-
tion in a sequence of base pairs, and so on.
Semantic memory is quite different from the
mental experience of episodic memory in
that the contextual tags encoded at the time
of learning are long since lost. We know that
canaries are yellow, but do not remember
where or when we learned this fact. In
episodic memory, by contrast, it would be
difficult for most people to remember what
Nelson Mandela said to us during a meeting
without also remembering where and when
this conversation happened.

Much of our current knowledge about
semantic memory, and its relationship to
other cognitive systems, has come from the
study of neuropsychological patients, in
particular those who suffer damage to ante-
rior temporal cortex. Patients with a seman-
tic memory deficit cannot remember the
names of familiar objects around the house
or the names of friends whom they see only
once/twice a year, and show difficulties on
tests that require knowledge about semantic
concepts. For example, patients may be
unable to select the picture that matches a
spoken word (e.g. cow) or sound (e.g. moo)
from an array of animal photographs, and
even on tests that are not linguistically
demanding, such as selecting the appropri-
ate colour (yellow) for a black and white line
drawing (banana), they can be strikingly
impaired (Patterson and Hodges, 2000).

Studies of these patients reveal fascinat-
ing patterns in the way in which semantic
memory can break down. For example,
patients often retain broad, general know-
ledge about concepts, such as knowing that
a ‘tiger’ is an animal, but may not know that
a ‘tiger’ is foreign, dangerous and has stripes.
Consequently, they may happily endorse
suggestions that a tiger would make a suit-
able household pet.

The influential model of semantic mem-
ory of (Collins and Quillian, 1969) consists
of a hierarchically arranged network of links
between concepts, with properties that
apply to a set of concepts stored at the high-
est level to which they were generally appli-
cable (see Fig. 9.5). Specific nodes in the
hierarchy were understood to inherit the
properties of the more general nodes to
which they were linked, providing an effi-
cient means of knowledge storage, retrieval,
and generalisation. For example, since most
birds fly, this property is best attached to the
general concept of ‘bird’ rather than to
every example of a bird, while the fact that
penguins ‘swim’ is best attached to the more
specific ‘penguin’ node.

The theory predicted that simple propos-
itions should take longer to verify when
their terms were far apart in the hierarchy
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(e.g. a canary can move) than when they
were close together (e.g. a canary can sing).
Early experiments seemed to bear this out,
and at first glance, the model also provides a
useful framework in which to interpret data
from patients with loss of semantic memory,
which is suggestive of a pruning back of a
hierarchically organized semantic tree.

Later studies in normal subjects, however,
found that reaction times in verification
experiments were influenced predominantly
by prototypicality rather than by distance 
in a semantic hierarchy (Ripps et al., 1973).
More recently, typicality has also been found
to be a powerful predictor of performance in
neuropsychological patients with semantic
impairments. For example, individuals with
the neurodegenerative condition semantic
dementia who show a progressive loss of
semantic knowledge as the disease pro-
gresses, will be more likely to select as real a
picture of a camel without a hump than one
with or to pick out a word that follows lex-
ical rules (e.g. dollop) as opposed to one that
does not (e.g. polyp).

One challenge of understanding the
organization of semantic memory is how to
explain why factors such as typicality influ-
ence performance. The hierarchical model
of Collins and Quillian (1969), and modifi-
cations that came after it, do not clearly
account for this factor.

An alternative view assumes a distrib-
uted network in which factual knowledge 
is an emergent property of interactive 
activation between modality-specific per-
ceptual representations. Unlike the Collins
and Quillian framework, semantic know-
ledge is not stored within a hierarchy of
explicit propositions, but instead takes the
form of patterns of activity in the brain, that
capture hierarchical structure and prototyp-
icality implicitly (Rogers and Plaut, 2002).

In this distributed account, the semantic
system is arranged within a neuroanatom-
ical processing hierarchy, with different
modality-specific perceptual regions of cor-
tex converging upon an amodal and rela-
tively homogeneous region of association
cortex in the anterior temporal lobes. This
region serves to store gradually accumulat-
ing associations among percepts in different
modalities (e.g. the face of Tony Blair and
the word ‘politician’); and in so doing, it 
discovers representations which capture the
general semantic similarity among different
concepts in distributed form.

Effects of familiarity and typicality emerge
as a matter of course in such networks; hence
the framework offers a means of explaining
both hierarchical and typicality effects in 
a single model, which itself is consistent
with the anatomically hierarchical organi-
zation of cortex. The distributed account
further suggests that semantic and percep-
tual information are not stored independ-
ently, but are mutually interdependent, a
suggestion that accords well with recent find-
ings documenting an influence of semantic
impairment on various kinds of high-level
perceptual tasks such as object recognition
and discrimination.

Category-specific deficits constitute
another fascinating pattern seen in patients
with semantic memory loss. Warrington and
Shallice (1984) reported four encephalitic
patients who had problems understand-
ing words that referred to living things, 
but performed much better on inanimate
objects. Although rarer, other cases have
been described who show the opposite pat-
tern (living : inanimate).
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Warrington and Shallice suggested that
these types of pattern could reflect the pro-
file of sensory dimensions that contribute to
each domain, with living things more
dependent upon perceptual characteristics
and inanimate upon their functional attri-
butes. A number of patients have also been
reported who show poor knowledge of
famous people in the context of good
retrieval of factual information about
objects and animals (Ellis et al., 1989).

The opposite dissociation has not often
been reported, and it is currently unclear
whether these two categories of semantic
knowledge are psychologically and/or neu-
roanatomically distinct. It is an open ques-
tion, therefore, as to whether semantic
memory is organized categorically or
whether category-specific differences actu-
ally reflect other factors, such as specificity
or uniqueness.

Distributed models can account for such
patterns: if different regions of the brain are
involved in encoding sensory properties, it
is possible that a semantic system might
become loosely structured around these
regions and damage could affect one system
more than another. In the distributed net-
work described by Rogers et al. (2004), a
similar principle can explain category-
specific deficits: for example, damage to
connections between representations and
semantics may affect one category more
than another (e.g. difficulties discriminating
animals may arise after a loss of connections
between vision and abstract semantic repre-
sentations).

3.2.4 Semantic and Episodic Memory
The study of developmental amnesia has

provided new information about the pos-
sible relationship between episodic and
semantic memory, an open question that is
much debated in the literature. A particular
controversy is whether the learning of new
semantic facts is impaired in amnesia.

For many years, researchers believed that
there was disruption to both the formation

of episodic and semantic memories, with
the latter affected because the acquisition of
new semantic facts was dependent upon
episodic memory. Startling new findings in
cases of developmental amnesia, with dam-
age to medial temporal regions sustained
very early in life, challenge this assumption.

These individuals, while having severely
impaired episodic memory, often perform
well at school and acquire new vocabulary
and factual knowledge about the world, a
pattern which suggests episodic and seman-
tic memory can be learnt independently of
each other (Vargha-Khadem et al., 1997).
Intriguingly, MRI examination of the brains
of these individuals has found that damage
to the hippocampus but not other medial
temporal lobe regions (e.g. entorhinal cor-
tex), a finding consistent with animal lesions
studies. It is an open question whether the
pattern in developmental amnesia can tell
us something fundamental about the organ-
ization of human memory systems or instead
reflects developmental plasticity in the young
brain.

The opposite dissociation, good episodic
memory in the context of poor semantic
knowledge (e.g. knowing you saw an ele-
phant at the zoo yesterday but not knowing
what an elephant is), has also been reported.
Patients with semantic dementia perform
well on some tests of episodic memory, in
particular those tapping recognition mem-
ory, even for stimuli for which they can no
longer name or point to accurately from the
spoken word, or colour in appropriately.

Impairments in memory for ‘unknown’
but not ‘known’ stimuli are seen, however,
when a perceptual change is made between
study and test. Such findings challenge an
influential model of long-term memory
(Tulving, 2001), in which semantic know-
ledge is a prerequisite for episodic memory
(Fig. 9.6a), and suggest instead that percep-
tual information about studied items also
contributes to episodic memory (Graham 
et al., 2000; Fig. 9.6b). It is not clear, however,
given that recognition memory can be sup-
ported by familiarity independently of 
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recollection, whether patients with semantic
dementia show true episodic memory (i.e.
mental time-travel).

These findings, when considered along-
side those from developmental amnesia,
imply a psychological and probable neuro-
anatomical dissociation between episodic
and semantic systems, at least in the acquisi-
tion of new memories. Such a theoretical
view seems oversimplistic, however, and
the challenge for the future is to ask under
what circumstances are episodic and
semantic memory dependent upon each
other, and to create more accurate theoret-
ical models that allow us to capture the
nature of their interactions, and those they
have with other critical long-term memory
systems, such as perceptual representations.
We also need to grapple with the mapping
of these psychological models onto the
brain, which may not respect the same prin-
ciples (e.g. hierarchy or category) that seem
so critical from patient investigations.

3.2.5 Sensorimotor Skills
Knowing that a piano is a piano is one

thing, being able to play it is another. This

and other sensorimotor skills, such as sports
skills, are learned through deliberate and
extensive practice. Practice is necessary to
realize the accuracy and precision timing of
movements. Skill learning is also thought 
to be an associative process, but one
between a person’s own actions and that of 
reward.

The reward may take the form of the per-
son’s own appraisal of their acquisition of
skill (feedback with results) or the receipt 
of a separate reward for the action correctly
emitted (e.g. a pellet of food to a hungry
rat). Once someone has acquired a motor or
cognitive skill, it generally becomes habit-
ual and relatively insensitive to reward.
People do gradually forego unrewarded
habits, but their execution is not goal-
motivated in quite the way that actions are.
Interestingly, the skills that underlie habits
are rarely forgotten. An adult who has not
been on a bicycle since childhood can usu-
ally ride one again immediately or, at least,
pretty quickly.

Amazingly, amnesic patients can learn
skills but then cannot remember having done
so. This extraordinary dissociation between
explicit and implicit memory never ceases to
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fascinate. Amnesics can learn motor skills or
the cognitive skill of reading backwards.

Learning to read backwards quickly takes
a while. This is true for amnesic patients 
no less than for anyone, but whereas most
would remember the painful process of
learning to do this, amnesics do not. This
dissociation in their conscious awareness is
part of our reason for believing that the 
distinctions between different types of
memory described above may be honoured
by the nervous system. Consistent with the
double-dissociation concept, damage else-
where in the brain affects skill learning
(basal ganglia and cerebellum), but neither
episodic nor semantic memory. These and
other putative roles for the basal ganglia 
are reflected in the motor and cognitive
deficits seen in patients with disorders of
the basal ganglia, such as Parkinson’s and
Huntington’s disease.

3.2.6 Value and Emotional Memory
Our understanding of conditioning

processes has gone through something of a
revolution in the past 20 years with the dis-
covery of several experimental phenomena
that collectively point to value learning or
emotional memory being something that
happens when a person or animal’s expect-
ations about reward are violated.

Knowledge acquired during value learn-
ing is about what items in the world are
‘good’, because they have been associated
with positive events, and what items are ‘bad’,
having been associated with negative out-
comes. This form of learning has been most
often studied in animals through associative
conditioning, which involves the pairing of
initially neutral stimuli with biologically sig-
nificant stimuli such as food (e.g. that are val-
ued by a hungry animal), or potentially
harmful stimulation (e.g. the sight of a pred-
ator). Discovered by Pavlov at the start of the
twentieth century, associative conditioning is

now thought to reflect a process through
which stimuli come to reflect the causal tex-
ture of the world (Dickinson, 1980).

Certain stimuli acquire value by virtue of
predicting positive or negative stimuli,
whereas others acquire inhibitory value by
virtue of predicting that these stimuli will
not occur. Thus, in a regular environment in
which various kinds of events happen with
a certain degree of predictability, stimuli
will either become good predictors of these
events (both positive and negative events)
or predictors of the absence of these events.
Different learning rules have been proposed
for this process with one of these, the
Rescorla/Wagner rule (Rescorla and Wagner,
1972), being strikingly similar to the so-
called ‘delta rule’ often used in artificial
neural networks.

The brain region that has dominated our
studies on value learning and emotional
memory is the amygdala (so called because
of its resemblance to an almond). It is located
in the medial temporal lobe, anterior to the
hippocampus, consists of a number of sepa-
rate nuclei, and has numerous interconnec-
tions with cortical and subcortical structures.

The first realization that the amygdala
was important for emotion emerged in 
a classical study by Kluver and Bucy 
(1939), in which monkeys sustained surgical
removal of the temporal lobe including the
amygdala. The monkeys were described as
exhibiting ‘psychic blindness’, evidenced by
blunted emotional responses to normally
fearful stimuli (more recent studies are
described by Meunier et al., 1999). Humans
with temporal lobe damage exhibit similar
emotional changes.

Earlier, we discussed patient H.M.,
whose temporal lobe lesions led to severe
impairments in declarative memory. H.M.’s
lesion also included the amygdala. As a
result, although he can detect and respond
to painful stimuli, he does not describe them
as being painful – he appears emotionally
indifferent to this type of pain. Recent stud-
ies have shown that more selective damage
to the amygdala results in other emotional
changes, such as a decreased ability to 
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recognize emotion in human faces (e.g.
Adolphs et al., 1995).

Studies in rodents have also examined
the contribution of the amygdala to learn-
ing. Work by McGaugh and his colleagues
has long emphasized a key role for the
amygdala in the emotional modulation of
other forms of memory (McGaugh, 2000).
According to this view, emotional stimuli
activate hormonal systems that, in turn,
interact indirectly with the amygdala. The
resulting amygdala activation influences,
through a network of cerebral interconnec-
tions, consolidation within other memory
systems, such as episodic memory. This
process has long been studied in experi-
mental paradigms in which rodents are
required to learn to inhibit a response to
avoid a painful stimulus. Such memories
are acquired rapidly, but may or may not
persist. By the careful post-training applica-
tion of drugs that interact with the suc-
cessive consolidation phases of memory,
neurobiological mechanisms mediating this
process have been identified at both a net-
work and cellular level.

Research by LeDoux, (2000) focused on
models of emotional learning. A light or a
tone is presented to a rat, followed by the
aversive stimulus of a mild footshock. This 
is severely impaired in rats with lesions of
the amygdala, leading him to argue, in con-
trast with McGaugh, that memory traces are
formed and stored within the amygdala itself.
Other studies have revealed that the amyg-
dala is also engaged in positive emotional
conditioning (Hall et al., 2001), although
other brain regions are also important such
as the cingulate cortex and ventral striatum.

It has recently become clear that the dif-
ferent subnuclei of the amygdala contribute
to different aspects of emotional behaviour.
Specifically, the basolateral nucleus is
thought to mediate stimulus-value associ-
ations, knowledge which can be used to
modify voluntary behaviour; the central
nucleus, in contrast, is thought to be part of a
stimulus-response system that automatically
runs off autonomic emotional responses,
changes in heart rate, sweating, in response

to emotional stimuli. It is interesting that
these two systems within the amygdala par-
allel the flexible declarative and inflexible
habit systems described earlier.

New studies that most directly illustrate
the amygdala’s role in value learning are
called ‘reinforcer devaluation experiments’.
In these, an animal such as a monkey learns
stimulus-value or response-value associ-
ations, for example that choosing one of 
two objects leads to the reward of a ‘fruit-
snack’ while choosing another object leads
to a peanut. One of these two rewards is
then devalued by allowing the monkey to
become sated on it. While normal monkeys
display the very human phenomenon of
stimulus-specific satiety, those with amyg-
dala damage do not show this reinforcer
devaluation effect (Malkova et al., 1997).
Disconnection of the amygdala from the
orbital prefrontal cortex has a similar effect.
The interpretation is that the amygdala pro-
vides information about stimulus-value
relationships, and the orbital prefrontal cor-
tex mediates the alterations in voluntary
behaviour that reflect these changed rela-
tionships.

The role of the amygdala in value learn-
ing and emotional memory points to a
potentially important role in social behav-
iour. Indeed, some authors have recently
raised the possibility of an important role
for the amygdala in social interactions
(Emery and Amaral, 2000). An open ques-
tion is whether amygdala dysfunction con-
tributes to human conditions characterized
by emotional and social changes, such as
autism in which it has recently been impli-
cated (Baron-Cohen, 1995).

It is important to appreciate that multiple
memory systems are not isolated modules
that cannot interact. In fact, they can, do and
must interact to realize the seamless control
of behaviour. Although we have discussed
episodic and emotional memory separately,
it is clear that the content of emotional mem-
ories can reach conscious awareness and, 
in this sense, can be thought of as declara-
tive. That said, an open question about 
this system relates to its accessibility to 
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consciousness. Certainly we know and are
consciously aware that certain things make
us feel good. However, we may be unaware
of the conditioning processes that gave rise 
to that state of affairs. Emotional memory
has this curious dissociative feature – an
awareness of final emotional value coupled
so often with limited knowledge of 
provenance.

3.2.7 Open Questions
A key open question relates to the central

concept around which this summary is
structured: the concept of multiple memory
systems. This widely accepted idea is com-
ing under review. What is the relationship
between memory systems such as working,
episodic, perception and semantic memory?
This open question subdivides into further
issues.

● The concept of multiple memory systems,
while apparently widely accepted, is com-
ing under review (Gaffan, 2002; Bussey,
2004). What is the relationship between
different memory systems, for example
episodic, perception and semantic mem-
ory? What are the inputs to working mem-
ory from semantic or episodic memory?

A key issue is the relationship between
working memory and long-term memory.
One theoretical approach assumes entirely
separate memory systems and focuses on
questions such as whether working mem-
ory is involved in encoding and retrieving
information in long-term memory. Exper-
imental evidence suggested that loading
working memory with irrelevant material
impairs encoding in episodic memory, and
has a smaller effect on retrieval, while hav-
ing no effect on implicit learning.

An alternative theoretical approach is the
idea that working memory corresponds 
to an activated part of long-term memory
rather than an entirely separate store (Cowan,
1999). One difficulty for this kind of view is
how to account for dissociations between

performance on short-term and long-term
memory tasks. For example, auditory-ver-
bal short-term memory can be severely
impaired while long-term episodic memory
is unaffected, whereas the con-verse holds
for the classical amnesic syndrome. How-
ever, impairment of phonological short-term
memory is now known to be associated with
poor long-term memory and learning for
phonological information even though
long-term memory in other domains is 
normal.

This neuropsychological evidence sug-
gests the possibility of a separate phono-
logical memory system in which mechanisms
for short and long-term storage are closely
related, rather than separate short-term and
long-term phonological stores. The compu-
tational model developed by Burgess and
Hitch (1999) illustrates how this might be
realized in a neural network in which the
weights of modifiable connections have two
components, one with short-term stability,
the other long-term.

Other researchers have suggested a close
connection between working memory and
long-term memory. Ericsson and Kintsch
(1995) discussed the finding that chess
experts have much higher working memory
capacity in chess-based tasks than novices,
principally because they have learned to
organize chess information into larger
chunks in long-term memory. Similar obser-
vations have been made within other
domains of expertise. To account for them,
Ericsson and Kintsch introduced the con-
cept of long-term working memory, a mech-
anism whereby working memory has rapid
access to knowledge structures in long-term
memory.

Baddeley’s concept of an episodic buffer is
another solution to the same problem. While
it is premature to draw firm conclusions, it
seems highly unlikely that the totality of
working memory is no more than activated
long-term memory, for if this were so we
would surely not be able to escape the con-
straints of our prior habits and learning. This
is not to deny the importance of our past, but
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to acknowledge that perhaps the most
important function of working memory is to
allow us to go beyond prior learning to rea-
son, plan and problem-solve intelligently.

● Characterizing amnesia and its anatomical
substrates

A longstanding if somewhat tired issue is
how best to characterize human amnesia. Is
it a selective impairment in episodic mem-
ory? Or is semantic memory, especially the
acquisition of new semantic facts, also
affected?

A newer focus concerns the nature of
mental time travel, and whether humans
the only species that have autonoetic con-
sciousness – i.e. awareness that the self that
is experiencing now is the same self that
experienced in the past? There is also contin-
uing debate about the critical pathology that
leads to human amnesia. Gaffan and his 
colleagues, for example, have argued that
damage to the hippocampus is insufficient,
and that damage to pathways leading into
the temporal lobe, such as the fornix and 
the temporal stem, contributes. This claim
needs continued testing in animal models,
particularly primate models, and to be taken
seriously by researchers working with that
rare subset of amnesic patients with circum-
scribed brain damage.

● Perception and familiarity-based recogni-
tion memory

We touched upon the idea that the neural
substrates of object recognition memory
may be coextensive with those of percep-
tion. Researchers in this area have generated
computational models of perirhinal cortex,
a brain area thought to mediate both func-
tions. Although models have been built to
simulate recognition memory and visual
discrimination learning (Bussey and
Saksida, 2002), no models integrate the two.
How can we reconcile the fact that damage
to the perirhinal cortex can paradoxically
lead to both ‘delay-dependent’ impairments
in memory and ‘difficulty-dependent’
deficits in perception?

● Semantic memory, perceptual-representa-
tions and connectionist modelling

Our current understanding of the organ-
ization of semantic memory is strongly influ-
enced by connectionist, parallel-distributed
processing models, rather than hierarch-
ically organized networks – at least at the
cognitive level. Burgeoning interest in neu-
rodegenerative conditions that allow us to
investigate the breakdown of conceptual
knowledge systematically in a particular
disease (such as semantic dementia) has cre-
ated a unique opportunity to generate an
experimental database that could be simu-
lated by computational models.

We are also in the dark about the rela-
tionship between non-semantic cognitive
systems, such as perceptual-representational
memory and true referential semantic 
memory. Are these really distinct? Do the
deficits seen in linguistic and visual tasks 
in semantic dementia reflect the dysfunc-
tion of a common mechanism? And what 
do we really mean by abstract, modality-
independent semantic knowledge – is it a
separate system or does it emerge in some
way from the interaction of sensory repre-
sentations? The broader goal here is to map
these increasingly sophisticated distributed-
processing models onto the brain, in which
there is thought to be a representational
hierarchy (e.g. the ventral visual processing
stream).

● The binding problem and memory

Some of the important types of memory
we have discussed, for example episodic
and semantic memory, are complex, and
require the ‘binding’ together of multiple
types of information. How is this binding
achieved? Is the formation of conjunctive
representations relevant, perhaps alongside
spatial attentional processes (Treisman,
1996)? If so, is there a mechanistic role for
associative plasticity (such as LTP)?
Alternatively, or additionally, what is the
role of the synchronous firing of neurons
that code the bound representations (Singer,
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1993, 1999)? Recent research has identified
synchronization of gamma and theta oscilla-
tions as a possible neuronal substrate of
memory formation (Fell et al., 2003).

● Computational modelling and animal
studies will help us to better understand
the mechanisms of memory consolidation

As briefly discussed in section 3, mem-
ories appear to remain temporarily in a labile
state until they are ‘consolidated’. Early
work on memory consolidation was con-
ducted in the absence of careful thinking
about retrieval mechanisms and the possi-
bility that memory failure could be due to
impaired retrieval rather than interrupted
consolidation. However, while a great deal
of attention has been focused on memory
consolidation in human memory, we are at
an impasse in understanding this process –
especially at a cognitive level. Patients
sometimes (but not always) display tempor-
ally graded loss of episodic memories. Why
is the pattern not consistent across cases
with similar pathology, and how do we
move forward and test models that are cur-
rently underspecified?

Computational models are being devel-
oped that simulate the process of systems-
level consolidation. These capture the rapid
associative learning properties of the hippo-
campus (appropriate for snap-shot encod-
ing of events and episodes) and intersect
with the slower interleaving properties of
neocortical learning. A next step might be to
use these models to strengthen our theor-
etical views and to create predictions that
can be tested in amnesic patients and rele-
vant animal models.

Computational models to date have gen-
erally addressed only systems-level consoli-
dation (at the level of anatomical structures
in the brain). However, an arguably better
understood concept is that of cellular-level
consolidation (thought to be due to protein-
synthesis in the same cells and circuits in
which individual synaptic weight changes
are encoded). The latter can only be studied
invasively (using animals).

To take this endeavour forward, and to
understand how systems-level and cellular-
level consolidation are related, will require
the collaboration of researchers at a variety
of levels, including behavioural, pharmaco-
logical, transgenic and other gene-targeting
techniques, alongside computational models
that are informed by neuropsychological
findings. Can new computational models be
developed to capture the multiplicity and
interactive nature of memory?

In summary, an obstacle as we see it is that
computational models of learning and mem-
ory of which we are aware, ranging from
machine-learning approaches that use sym-
bolic computational techniques through to
distributed neural networks using Hebbian
learning or back-propagation, do not yet
build in the concept of multiple memory sys-
tems. We have argued that this concept is a
major advance, not one to be accepted with-
out a continuing critical appraisal, but an
advance nonetheless. There are different
types of memory. It is vital that neuropsy-
chologists and computational/neural net-
work modellers work more closely together
to understand how different cortical areas
implement, together and in conjunction, the
different forms of memory of which the
human brain is capable.

4 THE NEUROBIOLOGY OF
LEARNING AND MEMORY

Our understanding of the neural mech-
anisms of learning is developing at a rapid
rate, based on careful research using labora-
tory animals, in vitro brain slice and cell cul-
ture techniques. Developments in molecular
neurobiology have led to the identification
of genes and gene-products that may have a
primary role in experience-dependent alter-
ations of the nervous system. Following the
Human Genome Project, this discovery
process will only continue. We highlight
three major discoveries made by UK-based
neuroscientists that are a continuing focus of
attention: (1) the discovery of long-term
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potentiation; (2) place-cells in the hippo-
campus, and (3) similarities between experi-
ence-dependent self-organization of the
developing nervous system and adult learn-
ing mechanisms.

4.1 Long-term Potentiation and
Memory

In keeping with predictions made over 50
years ago (Hebb, 1949), long-lasting forms
of synaptic plasticity have been identified in
hippocampal and cortical neurons. The dis-
covery of long-term potentiation (LTP) by
(Bliss and Lomo, 1973) and the subsequent
worldwide efforts to identify its mech-
anisms and functions is one of the great 
scientific discovery stories of modern neu-
roscience (Martin et al., 2000). LTP was dis-
cussed at a Discussion Meeting of the Royal
Society in May 2003 (Bliss et al., 2004).

LTP is a physiological phenomenon in
which specific patterns of electrical activity
in neurons cause a long-lasting increase in
synaptic efficacy. LTP has the basic proper-
ties of persistence, input-specificity and
associativity – and a number of other newly
discovered properties that are all desirable
properties of a memory system.

Neural network models of memory for-
mation, beginning with Marr (1971) and
continuing to a range of parallel distributed
systems first described by (Rumelhart and
McClelland, 1986), have led to widely dis-
cussed connectionist accounts of memory
encoding and storage processes. Networks
with a variety of different learning rules 
and network architectures have been 
shown to possess intriguing properties such
as content-addressability, pattern comple-
tion and graceful degradation in response to
injury.

In parallel with research aimed at under-
standing how synaptic plasticity embedded
into networks can realize memory is a
tough-minded reductionist effort to pin
down the precise physiological, pharma-
cological and molecular mechanisms of
synaptic change. Key findings include major
discoveries about the neurotransmitter 

glutamate and its associated receptors. One
of these, the NMDA receptor, is critical for
the induction of LTP (Collingridge et al.,
1983). Activation of this receptor triggers a
cascade of synaptically localized mech-
anisms that result in the expression of
synaptic potentiation (i.e. an increase in
synaptic weight). This change can be on the
pre-synaptic (sending) side of the synapse
and the post-synaptic (receiving) side. In the
case of the latter, it is now clear that AMPA
receptors, a different type of glutamate
receptor, cycle between the cytosol and 
the membrane in a highly active and
dynamic manner. Some cycling is constitu-
tive while other aspects are activity-depend-
ent. In this way additional AMPA receptors
can be inserted into the membrane to
express a stronger synapse (Fig. 9.7). As the
AMPA receptor is ionotropic (i.e. contains
an ion-channel through which charged ions
travel), alterations in synaptic weight can
also be expressed as changes in the amount
of current that can be passed through the
channel.

Developing knowledge about the intri-
cate mechanisms involved in synaptic plas-
ticity is likely to play a key role in
developing novel drugs to boost memory
function. This assertion is based on several
findings. First, blocking the NMDA receptor
either pharmacologically (Morris et al., 1986)
or using molecular-genetic techniques (Tsien
et al., 1996) causes learning impairments in
animals. Second, transgenic expression of
NMDA receptor sub-units that boost the
function of the receptor in adult animals can
improve learning and memory (Tang et al.,
1999). Third, recent behavioural research
indicates that the types of learning and
memory affected depend critically on the
brain region in which these pharmacological
or molecular changes are expressed. Changes
in the hippocampus seem to affect types of
memory in animals that are at least similar to
episodic memory in humans; changes in 
the amydgala affect value and emotional
memory.

The consolidation of changes in synaptic
weight has not escaped scrutiny; research
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has identified second-messenger pathways,
transcription factors and genes whose pro-
tein products are implicated in making such
synaptic changes last. Key molecular play-
ers include MAPkinase (mitogen activating
protein kinase) and CREB (cyclic AMP
response element binding protein).

We have known for some time that 
protein synthesis inhibitors selectively
impair long-term memory. The race is now
on to identify which proteins are crit-
ical, when and where they are synthesized,
and how they realize their effects. This
research matters because disruption of 
these biochemical mechanisms may be 

at the heart of certain kinds of age-
related memory loss. Several start-up com-
panies, such as those founded by Nobel
Laureates Leon Cooper (Sention) and Eric
Kandel (Memory Pharmaceuticals), are built
around intellectual property related to com-
pounds that affect synaptic plasticity and
consolidation.

4.2 Place-cells, Spatial Memory and
Event Memory

A second important discovery is that 
of place cells (O’Keefe, 1976). These are 
neurons in the hippocampus that fire 
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FIGURE 9.7 Cartoon model of how long-term potentiation (LTP) might induce changes in the number (bot-
tom left) or effectiveness (bottom right) of receptors at excitatory synapses. In each cartoon, the different receptors
and their associated ion-channels are shown as small ovals. Broadly speaking, NMDA receptors (dark grey) are the
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action-potential spikes only when an ani-
mal, such as a laboratory rat, explores a spe-
cific part of a familiar environment (Fig.
9.8). Different cells code for different parts
of the environment such that a population
of cells is involved in mapping a whole area.
Other cells in a nearby brain area code for
the direction the animal is moving in (head-
direction cells). The two areas working
together – somehow providing a map of
space and a sense of direction – help ani-
mals learn to find their way around the
world. This is clearly very important, as
finding food and water and then the way
back to the burrow or nest, is vital for sur-
vival and a navigational mechanism for
which there is very likely to have been con-
siderable evolutionary pressure.

The initial observations on place and head-
direction cells have been widely replicated in
many laboratories, but opinion is divided
about whether these neurons have a purely
spatial function. Some hold that the evolu-
tion of the hippocampus in vertebrates, and

particularly mammals, is intimately linked to
spatial awareness and memory (O’Keefe and
Nadel, 1978). Others argue that space is a
special case of a more general memory func-
tion (Eichenbaum and Cohen, 2001). One
contentious way of looking at this is to raise
the possibility that spatial memory, no less
than other forms of propositional memory,
can be subdivided into its semantic and
episodic subcomponents.

Animals form a stable representation of
where landmarks are in their territory – just
like the associative framework of other fac-
tual knowledge that humans acquire about
our world (semantic memory). However,
this map of space also provides a memory
framework in which to anchor and so
remember events – such as where a predator
was last seen (episodic-like memory). If so,
the continuing argument between a strictly
spatial and a more episodic view of hip-
pocampal function might be resolved. New
behavioural tasks are being developed to
help to address these issues, such as tasks in
which animals are required to remember the
what, where and when of events (Clayton
and Dickinson, 1998; Morris, 2001).

4.3 Neuronal Development and
Learning

We acquire much of what we know and
many of our skills early in life. Neuro-
scientists now believe that many aspects of
the fine tuning of neural connections in the
developing brain, a process that depends on
neural activity, are also used during early
learning (activity-dependent self-organization
of the brain). The developing brain is partic-
ularly plastic and its self-organizing mecha-
nisms are used to fine-tune neural circuits
vital for survival. The Fore-sight Research
Review on Representation summarizes obser-
vations made on the way in which sensory
afferents can determine cortical fate (Sur and
Leamey, 2001).

The attachment that develops between
an infant and its mother has been studied in
young chicks that imprint on their mother.
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FIGURE 9.8 Place cells in the hippocampus of the
awake, freely moving rat. The large grey circle shows
an area of space through which the animal can move.
The ‘hot spot’ is where the cell fires most strongly
(which shows here as white). Extracellular recordings
are typically made with a UK invention, the tetrode,
which enables the neural activity signature of individ-
ual cells to be picked up and distinguished from that of
neighbouring cells. (Based on work of O’Keefe 
and colleagues; drawn by Livia de Hoz and used with
permission, this figure appears in the colour plate 
section)
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First studied systematically by ethologists,
elegant neurobiological experiments have
shown where this learning process takes
place in the young chick’s brain and the 
cascade of chemical transmitters that are
released to act on receptors involved in stor-
ing some kind of an ‘image’ of the mother.

In a systematic programme of research
over 25 years, Horn and his colleagues
(Horn et al., 1973; Horn, 2000) have identi-
fied a particular brain region, the intermedi-
ate and medial part of the hyperstriatum
ventrale (IMHV), as a site of storage for this
information, and so made it possible to
study the neural basis of memory. The
changes that take place in the right and left
IMHV are being studied in parallel using
molecular, anatomical, pharmacological
and electrophysiological methods. An
important feature of this research is that
quantitative measures of learning and mem-
ory are related to quantitative measures of
the brain changes. This work includes stud-
ies of the neural basis of ‘predispositions’ to
learn and computational modelling.

Similarly, young animals need to learn
very quickly what foods are safe to eat
through a process of one-trial learning. ‘Taste-
aversion learning’ means that they rapidly
develop an aversion in their first encounter
with noxious foods (Rose, 1992). Young 
animals are genetically predisposed to be
cautious about what they eat: learning
ensures that they make a mistake about food
only once. They taste only small amounts of
food at a time, and register any foods that
taste bad or are nauseous. They avoid these
thereafter by associating the sight of an
inappropriate foodstuff with its nauseous
taste.

Neurobiological studies of both forms of
early learning have revealed that, in add-
ition to the role of glutamate receptors (such
as the NMDA receptor), a cascade of down-
stream second-messengers transmit signals
to the nuclei of brain cells where genes are
activated to make the plasticity-proteins
that consolidate memory. Cell-adhesion
molecules are involved in shaping the 
connections that are being formed in the

developing nervous system as the genetic
program unfolds alongside experience.

What happens is not unlike an old-
fashioned photographic process with an
image first being captured by the initial pat-
tern of neural activity, using NMDA and
AMPA receptors, and then fixed (consoli-
dated) by these later biochemical signals.
The similarity between these mechanisms
activated during early learning and those
identified in the physiological phenomenon
of long-term potentiation is striking. Both
synaptic plasticity and early learning can go
through clearly defined temporal stages of
induction, expression and consolidation,
though what determines whether they pass
through these stages on any individual
learning occasion is still not understood.

4.4 Open Questions
● Neural network models of memory

processes would benefit from greater bio-
logical realism at the level of representa-
tion, local circuits and mechanisms of
plasticity

Much current research on long-term poten-
tiation is highly reductionist. Many neuro-
scientists embrace the view that only a
molecular understanding at the level of
identified proteins will do. Optical imaging
techniques are coming to the fore as
researchers endeavour to observe these
changes in living tissues in real-time, partly
because ‘seeing is believing’ and partly
because optical techniques offer certain
advantages over electrophysiological meth-
ods (as well as disadvantages).

However, this reductionist focus comes
at a price. There is a gaping conceptual hole
between the current preoccupation with
molecular events at individual synapses
and the complexities of understanding how
the expression of synaptic plasticity within
different circuits realizes different forms 
of memory. A full account of the neural
mechanisms of memory would incorporate
the astonishing molecular advances, with
an equally sophisticated understanding of
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local circuits, of the physiological events
happening within these circuits, and the
connectivity between larger neuronal net-
works. Closer contact with computational
scientists could foster a shift of emphasis.

● There are both technical and computational
problems associated with simultaneous
recording from large numbers of cells.

Much of the electrophysiological recording
from neurons in the brain of awake animals
to date used techniques that record one or,
at most, only a few cells at one time. It has
been apparent for some time that popula-
tion coding is important for many functions
(e.g. motor function) and that the secrets of
how information is represented in specific
brain areas and information transferred
between brain areas will require the simul-
taneous recording of hundreds or even
thousands of cells.

There are formidable technical and com-
putational problems in doing this. The first
steps have been taken, including the inven-
tion in the UK by O’Keefe and his colleagues
of the ‘stereotrode’ and ‘tetrode’ that enable
multiple single-cell recordings, and ‘proof-
of-principle’ experiments in which record-
ings have been made from up to about 
100 cells simultaneously (Wilson and
McNaughton, 1993). Various electronics
companies and other SMEs are positioned to
take part in this research, including the UK
company Axona, although the market may
prove small given the specialized nature of
the work. The Foresight Research Review of
Advanced Neuroscience Techniques offers
greater detail on this topic.

● Are lessons to be learned about neurobio-
logical mechanisms of neuronal plasticity
that are applicable to wider issues such as
drug addiction?

It is striking that spatial learning in the hip-
pocampus, emotional learning involving
the amygdala and many aspects of early
learning studied in the avian brain display

overlapping mechanisms involving gluta-
mate receptors and downstream second-
messenger pathways. It would be a
beautiful simplification (perhaps an over-
simplification?) if common mechanisms 
of cell biology mediate different forms of
learning and memory largely by virtue of
the different neuronal circuits in which they
are embedded. If this contention has any
validity, we may be able to apply the lessons
we learn from the three cases we have
described to widely different forms of 
learning.

A practical case in point is drug-addiction.
Here behaviour changes in well-described
and predictable ways. Dopamine is involved,
as well as glutamate receptors, playing a
critical role in ‘rewarding’ drug-seeking
behaviours that are initially flexible, goal-
directed actions but gradually become
inflexible, automatic habits (Everitt et al.,
2001; Hutcheson et al., 2001).

5 NEURODEGENERATIVE
DISEASES

Memory dysfunction is exceptionally
prevalent in our society. It has major socio-
economic implications. The annual cost of
caring for patients with dementia in
England and Wales has been estimated as
high as £10 billion (Schneider et al., 1993).
Not only does memory ability decline as we
age, but a number of different neurological
conditions (e.g. stroke, viral infections, head
injury, prolonged alcohol abuse, epilepsy
and dementia) can result in memory impair-
ment. Memory-impaired people often can-
not cope with the demands of work, find it
virtually impossible to live independently,
and can become reclusive. The embarrass-
ment of not recognizing someone we have
met previously is familiar to us all, so it 
is easy to empathize with the difficulties 
facing the amnesic patient, Jack, reported 
by Wilson (1999), who writes:

I can’t perform basic sociable tasks, such 
as taking orders to buy a round of drinks 
or noting the names and faces of new
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acquaintances. In fact, I am sure that on
many occasions I have met people who are
not aware of my condition, and then upon
not recognizing them on a second meet-
ing, will have appeared rude and impolite.

It can be harder to imagine the more gener-
alized impact of having a memory-impaired
person in the family: the constant repetition
of stories and questions, and the continual
need for help with even the simplest of tasks
(e.g. finding a wallet or noting down a tele-
phone call), frequently strains relationships
with family members and friends, who
themselves feel intense frustration and
mourn the loss of their own independence.

Helping to improve the quality of life for
patient and carer alike is a major long-term
goal of those interested in human memory.
Centres such as the new Iris Murdoch
Dementia Centre in Stirling are helping to
focus on the needs of carers.

5.1 Memory in the Elderly

As they get older, virtually everyone
reports that their minds are not quite what
they used to be, with one of the most com-
mon complaints being difficulty with mem-
ory. As these types of memory slips are also
common in Alzheimer’s disease, the
increasing presence of them in old age can
cause tremendous worry.

Older adults show marked deficits in
their ability to retain information for events
over short time periods (e.g. hours and
days), especially on tests of recollection
compared to familiarity-based recognition.
A possible explanation for this dissociation
is reduced processing resources as opposed
to memory failure per se. Recollection
demands more attention than mere recogni-
tion. If older subjects are resource-depleted,
they are likely to perform poorly on tasks
that are more demanding and/or provide
few cues to the correct answer. When recol-
lection and familiarity-based recognition
are equated for difficulty, however, age-
related impairments can often be docu-
mented on both processes (Baddeley, 1996).

The memory problems evident in old age
are much more widespread than simple
episodic slips, also affecting semantic and
working memory. Older adults are more
likely to suffer from tip-of-the-tongue states,
whereby they are unable to recall a sought-
after word but have a strong feeling that
they know what the word is. While young
and old subjects all suffer from this annoy-
ing affliction, older subjects seem more sus-
ceptible, especially when searching for a
proper name. This difficulty may reflect a
failure to access phonological information
about vocabulary, rather than a problem
within semantic memory, as the elderly per-
form well on tests of knowledge of vocabu-
lary and semantic concepts. It remains to be
seen, however, whether older adults show
normal semantic knowledge for categories
that might be more vulnerable to age-related
decline, such as those typically affected
early in certain neurodegenerative condi-
tions (e.g. knowledge of famous people).

It is generally accepted in the psycho-
logical community that performance on
working memory, especially tasks that
require the manipulation of information, is
affected by increasing age (e.g. recalling a
set of digits backwards). One contributing
factor may well be greater sensitivity to
interference from irrelevant and distracting
information, and task manipulations that
reduce the likelihood of interference can
improve memory (e.g. a break between tri-
als), albeit not to the same level as seen in
younger adults.

5.2 Neurodegenerative Disease

One of the most frequent causes of mem-
ory loss is dementia, which is thought to
affect some 5–8% of all people above the age
of 65 years. This figure hides the dramatic
increase with advancing age: the prevalence
doubles every five years over the age of 65,
reaching over 20% in 80-year-olds.

Although Alzheimer’s disease is the
most common cause of dementia, and most
familiar to the general public, a number of
other types of dementia also affect memory,
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sometimes in ways quite different than seen
in Alzheimer’s disease. The main causes of
early onset dementia (prior to age 65) are
frontotemporal dementia, vascular demen-
tia and dementia as part of neurologi-
cal conditions such as Huntington’s and
Creutzfeldt–Jakob disease (CJD). After age
65, three neurodegenerative conditions –
Alzheimer’s disease, vascular disease and
dementia with Lewy bodies – account for
virtually all cases. Definitive diagnosis is
still possible only after death, Alzheimer’s
disease being identified by the presence of
amyloid plaques and neurofibrillary tan-
gles. The preliminary diagnosis, in life,
includes dysfunction of at least two cogni-
tive functions (i.e. not just memory) and
gradual decline over time. The progressive
loss of cognition that is the hallmark of
dementia provides a unique opportunity to
track the breakdown of memory systems
longitudinally.

The profile of early memory loss in
dementia typically reflects the brain regions
that bear the brunt of early pathology. 
In Alzheimer’s disease, the most consis-
tent early neuropsychological symptom is
increasing problems with the acquisition of
new memories. Patients become repetitive
(e.g. frequently asking what day it is or
when someone is visiting), forget appoint-
ments and telephone calls, and may not
remember to turn off the gas after cooking.
As proposed previously, structures in the
medial temporal lobe, in particular the hip-
pocampus, perirhinal and entorhinal cortex,
seem critical for new learning.

Consistent with this, patients with
Alzheimer’s disease have atrophy in these
regions, in particular in the entorhinal cor-
tex and hippocampus (Braak and Braak,
1991). While episodic memory is the trade-
mark cognitive impairment in Alzheimer’s
disease, other types of memory such as
working and semantic memory are also
affected later in the disease, a finding that
presumably reflects the spread of pathology
into more lateral temporal and frontal
regions. Notably, however, the degree of
structural loss seen in medial temporal lobe

regions is somewhat out of step with the
profound impairment to episodic memory
evident early in the disease (Galton et al.,
2001).

New findings using positron emission
tomography (PET), in which it is possible to
measure which brain regions are underfunc-
tioning in patients with dementia, have
helped address this issue. In these investiga-
tions, the earliest site of poor functioning (as
measured by glucose metabolism) was the
posterior cingulate cortex, which is part of a
brain network, including the hippocampus,
mamillary bodies and thalamus, that sup-
ports episodic memory (Nestor et al., 2002).
This result highlights the need for cognitive
neuroscientists to think beyond individual
brain areas and to consider how networks
interact in the acquisition and storage of
human memory. It also implies that drug
therapies for Alzheimer’s disease may be
more effective if they target the initial site of
pathology, as opposed to areas that, while
clearly involved in episodic memory, may
be hypometabolic because they are anatom-
ically downstream.

Not all dementia results in episodic
memory impairment. In the temporal vari-
ant of frontotemporal dementia, also called
semantic dementia, the predominant deficit
is to semantic memory. Patients with seman-
tic dementia typically present with difficul-
ties in word finding and comprehension. A
spouse might report: I asked John to put the
kettle on the other day, and he responded,
‘Kettle, kettle, what is a kettle?’ By contrast,
individuals with semantic dementia can
remember where they left the car in the
supermarket car park, rarely get lost in new
environments, or forget appointments. Not
only is episodic memory good in semantic
dementia, but also basic visuo-perceptual
skills and working memory remain pre-
served even at late in the disease. These
kinds of dissociation are logically puzzling:
how can someone not know what a kettle is,
yet find their car in a car park. But they exist.

The locus of pathology in semantic
dementia is within anterior and inferior
temporal lobe regions that are unaffected
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early in Alzheimer’s disease. While there is
involvement of medial temporal lobe struc-
tures, this is typically asymmetrical (left to
right) and involves perirhinal cortex more
than entorhinal cortex. Findings from
semantic dementia, and other diseases that
involve anterior temporal regions (e.g.
encephalitis), suggest that retrieval of
semantic memory, or at least of knowledge
that has already been consolidated via
repeated exposure, does not depend upon
the hippocampus. There is some question
about the role of non-hippocampal medial
temporal lobe structures in semantic mem-
ory, such as the perirhinal cortex. If patients
with semantic dementia show damage to
perirhinal cortex, as seems likely, it is not
clear why recognition memory and aspects
of perceptual functioning are so good in the
disease. Studies in these cases, especially
those that utilize the same paradigms
adopted by animal lesion researchers, are
necessary to address this issue.

Semantic dementia is probably caused by
the same underlying pathology as the
frontal variant of frontotemporal dementia,
in which patients present with marked
behavioural and personality changes. While
case J.W. reported no particular problems
with cognition or behaviour when he pre-
sented in 1992, his wife reported personality
changes over several years, including
increased rigidity, disinhibition, reduced
concern for others, and poor financial 
judgement.

The main locus of brain pathology in the
frontal variant of frontotemporal dementia
is thought to be in the orbitofrontal cortex.
Orbitofrontal cortex is part of the brain net-
work involved in emotion and social behav-
iour (which also includes the amygdala).
Memory is not entirely spared in frontotem-
poral dementia: Simons et al. (2002) found
that a group of such patients were unable to
remember in which of two sets a picture was
initially presented (so called source mem-
ory), despite normal memory for these
items compared to novel pictures (familiar-
ity). This type of contextual recollection
depends upon interactions between frontal

and medial temporal lobe regions in healthy
controls, and is also susceptible to normal
aging (Schacter et al., 1991).

Further studies in frontal variant fron-
totemporal dementia, therefore, may allow
us to tease apart how brain networks inter-
act to support different components of
memory, and to determine whether psycho-
logical subcomponents of episodic memory,
such as familiarity and recollection, depend
upon different regions of the brain.

We know less about the memory deficits
seen in other dementias, such as vascular
dementia and dementia with Lewy bodies
(common causes of late onset dementia). At
its broadest, the term vascular dementia cor-
responds to individuals who show cognitive
decline in association with cerebrovascular
disease, as measured by evidence of infarcts
on brain imaging.

Although findings have been inconsist-
ent across studies – predominantly due to
poor matching of patient groups and diffi-
culties in diagnostic criteria – episodic
memory is impaired in vascular dementia,
although probably not as severely as seen in
Alzheimer’s disease. By contrast, executive
problems (e.g. planning and shifting atten-
tion) are quite prominent in vascular demen-
tia, perhaps more so than in Alzheimer’s
disease. The difficulties patients with vascu-
lar dementia have on tests of episodic mem-
ory may be due to problems with retrieving
and manipulating information from mem-
ory, rather than a particular deficit in the
acquisition and maintenance of memory
representations. If so, patients with vascular
dementia will also be impaired on other
types of memory, such as semantic memory,
in particular when the task involves a strate-
gic component – e.g. category fluency, in
which subjects are asked to produce as
many animal exemplars as possible in a
minute.

Dementia with Lewy bodies has also
been little investigated. The predominant
deficit in this condition is thought to be 
in early visual processing, supposedly in 
the context of good episodic and semantic
memory. PET studies measuring glucose
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metabolism have found underfunctioning
of occipital and primary visual cortex.
Notably, however, studies of the distribu-
tion of Lewy body pathology in patients
with dementia with Lewy bodies have
shown involvement of a range of regions,
including subcortical areas (e.g. substantia
nigra), medial temporal lobe regions and
temporal cortex.

The aspects of memory (e.g. verbal
episodic memory) that are preserved in the
disease remain to be investigated more sys-
tematically, as presumably impairments to
visual processing are likely to preclude
good visual memory.

5.3 Open Questions
● A theoretical framework for understanding

age-related memory loss.

The cause of memory deficits in ageing
remains little understood. It is unclear
whether the profiles seen in elderly individ-
uals are due to a general disruption of
processes necessary for memory (e.g. atten-
tion) or of memory mechanisms per se.
Impairments to both episodic and working
memory seem most consistent with a loss of
executive control over cognitive processes.
The literature suffers, however, from a need
for greater theoretical specification. What do
we mean when we talk about executive func-
tioning? How does this system oversee
retrieval and organization of material across
different types of memory? Broadly, what
impact does frontal damage have on profiles
of memory loss across dementing conditions?

● Fractionating the dementias and the impli-
cations for carers and for treatment

It has long been assumed that patients with
dementia were too impaired globally to pro-
vide unique insights about memory. There
has been a major shift in this view over the
past decade which continues to have pro-
found implications for the way we think
about clinical disorders of memory.

We now know that not all dementia is the
same, just as not all memory is identical.

Knowing this does not equate to under-
standing, however, and we need to learn
how to recognize the unique cognitive sig-
nature of different dementias, and to think
about how to distinguish these. Dementia is
also unique in allowing us to watch memory
breakdown and, as it does so, to glimpse
sections of the underlying framework.
Typicality seems critical for semantic mem-
ory, but what other types of glue bind every-
thing together?

● What impact will the study of transgenic
animals targeting Alzheimer’s disease
have on understanding the neurobiology 
of disease and the development of new 
therapeutics?

A particularly important development is the
engineering of transgenic animals, usually
mice, in which one or more of the human
mutations that have been identified as
occurring in familial forms of Alzheimer’s
or other neurodegenerative diseases is arti-
ficially overexpressed. Animals have now
been engineered with alteration in amyloid
precursor protein (APP) and the presenilin
family of genes (PS1 and PS2), and found to
develop aspects of the characteristic patho-
logy, although a ‘complete’ animal model
remains to be developed.

Securing a valid animal model opens the
possibility of exploring the neurobiology of
the disease process, using longitudinal stud-
ies, and coupling behavioural observations
with end-state pathology, in vivo structural
MRI, and electrophysiological measure-
ments. Work with these mice has already
revealed that they show progressive cogni-
tive dysfunction. This opens the possibility
of treating these mice with novel therapeu-
tics, such as vaccination or drugs that target
the secretase sites at which APP is cleaved to
make the toxic 1–42 moiety of amyloid beta
peptide.

6 CAN WE IMPROVE MEMORY?

There is much to learn about learning.
Neuroscientists hope that by doing so, they
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will find a way to make learning easier and
to make memories last longer. It is natural to
think that it would be good to improve rate
of learning or persistence of memory. Older
people often complain about memory, and
busy executives. Young people facing exam-
inations might also find enticing the
prospect of a memory pill or ‘smart-drug’.
The likely market for such drugs has not
gone unnoticed by the pharmaceutical
industry.

There are benefits, to be sure, but we
need to take into account a number of prob-
lems when attempting to improve memory
in the young, to alleviate stress-induced or
even benign forgetfulness in the normal, or
to remediate memory problems in the eld-
erly or those with brain damage. Rose,
(2002) provides a thoughtful summary of
the issues.

6.1 Pharmaceuticals, Prospects and
Perils

Improving memory would be valuable in
certain situations, but would almost cer-
tainly come at a price. We are not thinking
here of the usual side-effects of pharmaceut-
icals. Rather, the price we have in mind is
that a good memory is necessarily a balance
between remembering and forgetting. Were
we to improve memory, we might then have
difficulty forgetting trivial things that hap-
pened during the day that there is no need
to remember. The ‘yin and yang’ of a good
memory is one that remembers and organ-
izes the right things in the brain, but forgets
the less important things of life. One should
never forget the tragic life of Luria’s
‘mnemonist’ (Luria, 1969). The magic bullet
of a pill that can improve memory, at least in
normal people, probably does not exist
because evolution has ensured that the sys-
tem is well adapted to the environment in
which we, or at least our ancestors, live.
That said, the environment in which we live
is very different from the African savannah
and an argument can be made for pharma-
ceutical fine-tuning to tackle the vicissitudes
of modern life.

What are the prospects? Drugs that act as
agonists at the NMDA receptor or otherwise
boost the cascade of downstream second-
messenger signals in neurons may be useful
in alleviating the benign forgetfulness seen
in neurologically normal people such as
those in stressful occupations (Lynch, 2002).
We have also seen that certain neurodegen-
erative diseases, such as Alzheimer’s dis-
ease, cause damage to brain tissue where
memories get encoded and stored.

Clearly it would help to find some way
of, first, stemming the course of these dis-
eases, and second, restoring normal brain
function for longer. With the population
demography of virtually all developed
countries veering towards a greater prepon-
derance of older people, treatments that
could help those at risk lead independent
lives for longer would be greatly valued
(and economically beneficial).

There has been some progress in iden-
tifying drugs that boost acetylcholine neu-
rotransmission and so-called nootropic
drugs that seem to target AMPA receptors.
Researchers are actively pursuing other
promising leads based on better under-
standing of the neurobiology of disease. The
availability of pharmaceutical agents is
likely to increase over the next 20 years.
Despite this, benefits from these types of
drug may be limited. For example, if we
accept that the mild memory lapses seen in
older adults are not a direct consequence 
of weaker memory representations, but
instead relate to a reduction in the amount
of executive resources available, a drug that
enhanced memory encoding might be only
minimally effective. Instead, the pharma-
ceutical approach should aim to boost atten-
tion or the functioning of the central
executive. This is feasible, but it will require
the pharmaceutical industry to rethink its
approach.

Targeting the right cognitive impairment
is a key problem in attempting to improve
the memory deficits seen in dementia.
Clearly we would wish to give drug thera-
pies to patients as early as possible, yet we
are currently unable to identify the different
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types of dementia in their presymptomatic
stages with any consistency. Certain neuro-
psychological tests, such as memory for the
object-locations, look promising (Swainson
et al., 2001), particularly in distinguish-
ing individuals at risk of developing
Alzheimer’s disease from people with mild
memory difficulties caused by depression.

The diagnostic obstacle is partly because
we need large, costly, community-based
studies to identify early cognitive markers
of dementia, and also because much of the
work to date on early diagnosis has concen-
trated on discriminating between Alzheimer’s
disease and normal aging. As we have seen,
however, there are distinctions to be made
in dementia. Drugs aimed specifically to tar-
get the memory problems in Alzheimer’s
disease are unlikely help patients with
semantic dementia who do not suffer the
episodic memory loss characteristic of
Alzheimer’s disease.

6.2 Cognitive Engineering

Given these are not insignificant hurdles,
many cognitively oriented neuroscientists
believe that we will need cognitive engin-
eering alongside pharmaceutical engineer-
ing. You do not read so much about 
cognitive engineering in the newspapers as
about new drugs, but ill-informed journal-
ism does not make it any less important.

The idea is to take advantage of what has
been learned about how information is
encoded, stored, consolidated and retrieved –
as described in this summary. The applica-
tion of cognitive engineering takes willpower
to put its principles into action; it’s harder
than just taking a pill – but there are grounds
to think that it may work better.

Experiments have shown that better
encoding of information at the time of learn-
ing improves memory – by thinking about
things carefully in an attentive manner and
establishing connections with established
knowledge. Psychologists call this the encod-
ing-specificity principle.

Spacing of learning sessions helps long-
term memory; neuroscientists link this to

the conditions of relevant gene-activation
and the synthesis of plasticity-proteins.
Frequent reminders ensure that information
is retrieved at a time when memories are
fragile, and then associatively intercon-
nected in semantic memory. This engages
the consolidation process: neural-network
engineers will readily link this to the process
of effective interleaving of information into
distributed networks.

Recent rehabilitative work using error-
less learning in patients with memory loss 
is a good example of how it can be help 
to understand the mechanisms by which 
we acquire and retain new memories. This
approach stemmed from studies of learning
in animals. It was pioneered by Baddeley
and Wilson (1994), who explored whether
memory-impaired patients would learn bet-
ter if they were prevented from making mis-
takes during the learning process. The
scientific rationale behind this hypothesis
was that amnesic patients are much more
likely to rely upon implicit memory – a sys-
tem that readily acquires information but
does not discriminate between what is right
or wrong (all responses being equally famil-
iar). The initial study by Baddeley and
Wilson revealed better learning in amnesic
patients who were encouraged to pursue an
errorless learning strategy.

Researchers interested in memory rehabil-
itation were quick to take up this technique.
It has also been shown to be successful, at
least in the short-term, in patients with
Alzheimer’s disease.

Case V.J., who was profoundly amnesic,
could only name on average 2–3 members
of his social club. After training, however,
V.J. could name all 11 members and aston-
ishingly, maintained this level of perform-
ance for up to 9 months (Clare et al., 1999).

Some patients with semantic dementia
show a different profile. Case D.M. attempted
to learn new vocabulary by practising with
a children’s dictionary at home. D.M. showed
a remarkable improvement in his ability to
produce words in response to a category
label after practice (even outperforming
controls). Disappointingly, he could not 
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sustain his new level of performance with-
out continued practice. Although D.M. was
also using an errorless approach, he may
have shown a different pattern to V.J.
because he did not have a fully functioning
semantic system in which to embed his new
learning (Graham et al., 1999). Interpreting
the differences between these two patients
would be impossible without knowing
something about the relationship between
episodic and semantic memory.

Recognizing the operating principles of
the different types of memory is also essen-
tial – you will never learn a skill by merely
hearing about it, even though this works
fine for episodic memory. The use of exter-
nal memory aids in amnesic patients has
been relatively unsuccessful until recently,
predominantly because their functions are
complicated to learn. As Wilson (2003) aptly
notes: ‘the very people who need external
memory aids are often the people who are
most likely to have difficulty in learning
how to use them’.

To circumvent this problem, Hersh and
Treadgold (1994) developed a paging sys-
tem (NeuroPage), in which a schedule of
personalized reminders and cues is entered
into a computer and subsequently, sent to
the pager on a designated day and time. The
device is simple and portable – the user has
only to learn to operate one large button (to
confirm receiving the message).

Two clinical studies of the efficacy of
NeuroPage have shown that many amnesic
patients, and their families, can benefit sig-
nificantly from this approach. For example,
(Evans et al., 1998) report a patient, R.P., who
had suffered a stroke seven years earlier,
and had problems carrying out tasks. R.P.
would spend too much time in the bath
because she kept forgetting where she was
in a sequence of washing. Using a checklist
and NeuroPage, R.P. could break free from
her stereotyped routines and bath in a rea-
sonable time. This subsequently allowed
her to attend a day centre, which had been
impossible before, thereby releasing her
husband from the daily monotony of con-
stant reminders.

The use of technological aids such as
pagers and computers in memory rehabili-
tation is likely to increase, in part due to
developments in information technology
but also as there are more memory-impaired
people in the population. The main disad-
vantage of a scheme like NeuroPage is that
it requires a central computing resource to
organize, manage and transmit the mes-
sages, taking away some of the inherent
flexibility in these types of systems.

6.3 Open Questions
● New drugs or cognitive engineering or

both?

It remains to be seen how useful and cost-
effective cognitive engineering strategies
will be in the future. The successful modifi-
cation of external aids, such as pagers, is
heartening for families and individuals with
memory impairment, but serious issues
remain to be tackled if everyone is to have
access to this type of system. What are the
technical implications of increasing the scale
of the project? What patients will best bene-
fit from such a device and how do we meas-
ure improvement? How would we measure
value for money? Should it be in terms of
the benefit reported by the individual or via
some monetary cost–benefit function calcu-
lated by the National Health Service?

New pharmaceuticals will play an ever-
more important role in an ageing society.
With respect to dementia, for which there are
pharmaceutical agents available already, the
pace of research is such that the drugs we
have at present, which are at best only mod-
erately successful, will be replaced by more
selective compounds with improved efficacy.
The situation is likely to change gradually
but dramatically over the next two decades.
The impact of the Human Genome Project, a
developing understanding of proteins and
protein-networks, should lead to a new phar-
macology of cognition. However, we suspect
that to utilize new drugs effectively, we will
need to be more sophisticated in how we
characterize memory impairment, taking
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account of the fact that different components
of memory can be differentially impaired.
The advent of smart drugs is also likely to
raise moral questions about whether they
should be available to healthy individuals.

7 COMPUTATIONAL
MODELLING

An ambition of the Cognitive Systems
Foresight Project is to bring together biolo-
gists, physical scientists and mathematicians.
This raises a major communication problem,
related to the very different semantic (i.e.
professional) memories we each possess
given our diverse training backgrounds. It
will take time to overcome this communica-
tion problem, even in circumstances in which
there is serious intent to do so by all parties.
However, computational modelling may
provide a common language with which the
parties may communicate. Indeed, it has the
potential to be an invaluable tool in under-
standing the relationship between brain and
behaviour because it addresses not only
what functions are performed by brain
regions, but how they are performed.

Whilst most researchers have a theoretical
framework that informs and motivates their
experiments, often the particular mech-
anisms that could yield predicted results are
not made explicit. Different kinds of compu-
tational modelling can be particularly useful
in that they bring forward such implicit
assumptions. Models can be important tools
for the analysis of data and can help in the
development of clearly motivated experi-
ments with clear predictions. Questions that
arise from this endeavour include: What
might non-biologists provide biologists with
respect to algorithms? What might neurosci-
entists provide with respect to knowledge of
network architecture and cell-properties?

7.1 Small Networks with Biologically
Realistic Parameters

Our central theme of multiple memory
systems points to the possibility of building

different kinds of models of memory 
function. Some might be guided by psycho-
logical rather than neurobiological con-
straints – as in models of working-memory.
Others might be guided by explicit knowl-
edge about networks, such as one based on
the anatomy and physiology of the hip-
pocampus, perirhinal cortex or cerebellum.

It will be valuable to explore the capabil-
ities of such networks, and to use these net-
works to create specific predictions that can
be tested in neurobiological and neuro-
psychological studies. What control mech-
anisms are required to maintain network
stability? How well do they distinguish 
signal and noise? What would be the impli-
cations of different types of synaptic modifi-
cation rules (Hebbian and non-Hebbian)?
There is a great deal of existing work on this,
including studies establishing that storage
capacity can be enhanced by having both
LTP and LTD (Willshaw and Dayan, 1990) or
be sensitive, in familiarity discrimination
networks, to the combination of learning
rule and decision function (Bogacz and
Brown, 2002).

7.2 Connecting Networks

An important theme in much current
human brain imaging is connectivity
between networks. In this and in other
ways, the focus is shifting from an emphasis
on individual brain centres towards how
different brain regions cooperate and com-
pete in controlling behaviour. This leads
naturally to the issue, to be addressed in
computational models, of whether and how
small networks could be connected together
into a working system. What feed-back/
feed-forward is essential? Are there tem-
poral constraints? What are the constraints
on information-carrying capacity of having
(or not having) synchronized firing and 
oscillation? Bogacz and Brown et al. (2001) 
present arguments based on computational
modelling for why you would not want 
to perform familiarity discrimination
(judgement of prior occurrence) and feature
detection (categorization) in the same 
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network – though it is good to have them in
the same brain area. What does computa-
tional modelling have to say about Nadel
and Moscovitch’s (1997) model of episodic
memory storage in which multiple traces
are formed in an overlaid manner?

The neuropsychological literature is at 
an impasse with respect to understanding
memory consolidation. There is a real need
for greater theoretical specificity. And, link-
ing this in to one of our neurobiology 
examples, is it possible to build a memory
system for imprinting where the respon-
siveness of individual neurones is radically
variable across time (Horn et al., 2001)?

7.3 Neuroinformatics

Help across the life-sciences/physical sci-
ences divide will also be important in neu-
roinformatics. The effectiveness of different
research groups to share data is still very
limited. Important steps are being taken in
the brain-imaging domain, but it is striking
how little data is currently shared.

8 OPEN QUESTIONS: 
A SUMMARY

We list here the ‘open questions’ that we
have identified in our summary of the state
of the art (the appropriate section number of
the chapter is given in brackets). It is
inevitably a personal list. We recognize that
others would create different lists or put
emphasis elsewhere. However, we hope
that it will be provocative.

8.1 Definitions, Concepts, Techniques
● Are learning and memory really distinct

from perception, attention or motiv-
ation? (2.3)

● Memory in the digital age? (2.3)

8.2 The Organization of Memory
● Do we need to invoke a ‘central execu-

tive’ in working-memory? (3.1.5)

● The concept of multiple memory sys-
tems, while apparently widely accepted,
is coming under review. What is the rela-
tionship between different memory sys-
tems, for example episodic, perception
and semantic memory? What are the
inputs to working-memory from seman-
tic or episodic-memory? (3.2.7)

● Characterizing amnesia and its anatom-
ical substrate. (3.2.7)

● Perception and familiarity-based recog-
nition memory. (3.2.7)

● Semantic memory and connectionist
modelling. (3.2.7)

● The binding problem and memory (3.2.7)
● Computational modelling and animal

studies will help us better understand
the mechanisms of memory consolida-
tion. (3.2.7)

8.3 The Neurobiology of Memory
● Neural network models of memory

processes would benefit from greater
biological realism at the level of represen-
tation, local circuits and mechanisms of
plasticity. (4.4)

● There are both technical and computa-
tional problems associated with simultan-
eous recording from large numbers of
cells. (4.4)
There may be lessons learned about neuro-

biological mechanisms of neuronal plastic-
ity that are applicable to wider issues such
as drug addiction. (4.4)

8.4 Neurodegenerative Diseases and
Cognitive Dysfunction
● A theoretical framework for understand-

ing age-related memory loss. (5.3)
● Fractionating the dementias and the

implications for carers and for treatment
(5.3)

8.5 Can We Improve Memory?
● New drugs or cognitive engineering or

both? (6.3)
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8.6 Computational Modelling
● How can we best sustain communication

across boundaries created by different
patterns of professional training? (7.2)
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1 INTRODUCTION

In this chapter we project probable
research directions in computer science,
with respect to memory, reasoning and
learning. We discuss potential synergies
with cognitive neuroscience and related dis-
ciplines over 5- and 20-year horizons, linked

with wider trends in computing. We sum-
marize our suggestions in an Appendix.

1.1 State of the Art

Interesting developments in computer
memory include the use of content address-
able memory. In this approach, instead of
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retrieving information via index structures,
software exploits the properties of mem-
ories to allow a rudimentary form of associa-
tive memory.

New methods of organization and retrieval
are coming on line as a result of the greater
multimedia content of data stores. Content 
is beginning to be something that systems
themselves can determine, as opposed to
being imposed from outside. For example, 
autonomous agents allow interactions with
the environment to develop concepts and 
categories.

Traditionally, logic has underlain auto-
mated reasoning. However, we are begin-
ning to understand the relation between
logic and more biologically plausible neural
net reasoning, as well as formalisms such as
non-monotonic logic for modelling ‘scruffy
common sense’ inference.

New methods are arising for reasoning
under uncertainty, ranging from neural
nets, probabilistic reasoning and methods of
harvesting content from web-scale informa-
tion stores. Furthermore, many new domains
for reasoning are coming on stream, based
around technologies such as multimedia,
the Semantic Web and the eScience grid, and
requiring special purpose methods.

To be used efficiently, content should be
personalized to the user. Research is develop-
ing using modelling technologies and tech-
niques to perform this task. Aspects of
neuroscientific models of learning are under
scrutiny, and will continue to set a research
agenda. Currently, though, most automatic
learning is done via statistical methods, by
machine learning. Research is leading to
interesting developments in information
extraction from natural language.

1.2 Open Questions

We need to bear in mind some key dis-
tinctions to understand fully the contribu-
tions that computing and neuroscience can
make to each other. First, there is already
successful research developing artificial
neural systems. However, we must not lose
sight of the fact that such systems exploit

only some properties of the neural systems
of animals. Therefore we must expect some
disanalogies between the two types of
system.

Secondly, there are two ways of approach-
ing cognitive modelling. Top-down model-
ling involves specification of some cognitive
properties, and then design of systems to
instantiate them.

Bottom-up modelling allows ‘cognitive’
systems to develop according to a causal
route that mimics some natural process such
as evolution. Both approaches have had suc-
cesses, and are in important ways comple-
mentary. Thirdly, another distinction, that
between the physical and the digital world,
is in many ways converging.

There is scope for widening access to
memories by enhancing content address-
able memory, by determining useful syner-
gies with biologically plausible hardware
and software. Multimedia and multimodal
memories need methods of representation,
organization and retrieval.

We can improve efficiency in storage and
retrieval by exploiting neuroscientific mech-
anisms, such as different types of memory
(long-term versus short-term, episodic ver-
sus semantic), forgetting or deleting know-
ledge that is ‘past its sell-by date’, and
developing concepts and categories intern-
ally by creating links between patterns in
sensory input and particular symbols.

Underpinning the development of rea-
soning is the use of distributed computing to
create large-scale computing power. Some of
this power may be special-purpose reason-
ing directly implemented in hardware.

Research into modelling the highways and
byways of logic, such as non-monotonic logic
or reasoning under uncertainty, will continue.
Multimedia demand non-verbal reasoning,
or methods of annotating non-verbal content.
The usability of standard systems will be
tested by heterogeneous users on the Web,
demanding developments in Web navigation,
while information-hungry science will place
heavy demands on the grid architecture.

A key factor in enhancing the usability 
of computing technology will be the
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development of improved user models, per-
haps as a ‘side effect’ of knowledge acquisi-
tion from user behaviour. The neurosciences
have much to teach us about reinforcing
learning, and how to develop plastic archi-
tectures that can modify learning abilities at
crucial stages. Learning and plasticity will
be crucial to the development of autonomic
computing in which systems contain a
degree of self repair.

Machine learning has always been import-
ant in our learning methods. We must con-
tinue to develop smart ways of representing
information to facilitate reasoning over it. It
is perhaps equally important to supplement
statistical learning methods with generaliza-
tions about the domain to promote helpful
biases in learning.

2 SCOPE AND ASSUMPTIONS

In this chapter we review current research
from computer science and related fields
into memory, reasoning and learning. The
aim is to uncover research themes in the
area of cognitive science/neuroscience that
are important for the development of com-
puter science. Such themes may be prob-
lems that have to be solved, or potential
opportunities for progress. In this section,
we introduce the scope of our research, the
assumptions that underlie it, and some of
the important distinctions to bear in mind
while considering these issues.

2.1 Scope

We consider a 5- to 20-year horizon. We
will focus on computer science and its rela-
tion to cognitive neuroscience. We address
two issues in particular:

● What developments can we expect from
computer science? Which of those could
benefit from input from neuroscience?

● Given that, what questions should we
ask of neuroscience in the longer term?

The issue looks toward the 5-year horizon.
The second addresses the longer term. We

shall indicate our guesstimates of the work
that is plausible on these horizons. We sum-
marize these suggestions in the Appendix.

2.1.1 Type of Research
Most of our discussion concerns compu-

tational modelling and software. However,
neuroscience and neural computing will
introduce hardware issues. We will also dis-
cuss these.

2.1.2 Location
Our discussion is concerned with com-

puter science and the potential for develop-
ment in the UK. This will, however, be
understood in the context of the worldwide
discipline, and the market forces that will
privilege particular lines of development
over others.

2.1.3 Background Assumptions
Our chief assumption about the future of

computing is the continued development of
the Internet and World Wide Web (WWW).
This implies:

● An increase in application scale. Retrieval
methods in particular will have to cope
with Web-scale domains.

● Greater uncertainty about representation
formats. As the WWW increases in size,
and as the number of users increases,
there will be increasing quantities of
legacy data – ‘old’ data often created
using out-of-date software or languages,
and about which we can make few sim-
plifying assumptions. Much of the legacy
data will be in formats developed for
other uses. Increasing quantities will be
in relatively unstructured natural lan-
guage. There will also be more data that
is not in textual form, but in multimedia
formats.

● Greater heterogeneity of users. More
users, who in general will be less expert,
will require information and communi-
cation technology.

● Greater ubiquity. Current trends in
computing point towards providing the
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individual user with less computing
power and a move towards distributed
networks of cheap, local processing. Such
networks will enable the embedding of
computation in many more aspects of life
and work.

2.2 Memory, Reasoning and Learning

In this chapter, we focus on memory, rea-
soning and learning. These interrelate in
interesting ways. A position on one issue
will affect the possibilities on others. We dis-
cuss some of these interrelationships, but
otherwise we will not mention them expli-
citly. (We can see some of the relations
between the memory, reasoning and learning
in Fig. 10.1). In many cases, it is possible to

recast a problem in one category, ‘memory’
say, as a problem in another, e.g. ‘learning’.

Orthogonal to these interrelationships are
a number of key distinctions. We will discuss
these briefly to end our introductory task:

● Human and artificial neural computing
● Top-down and bottom-up approaches
● Physical and digital.

2.3 Human and Artificial Neural
Computing

We must beware of expecting too strong a
connection between neuroscience and com-
puting. While the human brain is the remem-
bering, reasoning and learning machine 
par excellence, and it is natural to look to its

How much information
is/should be/can be stored,
and how much created
anew through reasoning/
inference processes?

How much learned
information, and what,
gets into memory?

How is short-term memory
used in reasoning? What
limits does it place? How
are memories retrieved
during reasoning?

How does what is 
remembered influence
learning?

When reasoning, what information
can be inferred from currently
stored information, and what should
be gathered from the environment?

What reasoning processes affect
learning? How do reasoning 
capacities direct learning?

Memory

Reasoning Learning

FIGURE 10.1 Some relations between memory, reasoning and learning.
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240 10 MEMORY, REASONING AND LEARNING

study for ‘hints’ on how to make progress,
we should bear in mind important differ-
ences between brains and computers.

2.3.1 Input from the Neurosciences
Neural net research makes several sim-

plifying assumptions – for obvious and jus-
tifiable reasons – about neural computing
that may not apply to the human brain. For
instance:

● Human neurons receive a large range of
inputs, and have many different cellular
pathways for them to effect changes. An
artificial neuron typically bases its beha-
viour on a local learning law.

● Human neural assemblies encode infor-
mation in a variety of ways apart from
the strength of synaptic connections.
These include the timing and frequency
of neural impulses, varieties of oscillatory
circuit and reverbatory loops. Artificial
systems are only beginning to exploit a
variety of encoding.

● The human brain contains many re-entrant
connections with a high degree of feed-
back throughout all areas of the central
nervous systems. This feedback is beyond
the scope of all but a few artificial neural
architectures.

● Human learning is not necessarily con-
nected intimately to learning examples,
but often takes place at a distance in time
(for example, we may lay down some
memories during sleep). Artificial nets
are memory efficient, in that they do not
require storing a large amount of training
information.

● Large-scale modulatory phenomena,
such as emotional states, affect human
learning. Artificial nets are not subject to
these complex contexts.

● The scale difference between the human
brain and an artificial net is very large.

● Human neural learning must be ‘self-
sufficient’, while artificial neural nets (or
robotic agents) require further interven-
tion, for example through experimenta-
tion with network designs, searches for
local maxima, adjustments of learning

rates, etc. They are often put into artifi-
cial situations that maximize their learn-
ing potential.

2.3.2 Lessons from the Comparison
None of these reasons invalidates neural

research, but equally is no easy route from
neuroscience to computer science. We have
to make simplifying assumptions. The les-
sons to take forward are:

● Neural net technologies constitute
important paradigms for research in
computer science.

● We should beware of expecting a simple
export of results from neuroscience to
computing. The passage of an idea from
neuroscience is more often as a comput-
ing metaphor.

● Biological plausibility is always of inter-
est in artificial systems. Making use of
such constraints often aids the efficiency
and simplicity of such systems.

There are many ways of conceiving the rela-
tionship between an artificial neural (or
robotic) system and a human cognitive sys-
tem. There are at least seven respectable
dimensions for evaluating an artificial
model (Webb, 2001).

● Relevance Does the model test and gen-
erate hypotheses applicable to biology?

● Level Where are the elements of the
model, on an ontological hierarchy from
atoms to societies?

● Generality What range of biological sys-
tems does the model represent?

● Abstraction How much of the modelled
system’s complexity appears in the
model?

● Structural accuracy How well does the
model represent actual behaviour-
producing mechanisms?

● Performance How well does the model’s
performance match that of the system?

● Medium What is the model’s physical
basis?

When discussing an artificial model, we
need to be clear what the aims of the model
are in terms of dimensions such as these.
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2.3.3 Metaphors
Metaphor is an important part of scien-

tific research and of conceptualization. As
an example, consider memory research.
Different paradigms of memory research are
emerging that exploit two distinct metaphors.

The traditional paradigm, laboratory-
based, sees memory in effect as a store-
house, focusing on what is ‘kept’ in there,
and ‘how it is retrieved’. This paradigm has
been challenged recently by a more context-
embedded view, seeing memory as a corres-
pondence between past events and their
recall, emphasizing the everyday, naturalis-
tic aspects of memory and recall (Koriat and
Goldsmith, 1996).

2.4 Top-down and Bottom-up
Approaches

A second important distinction is that
between top-down and bottom-up appro-
aches to the study and modelling of cogni-
tion. Top-down approaches specify behaviour
in advance, and try to find architectures that
produce it. Bottom-up approaches specify
architectures and try to see what behaviour
results.

2.4.1 Logic and Virtual Machines
One example of a top-down approach is

the view that logic is adequate to describe
psychological phenomena. This view is
attractive: it provides epistemological foun-
dations (the axioms of the logic). However,
as we shall see (section 4.1), automatic rea-
soning based on logic is not enough for a
general psychological account. We therefore
need different logics for different contexts.

Nevertheless, the idea continues to influ-
ence. Although well-defined formalisms are
not thought to be good at describing neural
computation, there is a view that at some
level of abstraction logic is the best descrip-
tion of inference systems. There is therefore
the view that it should be possible to describe
any such system as a logical calculator.

Different levels of description of computa-
tional systems are termed ‘virtual machines’.

A key question about neuroscience and arti-
ficial neural nets, therefore, is whether such
substrates can provide material for a virtual
machine that supports logic-based reasoning
and subject–predicate descriptions of the
environment.

2.4.2 Holistic, Bottom-up Approaches
Bottom-up approaches to the study of

cognition try to emulate the causal factors 
of cognitive functionality by simulating the
evolutionary development that brought it
about. Such approaches reject logic, looking
instead for explanatory interactions between
agents and the world (Pfeiffer, 1999).

Recent work includes the evolution of
robotic controllers to produce team-oriented
behaviour. This behaviour can evolve despite
the constraints on autonomous agents, such
as the possibility of the non-optimality of
information that may be available only
locally. Systems like this can throw interest-
ing light on cognition both in terms of the
properties of the individual agents, and in
terms of the group behaviour that emerges
from cooperative teamwork. Other examples
of evolutionary research include the devel-
opment of visual capabilities to navigate
through noisy environments, and the devel-
opment of capacities to detect unusual 
phenomena.

Another bottom-up approach is to try to
model simple biological systems. Inverte-
brate systems can show interesting behav-
iour. There are approaches to the study of
cognition modelling single cells, or simple
nervous systems. Examples of the results
from such research include systems that can
navigate by locating sources of sound. The
aim of such systems is to produce rich
behaviours without complex information
processing.

A related area of hardware research is
that of evolutionary electronics. Here artifi-
cial evolutionary processes (e.g. genetic
algorithms) can be used to design systems
on reconfigurable silicon chips. Analysis
techniques are being developed, and are still
required, to give insights into the operation
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242 10 MEMORY, REASONING AND LEARNING

of circuits produced through evolution, and
to map out their fault tolerance.

Bottom-up approaches generally involve
developing/modelling complete cognitive
systems, as opposed to the top-down style
of isolating a particular cognitive function
and modelling it in isolation. The advantage
of the bottom-up approach is that there are
no problems of integration/inconsistency
with other cognitive functions. The corres-
ponding disadvantage is that the behaviour
can miss system requirements, in terms of
both complexity and correctness.

The increasing scope of ubiquitous com-
puting, with distributed networks of cheap
processing power, means that it could be
important to understand the possibilities of
simple behaviour. The ability to produce
useful behaviour without placing great con-
straints on memory could be very timely.

2.5 The Physical and the Digital

A third distinction between natural and
artificial systems is that between the phys-
ical world and the digital world. In some
ways it can be glossed over – the digital
world can be seen as virtual reality, where
the same (or interestingly different) laws
can govern life and reproduction, learning
and adaptation (see The EQUATOR Project
http://www.equator.ac.uk).

In the physical world, we can investigate
intelligence, for example, via physically
embodied robots. As we wish to study
increasingly complex aspects of the world,
then the appropriate robotics focuses on
small-scale, smart niched robots, that function
in zones with a restricted set of properties.

In the digital world, the analogues of
robots are ‘softbots’, adaptive intelligent
agents that are goal-oriented, autonomous
and communicative. Such agents will have
to possess increasingly focused microintelli-
gence as the digital world specification
becomes increasingly complex. The response
to complexity by specialization in both the
physical and the digital world is not a coin-
cidence, as physical and virtual reality share
many essential properties.

Computer science often exploits the
physical/digital distinction by borrowing
metaphors from the physical side to exploit
on the digital. One example of this is the
idea of autonomic computing, with distrib-
uted networks that can repair themselves,
or recover from damage. These often use
redundancy to allow recovery without a
crash. Such systems need to be adaptive, to
have goals for system improvement, and to
anticipate demands upon them (Gibbs, 2002).

The use of physical metaphors in the 
digital world has changed the concepts of
intelligence that we use in the digital world.
For example, in the natural world the phe-
nomenon of speciation means that many
simple specialized forms fill small ecological
niches. In the digital world, the same is
increasingly happening, with the resulting
‘speciation’ into microintelligences.

3 MEMORY

3.1 Content Addressable Memory and
Associative Memory

In a neural net, the pattern of the unit’s
activation stores the data. If a unit receives an
input from a connected unit, it passes out-
put to other connected units. If these units
represent attributes of data, then any con-
nected unit can access the data – i.e. the data
can be recalled not only by using the index-
ing system, but by any of the attributes. As
the connections represent the unit’s content,
this sort of mechanism is called content
addressable memory. Such memory allows
flexibility of recall and retrieval, and can
work round errors or corruption of data to
reconstruct the original information.

There are also information retrieval
methods for going beyond standard index-
ing in symbolic systems, and conceptions of
the symbolic/subsymbolic relationship that
postulate intermediate layers in the archi-
tecture (see Gardenfors, 2000, discussed in
section 3.5).

Content addressable memory can operate
as associative memory. This takes particular
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patterns of data and returns stored data con-
forming to those patterns. In other words,
the user expresses what he or she is looking
for, and the memory is retrieved. This is much
more like human memory, where an input
triggers semantically linked associations (as
with Proust’s Madeleine), and directly
relates (input) data with (retrieved) data.

3.1.1 Five-year Horizon
Much data comes to us in symbolic form.

This leads to the question of how to organ-
ize and encode symbolic data so that it is
amenable to associative recall. This is clearly
related to the idea of intermediate architec-
tures between the symbolic and the subsym-
bolic (Gardenfors, 2000), and the question of
the relationship between such architectures
(see section 4.1.1).

One example of a hardware implementa-
tion of content addressable memory is that
of correlation matrix memories (Hodge and
Austin, 2001). Their modular structure in
particular suggests research to understand
retrieval processes (and information-encod-
ing) across distributed, composed memor-
ies. Is such a modular structure biologically
plausible, or does the neurological system
have to be far more interdependent?

3.1.2 Twenty-year Horizon
Can these memory models be usefully

informed about the organizational struc-
tures found in cortical architectures?

3.2 Multimedia Issues

Multimedia data mainly pose problems
of information retrieval. How do you search
multimedia data without the relative ease of
textual cues? But there is also a related prob-
lem of memory and storage. This is an
example of how the three themes of this
chapter interrelate very tightly.

3.2.1 Five-year Horizon
Multimedia data storage requires an

integrated set of storage technologies that

facilitate information retrieval. The storage
requirements for graphics and video are of
course greater than for text. Hierarchies are
a potential mechanism here. Furthermore,
the real-time support requirements of multi-
media need special-purpose algorithms and
models.

Data retrieval needs to be sensitive to
delays and heterogeneous retrieval times.
Index processing of multimedia data is
expensive. Different types of data need to be
synchronized. Support for data retrieval
would ideally be built into multimedia
memory structures.

An interesting idea, borrowed from com-
puter graphics and games, is that of mul-
tiresolution modelling. Realistic graphics
(for example in the representation of
bumpy/scruffy surfaces) require complex,
detailed models. Rendering such graphics
often has to be fast (sometimes interactive),
and the complexity naturally slows process-
ing down, so software designers have 
developed techniques to extract the essential
details from a scene and to discard the
unnecessary details.

Multiresolution models operate on
objects at many different levels of abstrac-
tion. They can reconstruct any one of these
levels on demand. There are a number of
techniques for this. For example ‘wavelets’
are mathematical functions that can repre-
sent data at different scales and resolution.
Hence wavelet algorithms process data at
different levels, and the scale in which one is
interested crucially affects the way data are
processed.

Another approach is with simplification
envelopes. These are techniques for estab-
lishing a global measure of the error of the
model in representing its object. In effect,
this approach works out a set of limits within
which the object is known to exist.

3.2.2 Twenty-year Horizon
Multiresolution modelling may prove to

be an interesting interpretation of neural 
processing. Computer systems now have a
full range of sensory input capabilities. The
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notion of a media type will extend well
beyond text, image and audio into meaning-
ful representations of haptic interactions
(touch) and olfactory experience (smell).

Understanding how to represent, index
and integrate memories that originate in dif-
ferent modalities, will become a pressing
question for research.

3.3 Different Types of Memory

3.3.1 Five-year Horizon
There will be a pressing requirement for

the construction and indexing of large-scale
personal and corporate multimedia mem-
ories. This in turn will focus attention on the
need for semantic enrichment of the content
so that it can be integrated and organized in
a more useful fashion. This is likely to direct
attention to the mechanisms employed to
these ends in human memory, which are
linked to questions about the relationship
between working memory and long-term
memory.

3.3.2 Twenty-year Horizon
There are many challenges for under-

standing the relationship between different
types of human memory. For example, what
are the constraints on the extraction of 
information from working memory? Under-
standing this sort of filtering issue, in psycho-
logical and neuropsychological terms, would
help to cast light on the focusing of atten-
tion. How does irrelevant information get
removed from working memory? How does
our understanding of ‘irrelevant’ here fluc-
tuate with context? How are objects selected
for attention focus in general, and to struc-
ture the cognitive functions to minimize 
the costly switching of focus of attention
(Oberauer, 2002)?

A related issue is that of conceptual-
ization of the environment. Survival often
means understanding the environment in
terms of both the arrangement of objects in
the field of vision (e.g. that some rocks and
trees appear), and their significance to the

subject (e.g. as the path home) (Glenberg,
1997).

Another example of a problem develop-
ing from discussion of human memory is
that of selecting particular storage mech-
anisms, or recollection mechanisms, for par-
ticular memories or particular tasks.

A final point: much of our knowledge is
implicit. I do not explicitly recall that Tony
Blair was wearing trousers when I last saw
him addressing the House of Commons on
TV, but if asked I can deduce that he was,
from, among other things, the fact that I
would remember if he was not. Memory is a
trade-off between laying down memories,
thereby creating a retrieval problem, and leav-
ing certain things implicit and performing
some reasoning to rediscover them, thereby
creating reasoning problems. An interesting
synergy with neuroscience would be to find
ways to characterize this distinction accu-
rately, to select those pieces of knowledge best
‘remembered’ implicitly, and to link the dis-
tinction with similar distinctions, such as pro-
cedural/declarative, conscious/unconscious
and verbalizable/non-verbalizable.

3.4 Forgetting

An intriguing topic, and one where com-
puter science has much to learn from neuro-
science and psychology, is that of forgetting
obsolete data. Forgetting, in human psych-
ology, is more than just a failure of mem-
ory; it is an essential mechanism for clearing
out useless facts in order to preserve effi-
ciency of recall. The forgotten facts can no
longer interfere with search. For comput-
ing, the availability of ever-cheaper storage
capacity means that ‘forgetting’ is no longer
essential to make room for new knowledge.
However, forgetting can still be useful for
two reasons:

● to improve search, which is analogous to
focusing of attention

● as part of routine knowledge mainten-
ance, information repositories could be
stripped of knowledge when its validity
conditions failed.
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3.4.1 Five-year Horizon
Research problems to do with forgetting

include:

● Identification of knowledge to forget.
● Deciding how to deal with knowledge

related to that which is forgotten; such as
knowledge that implies the forgotten
knowledge, knowledge whose only justi-
fication is the forgotten knowledge, or
processes that make essential use of the
forgotten knowledge.

● Interpreting the meaning of the term 
‘forget’: should it mean removal from
memory, or simply making knowledge
harder to find? This issue is related to that
of the conception of information as being
‘foreground’ or ‘background’. Psychologi-
cally, information in the foreground is
more amenable to processing; background 
information is only processed where 
necessary.

On this interpretation, the information
space could adapt to a user’s decisions as
they follow a path through it, and hence the
information that passes from the back-
ground to the foreground is determined
implicitly to some extent by the choices
made by the user in the past (Campbell and
van Rijsbergen, 1996). This is illustrated in
Fig. 10.2, in which the user path through an
information space alters the space itself.

3.4.2 Twenty-year Horizon
A number of psychological mechanisms

could be applied, metaphorically at least, to
knowledge stored mechanically.

● Gestalt theory Memories are adjusted 
in the light of new knowledge to create a
more streamlined, theoretically smooth
view of the world, forgetting ‘inconveni-
ent’ information that contradicts new
corroborated theories. This is analogous
to abstraction, or processes designed to
‘smooth’ data in machine learning.

● Decay theory Knowledge is forgotten
when it has been unused for a period of
time, and the brain structures encoding it

decay. Alternatively, forgetting takes place
when representations of the responses
that lead to their recall are truncated
(Killeen, 1994). Such a process could be
artificially created in computers. An
example of this appears in the QuiC
dynamic link service, which generates
links for users on the basis of the brows-
ing patterns of similar users. Links that
are not used are removed (El-Beltagy et al.,
2002). (See section 4.5 for more on link
separation and external link storage.)

● Interference theory Knowledge of differ-
ent types can interfere with each other
and some knowledge can be overwritten.
This might be seen as ‘consistency check-
ing’, where new information caused the
removal of inconsistent information
already in memory.

● Forgetful neural networks On one model
of memory, we learn new patterns of acti-
vation gradually at the expense of older
ones (Hopfield, 1982). This model is
important for neural networks, where
there is the danger of ‘catastrophic forget-
ting’. This could happen when essential
changes wipe out distributed representa-
tions in models, when, for example, the
model is scaled up. Smolensky’s super-
positional memory theory might be a use-
ful medium for this (Smolensky, 1991).

● Retrieval failure Memory is more reliable
when the cues accompanying retrieval
are similar to the cues accompanying
learning. Associating memories with
acquisition context might be a way of
making memory more context-sensitive.

3.5 Symbol Grounding

The symbol grounding problem is a
problem about how symbols get their refer-
ence. For a symbol system to be useful, it
has to refer to the world in some respect. For
that to happen there needs to be some sort of
relationship between a symbol and its refer-
ent. However, this relationship cannot be
grounded verbally, by definitions, because a
definition only provides a link between two
symbols.
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3.5.1 Five-year Horizon
Neural net systems are generally good at

classificatory tasks. They have also shown
interesting linguistic properties. It can there-
fore be argued that connectionism is the nat-
ural candidate for learning the symbol
grounding invariant features, connecting
names with the objects they stand for
(Harnad, 1990). Another approach is to use
autonomous agents to bootstrap ontologies,
words, visual categories or other semantic
structures, through particularly structured

interactions with the environment (Steels
and Kaplan, 1999; Steels, 2001).

3.5.2 Twenty-year Horizon
A third approach to symbol grounding is

via neural Darwinism, the idea that groups
of neurons, clustered together and wired up
in a more or less random way, achieve a regu-
lar kind of interactive relationship with the
outside world. On this view, unfamiliar
stimuli ‘invade’ the brain through the sens-
ory system. Some of these randomly wired

FIGURE 10.2 A user entering an information space will experience the choice of a number of objects (images). As
the user moves from object to object, tracing out a path, they will face a choice of the most relevant objects. As the
user continues, the previously chosen objects are suitably arranged. The arrangement of the objects at any one point is
a function of the path through the space. A user can, at any time, start browsing from any one of the objects displayed.
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clusters of neurons react more strongly than
others to the stimuli. If such reactions
strengthen connections between the neurons,
then those neurons will develop an increas-
ingly strong reaction to stimuli of that type
(Edelman, 1990, 1992).
A fourth approach is to understand an inter-
mediate stage between the subsymbolic
stratum and the symbolic layer. For example,
Gardenfors (2000) argues that symbolic rep-
resentation is particularly bad for concept
learning, and conceptual spaces (geometrical
structures based on quality dimensions) 
are a better framework for representing
knowledge at the conceptual level.

4 REASONING

4.1 Logic and Alternatives

4.1.1 The Relation between Logic-based
Reasoning and Neural Nets

Automated reasoning systems are among
the most mature applications of computer
science. Early attempts to produce a general
purpose reasoner were widely seen as a
dead end. Special purpose reasoners for
smaller, tractable problems, such as theorem
proving, have superseded them (see e.g.
Brewka et al., 1997; Greiner et al., 2001;
Chesñevar et al., 2000).

Different logics have developed for dif-
ferent reasoning contexts, such as particular
propositional contexts (e.g. reasoning about
beliefs, reasoning about time and temporal
relations), different levels of expressivity
(e.g. propositional logic, first order logic
with quantification, fuzzy logic), or particu-
lar phenomena (e.g. processes, uncertainty).
The theory of such logics is well-understood.
They provide an intersection with related
disciplines, such as artificial intelligence,
philosophical logic, databases, etc.

4.1.2 Five-year Horizon
Reasoning in natural and artificial neural

systems is often understood to go on below
the level of logic. As a result, the relation-
ship between ‘classical’ automated reason-
ing, and biologically plausible reasoning
needs elaboration. Can neural nets underlie

a virtual machine for logic-based reasoning?
There are promising results in this area.

One issue at the interface of computer sci-
ence and psychology is that of the limitations
of a resource-bounded processor with respect
to a logic. Logics are ‘perfect’, mathematical
Platonic systems with no real time or mem-
ory constraints. Machines that embody logic
are resource-bounded, and consequently
deviate from their underlying logics in ways
that can often be of psychological interest
(O’Hara et al., 1995). If we could use a neu-
ronally based virtual machine for logic-based
reasoning, it would be interesting to see how
such a machine would deviate from the
underlying logic, and whether such devia-
tions had interesting or surprising properties.

4.1.3 Non-monotonic Reasoning
It is simplest to reason in environments

that are generally ‘well-behaved’. This is not
always possible. Non-monotonic reasoning
tries to model more closely the type of
messy, common-sense reasoning that people
actually do. It is the logic of contingency
rather than necessity (Brewka et al., 1997).

The key assumption of a monotonic, ‘well-
behaved’ logic is that if a set of propositions
entails a conclusion, then any addition to that
set of propositions still entails the conclu-
sion, that is, if what you know means that
something must be true, finding out more
will not change it. Non-monotonic reasoning
drops that assumption, and allows conclu-
sions to be withdrawn upon the discovery
of more information.

Types of non-monotonic reasoning include:
belief revision systems, reasoning under
uncertainty (section 4.2), handling inconsis-
tency, default reasoning, reasoning from
similarities, planning systems, and abduc-
tive reasoning (i.e. if a hypothesis would, if
true, explain data better than other hypothe-
ses, conclude that the hypothesis is true).

4.1.4 Five-year Horizon
Aspects of non-monotonic reasoning 

in current research include: the relation of
non-monotonic reasoning systems to the
actual reasoning that people do; how non-
monotonic reasoning can be supported by
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neural systems; and semantic accounts of
non-monotonic reasoning, as well as honing
the algorithms (e.g. how to decide on the
parameters, and how to assess the param-
eter values, of abduction algorithms).

4.1.5 Hardware and Evolution
There is a move towards micro-

intelligences, distributed systems and niched
systems. Using logic in computing implies
structured understanding of the reasoning 
to be performed. However, the success of a
number of anti-structural approaches – such
as neural nets and hidden Markov model-
ling – in tackling problems such as speech
recognition, data-mining and robot naviga-
tion, has led to a new appreciation of what
brute computational force can achieve, rather
than intensive advance analysis of problems.

4.1.6 Twenty-year Horizon
In the natural world, much computation

is performed by direct implementation in
special purpose hardware. Evolution has
balanced a number of requirements, playing
behavioural requirements off against envir-
onments, brains against bodies, to produce
such adaptive architectures. As our comput-
ing techniques improve, and we can in effect
throw computational power at problems,
we will need synergistic research with neuro-
science and biology to find insights into the
best use of this power.

4.2 Uncertainty

We might express the problem of uncer-
tainty as how to reason in situations which
are underdescribed. If we do not have values
for relevant parameters of a particular infer-
ence, how can we make decisions? This is, of
course, very common, for example when
inferences are required in real time, when
there simply may not be time to gather all
the desirable information.

4.2.1 Five-year Horizon
One approach to reasoning about uncer-

tainty is with neural nets. These are very

robust with respect to noisy or incomplete
data, they also allow fast search but at the
cost of reliability, and can perform combina-
torial search.

Uncertainty also features heavily in
information retrieval. Information retrieval
has a number of orthogonal dimensions,
including logics for reasoning about struc-
tures of multimedia documents, and associ-
ated theories of uncertainty to supplement
the formal logic. The uncertainty provides a
quantitative measure of the relevance of a
stored object to a query. A third dimension is
that of providing parallel and probabilistic
algorithms to improve retrieval perform-
ance under such logical and probabilistic
descriptions. This is a well-trodden research
path (Crestani et al., 1998).

4.2.2 Twenty-year Horizon
On the longer horizon, work from the

cognitive neurosciences that might be rele-
vant includes focus of attention. This is now
largely understood as a computer vision
issue, but this is an instance of the general
problem of extracting the important infor-
mation from input describing the environ-
ment. An understanding of the properties of
the current task can help to introduce biases
into any representation of the environment
to increase the chances of discovering the
important factors.

4.2.3 Probabilistic Reasoning
An alternative, possibly complementary,

approach to uncertainty is probabilistic rea-
soning (de Mántaras, 1990). Whereas stand-
ard logic-based reasoning reasons about
propositions or other symbols of semantic
significance, probabilistic reasoning looks at
propositions associated with some degree of
belief. The problem then is how to represent
and combine degrees of belief in inference.

There is also work in so-called ‘graphical
models’. These are types of probabilistic net-
works with their roots in several research
communities.

The graphical models framework pro-
vides a clean mathematical formalism that
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suggests that a wide variety of network
approaches to computation, including neural
networks, are instances of a more general
probabilistic methodology (Jordan and Weiss,
2002). Moreover, there are now highly effi-
cient implementations of these models that
realize probabilistic inference. Learning algo-
rithms have been built within this approach
that some argue are good candidates for
describing learning in cognitive systems
(Jordan and Jacobs, 2002).

Five-year Horizon

Challenges here include the development
of psychologically plausible models of prob-
abilistic reasoning, their implementation on
biologically plausible platforms, extending
the principles of probabilistic reasoning to
distributed and multi-agent environments,
and finding techniques and software tools
for modelling the environment as probabil-
ities. This last would be useful, for example,
in knowledge acquisition from lay people,
who are often required to calibrate com-
puter systems using Bayesian or other prob-
abilistic terms.

4.2.4 Web-scale Applications: Semantic
Harvesting

Five-year Horizon

Using probabilistic reasoning to under-
stand content from the Web could be crucial.
Given the scale of the Web, it will be essen-
tial to harvest, index and annotate such con-
tent, and to apply probabilistic methods for
determining its significance. We will need
ontologies that we can map concepts onto.
We will also need natural language-based
information extraction techniques to reach a
formal understanding of the text on a web
page. The requirement for probabilistic rea-
soning in this context is caused not only by
the scale of the application, but also by the
irremediable scruffiness of the data.

The application opportunity here is to
develop ‘semantic clerks’, clerically mun-
dane applications for routine information
management requiring complex behaviours
and detailed ontological views of the world.

4.3 Demands of Multimedia

The new computing environment includes
much data in non-textual form. Much new
research has focused on the problem of rea-
soning over multimedia data.

4.3.1 Five-year Horizon
One aspect of the problem of information

retrieval concerns the nature and types of
multimedia data, in order to allow the
development or use of representational and
inferential technologies and languages that
allow effective retrieval of data in this form.
We can then model these technologies and
incorporate their descriptions into a logic
capable of modelling uncertainty, using an
object-oriented paradigm, graph models or
other formalisms to understand and express
the multimedia concepts. The resulting logic
should then be a suitable model for a new
generation of multimedia information
retrieval systems. A key factor here is the
conceptualization of retrieval as reasoning
or inference (see also section 3.2, and
Crestani et al., 1998).

4.3.2 Twenty-year Horizon
If we are to move beyond the traditional

media forms of text, graphics audio and
video we will need methods of retrieval for
these other modalities. The storage and
retrieval of sensory memories such as smell
are active areas of research in neuroscience.
This work could provide ways of thinking
about computational analogues.

4.4 Usability

4.4.1 Five-year Horizon
The future computing environment will be

messy. Users will be heterogeneous, with an
increasingly complex set of requirements for
the systems with which they interact. Many
users will be versed in computing, but as
computing becomes more ubiquitous they
will generally be less expert. Hence one prior-
ity is to develop high-level interfaces to assist
users in describing what they do not precisely
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know, by providing expressivity for describ-
ing requirements, displaying retrieved infor-
mation and reformulating queries.

Furthermore, as data repositories grow,
systems will have to deal with increasing
quantities of data. Much of this data will be
in legacy, perhaps obsolete, formats. Some
will be out of date or plain wrong. Such a
universe is uncongenial to reasoning sys-
tems. The new generation of systems needs
to be able to operate in such an environment.

For usability, the key issues include effect-
ive and appropriate querying, linking and
browsing. Building search engines that are
sensitive to query semantics will be an
important aid for usability, especially for
novice users. Important underlying tech-
nologies here include the determination of
the context of a query – for example deter-
mining reference of terms. Furthermore, it 
is important to present results to the user, in
such a way that he or she can easily deter-
mine the relevance of the information to his
or her requirements.

It will be important to understand the
psychology of search and browsing. For
example, do people want to retrieve multi-
media data on the basis of properties of the
medium (e.g. for pictures, in terms of colour,
texture, intensity of light)? Or is content-based
searching appropriate? How should multi-
media documents be presented to the user?
Which technologies support a fast perception
of the content of multimedia documents?

4.4.2 Twenty-year Horizon
A substantial challenge is to understand

the task context and subtleties of workflow
that individuals and groups engage in. This
requires innovations in terms of sociological
and ethnographic methods, as well as tech-
nical progress to understand how to recog-
nize and support these types of context
switching.

4.5 Indexing, Navigating and Linking

The Web, with its network of hyper-text
links, should provide a series of multi-
dimensional navigational paths through

which the user can move. In fact there are
relatively few such paths. This is because
with standard technologies the links are pro-
vided by authors, who would have to com-
mit themselves to a large maintenance task
to provide a comprehensive set of associa-
tive links, for example, weeding out dangling
links. The links would also reflect the inter-
ests and knowledge of the author, rather
than those of the reader (see Cailliau and
Ashman, 1999).

4.5.1 Five-year Horizon
The lack of associative linking leads users

to search engines. These provide, in effect,
navigation by query. But this limits hyper-
text systems. Associative linking allows
navigation by browsing, as opposed to the
data-base-like navigation by matching, in
the case of search engines, key phrases.

One aim is to recover the possibilities of
the Web by reintroducing associative link-
ing in different ways (Hall, 2000). This could
be done by, for example, storing links sep-
arately in an external database called a link-
base. This approach is well-documented
and has clear advantages when applied to
open hypermedia (Hall, 1996).

Researchers have discussed various other
approaches (Chalmers, 1999). These include
information retrieval, workflow, collabora-
tive filtering and paths. These techniques are
members of a general family of approaches
to information access that use a framework
with philosophical and semiological roots to
examine them in terms of the phenomena
they include and exclude, how information
is shared with their communities of use,
models of user activity, presentation of
results, adaptation of system behaviour and
the interrelationships of representational
components.

One example is for the user rather than
the writer to generate associative links.
Monitoring the user’s browsing behaviour
can suggest which documents users find
useful, both via monitoring the browsing
trails and noting their expressions of greater
interest, such as bookmarking. Following
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such linking in context can help other users
with similar profiles by making that infor-
mation available to them, which – assuming
the linkbase is kept up to date – will largely
consist of functioning links (El-Beltagy et al.,
2002).

Such an idea is one way of introducing
context sensitivity. Determination of context
is a serious problem for such applications,
and will be a key problem to crack.

As an example of potential approaches,
TF-IDF (Term Frequency, Inverse Document
Frequency) is an information retrieval tech-
nique that calculates the importance of
terms in a document (Belew, 2000). If a term
is used more frequently in one document
than in others, then we can assume that the
term is important in determining the con-
text of that document. Determining the con-
text of use, and therefore which users are
similar to those whose browsing behaviour
provides the links, will be an important
development, particularly as context can be
specified at a lower level of abstraction (i.e.
a more local context specified).

Indexing and context is an issue on the
borderline of reasoning and memory. When
expressing index terms, how much should
be pre-computed, and what should be com-
puted dynamically? How should the struc-
ture of index strings be expressed?

One answer to this question is through
ontologies and description logics. For 
example, ontologies of the domain can pro-
vide sophisticated conceptual models of the
document terms and their interrelation-
ships, and can generate links dynamically
on that basis (Carr et al., 2001). A further
issue is the desirability of having free vocabu-
laries for indexing, as opposed to keeping
the vocabulary restricted.

More research is also required on the best
ways to present a semantically suggestive
set of index terms for information retrieval.
Indexing can be manual or automated.
Newer approaches include intelligent or
agent-based indexing, and, in the context of
a Semantic Web, annotations or metadata
about documents can provide more intelli-
gence or context-sensitivity.

A further issue about indexing here is the
contrast, or complementarity, of statistical
information retrieval, and semantically con-
trolled approaches. Should the approaches
be integrated closely, or merely act as two
separate components of the information
retrieval toolkit? An example here of such a
challenge might be the combination of 
TF-IDF retrieval with a link-based approach
to retrieval (e.g. Page et al., 1991).

4.5.2 Twenty-year Horizon
Discoveries about human associative

memory will be very important in this con-
text. They will allow the specification of a
link lifecycle that is closer to human mem-
ory patterns. They will also allow intelligent
clustering of links and phrases.

The human brain combines different types
of retrieval clues seamlessly. One way to
understanding this sort of mechanism could
be the exploitation of evidence combining
techniques such as the Dempster–Shafer the-
ory of evidence (see de Mántaras 1990: 38–56
for a short introduction).

4.6 eScience and the Grid

Finally, we consider the reasoning require-
ments from the eScience initiative. This is a
new environment of complex assemblies of
programming power in open systems. The
aim is to develop an open digital infrastruc-
ture that can handle rapid changes with
minimum administration.

We will need autonomous reasoning sys-
tems that can deal with such changes in a
straightforward way. The aim of producing
an infrastructure by large-scale aggregation
of computing resources – allowing scientists
to ‘plug in’ and extract the power they need
to tackle data-heavy problems – will set a
number of important challenges (Foster and
Kesselman, 1998; De Roure et al., 2001).

4.6.1 Five-year Horizon
Managing such autonomous systems, and

negotiating between users, their agents, host
systems and regulators, will be challenging.
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Reasoners must be interoperable across, and
in combinations of, domains, and capable of
adapting to contexts defined by device cap-
abilities, user activity and the current problem.
We will require new models of collaboration
and workflow management. Furthermore,
researchers will come in with varying levels
of expertise, requiring flexible user models.

Grid-based computing is likely to produce
data on a very large scale. We need to develop
methods for retrieving, reusing, publishing
and maintaining content on this scale.

The discovery, assembly and exploitation
of the suites of services required for eScience
applications will require new ways of repre-
senting and manipulating them. Grid ser-
vices will need to be brokered to users, while
users will have to find ways to match ser-
vices to their needs.

One way forward is to develop problem-
solving environments. These would allow
users to make resource allocation decisions
at a higher level of abstraction than grid man-
agement. They allow users to see the issues
in terms of the problem semantics, not in the
alien terms of the underlying infrastructure.

4.6.2 Twenty-year Horizon
The move to a computing utility model,

with ubiquitous and pervasive computing
power, will happen over this timeframe.
This computing fabric will have to provide
significant autonomic capability.

5 LEARNING

5.1 Personalization of Content

The value that users place on knowledge
depends greatly on the way in which that
information is presented. This leads to the
idea of personalization, where systems tailor
content to fit a user’s preferences. For exam-
ple, we have seen work that attempts to
allow the reader’s system to plant hyperlinks
in web pages, which can then be individually
tailored without much effort by the reader
(Hall, 1996; section 4.5 above). As another
example, recall the work on information

spaces that adapt to user choices (section 3.4
above). Other technologies applied to model-
ling user’s requirements include predicative
statistical models, machine learning, plan
recognition techniques and generic model-
ling systems (Kobsa, 2001).

5.1.1 Five-year Horizon
Two different, though interlinked, learn-

ing-based issues are related to personaliza-
tion of content:

● What is the relation between personal-
ization of content and human learning?

● How does the system learn about the
user?

The first issue generates interesting
research questions. The main problem is how
the provision of a series of special-purpose
paths through material can aid the user’s
learning. What adaptations can ease the
learning process?

These issues lead to straightforward
questions of application. For example, how
should we integrate such systems into, say,
a classroom environment, acquiring user
feedback, and feeding back comments to
users? And how can we use such technolo-
gies for distributed learning?

The second question is how such systems
learn about the user. How are user models
created? How can we use available informa-
tion, for example about browsing patterns,
to understand how users learn? Agent archi-
tectures have helped to address such ques-
tions (see papers in Kobsa, 2001).

5.1.2 Twenty-year Horizon
In general, early user models focused on a

set of static attributes (e.g. sex, age). However,
the trend has been towards models supple-
mented by information on how users interact
with the system. There is an issue as to which
static attributes are important, i.e. which psy-
chological attributes affect learning styles
(e.g. study background, personality variables,
computing experience). Psychological models
of learning will provide input here.
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A further question is how a system
should move from behavioural description
to user model. What aspects of behaviour are
relevant for model construction? And given
the description of behaviour, how should we
feed this into a user model? User browsing
behaviour, for example, takes place while
learning; how should we describe this learn-
ing context?

Another issue is how to adapt user model-
ling to the new computing environment of
localized microintelligences. User models
have to be mobile, and adaptable or creatable
by the small-scale smart appliances. For
instance, a computer in your car will want a
limited user model of you as a driver (Kobsa,
2001a). Such niches may not just be techno-
logically determined. They may be influ-
enced by national borders, for example if
user modelling came under the purview of
data protection regimes of varying strictness.

5.2 Reinforcement Learning

Reinforcement learning is where a system,
or agent, tries to maximize some measure of
reward while interacting with a dynamic
environment. If an action is followed by an
increase in the reward, then the system
increases the tendency to produce that action.

The idea of reinforcement learning
crosses many disciplinary boundaries, and
features in, for instance, engineering, arti-
ficial intelligence, psychology and neuro-
science (Kaelbling et al., 1996). Given the
problem’s direct roots in human learning,
the chief issue is how to adapt human or ani-
mal mechanisms for reinforcement learning
to the development of artificial autonomous
agents which can interact with their environ-
ment and maximize utility measures.

Researchers in artificial intelligence,
agent technology and neural nets have stud-
ied reinforcement learning for some time.
Many of the mathematical foundations are
in place. An increasing number of math-
ematical models and algorithms are available
(Sutton and Barto, 1998).

Such quantitative models of adaptive
optimizing control can be used alongside

neuroscientific analyses. There are also links
with genetic algorithms, although reinforce-
ment learning focuses on the problem of a
single agent’s learning rather than evolu-
tionary development over several gener-
ations. However, the two fields often discuss
the same problems, and interact through
domain similarity.

5.2.1 Five-year Horizon
Issues connected with reinforcement

learning include (Sutton and Barto, 1998;
Kaelbling et al., 1996; Mitchell, 1997):

● Interactivity How should we describe
the interface of the agent and the envir-
onment? How can we understand the
contribution of a single agent when it
may interact with the environment only
with a group of other agents? This is
obviously a problem with neural nets, for
example, where the system itself rather
than the autonomous nodes produces
what we understand as the ‘behaviour’.

● Uncertainty How should an agent
behave under uncertainty? Which options
are available to describe uncertain condi-
tions? How should we assess risk?

● Goals and rewards How can we encode
goals in reward structures?

● Learning in complex environments Actions
often have complex and delayed conse-
quences. How can we know which actions
affect which environmental variables?
How can we best describe the environ-
ment to uncover the specific and non-
immediate contributions of the agent?

5.2.2 Twenty-year Horizon
● Context Understanding contextual res-

trictions can reduce effort in appraising
the environment. How can we develop
this insight? Equally, the efficiency of rein-
forcement learning increases as the expec-
tations of the environment become more
accurate: so there is the same requirement
to understand the environment as to
understand the agent.

● Settling on knowledge There is a tradeoff
for agents between exploiting current
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knowledge of the environment to
increase utility, and exploring the envi-
ronment to learn more about it.

● Forgetting Recall from section 3.4 the
decay theory of forgetting, where an
unused memory gradually decays. Is there
a link between reinforcement theories of
learning and decay theories of forgetting?

5.3 Plasticity

The nervous systems of all animals
develop and adapt to the bodies and envir-
onments they find themselves in. Up to
three-quarters of neurons in a structure die
during early development. This cell death
occurs principally during a phase of neur-
onal development called target innervation,
during which neurons send out axons to
make synapses with their intended targets
(such as muscles or other neurons). Once
contact is established, their targets supply
molecular factors, called neurotrophic fac-
tors, on which the survival of the innervat-
ing neurons depends. If a neuron receives
too little factor, it dies. Target innervation
and the neuronal death that result are an
adaptive mechanism by which a brain can
learn about its body.

Recent experimental evidence indicates
that, in addition to their role in earlier neu-
ronal death, neurotrophic factors are also
implicated in later synaptic growth (the
fine-grained connections between neurons)
and re-arrangement (McAllister et al., 1999).
Such mechanisms support the tuning of a
nervous system to its body and to itself as
the body and brain undergo development,
growth and decay (Purves, 1988, 1994).

Recently, researchers have implemented
such biologically inspired models on robots.
This shows that considerable advantages
can be conferred on artificial systems using
methods of plasticity or malleability (Elliott
and Shadbolt, 2001, 2002). For example, it
can allow a neurocontroller to adapt to vari-
ations between robots, or enable a robot to
recover if it loses some of its ability to sense
its environment.

A variety of cellular changes in the brain
can modify the strengths and efficacy of
synaptic connections, and as a result can
provide important structures for learning.
One of the most studied is that of long-term
potentiation (Baudry et al., 1991; Baudry and
Davis, 1994, 1997). In this process, high 
frequency stimulation of afferent fibres 
produces a long-lasting, but decremental
increase in synaptic connection efficacy, an
increase that is strengthened through repeti-
tion (see reinforcement learning).

5.3.1 Five-year Horizon
The immediate goal should be to investi-

gate a range of biological plasticity methods
in computational contexts. These could be
implemented in both software and hardware
contexts, and in robotic and non-robotic
applications. Plasticity is likely to feature as
an important requirement of autonomic
computing.

5.3.2 Twenty-year Horizon
Questions arise as to whether there are

critical periods for learning, developmental
phases in which the neural architecture is
relatively plastic and can ‘learn’ so much
more quickly, with a corresponding degrad-
ing of memory, and whether such tech-
niques could be used in artificial systems
(Fazeli and Collingridge, 1998). How long
should a neural architecture remain plastic?
When should plasticity, with its key role in
learning, cease, to allow long-term memory
to be laid down? At what level of abstrac-
tion should plasticity be visible? Biologic-
ally plausible computational neural models
are a key tool for investigating the plasticity
of learning architectures.

5.4 Machine Learning

Large data stores are proliferating
throughout society, and machine learning
will remain a vital way of extracting usable
information from them.
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5.4.1 Five-year Horizon
There is a need to integrate machine

learning, using statistical techniques, with
more informed semantic understanding of
contextual knowledge. Machine learning
techniques find simple patterns in data, but
background knowledge may help them to
find the more relevant patterns, and help
them to operate on noisier data. For example,
helpful biases introduced into large search
spaces can improve learning.

Related topics include trying to deal with
noisy data in a more robust fashion, and
using theories of uncertainty (de Mántaras,
1990) in machine learning, as opposed to
standard ‘crisp’ set theory, in order to try to
achieve a greater correspondence with the
actual terms and categories that we use in
everyday life.

Automatic information extraction from
natural language texts is a major area of
research. It will be an essential method of
harvesting content from large data stores
(Pazienza, 1997).

5.4.2 Twenty-year Horizon
Machine learning with neural nets is a

major area of research. It provides an import-
ant connection with the neurosciences
(Mitchell, 1997).

A key innovation would be to integrate
neural net methods with semantic aware-
ness of domains, as mentioned above, to
establish how rules provided by experts can
influence neural net learning, and vice
versa. The ability to understand an environ-
ment in rule-based terms should provide
much input into neural net accounts of
learning. It is clear that understanding of a
domain, and expectations of it, have a heavy
influence on human learning (Smolensky,
1991).

5.5 Problem Representation

A final challenge is how to represent
problems to make them more amenable for
solution. What representations of the world
facilitate learning about it?

In particular, where a learning problem
involves extremely large search spaces, how
can we describe these spaces to facilitate the
extraction of useful information without
simultaneously creating non-existent regu-
larities? And how can we select the input
features that are best redescribed in such cir-
cumstances?

5.5.1 Five-year Horizon
For example, there is the question of bias

learning. How can we choose/specify an
agent learner’s hypothesis space to make 
it is large enough to contain the solution to
the problem about which it is learning, while
simultaneously keeping it compact enough
to ensure reliable generalization from rea-
sonably-sized training sets? At present, such
biasing is done with input from experts. The
(semi-)automation of this task would be
helpful.

In general, the inclusion of background
knowledge is important in efficient and
accurate machine learning. The interesting
neuroscientific questions are what the limits
are to uninformed learning, how can we
approach these, and how can we produce a
‘natural’ selection of information to inform
learning (Mitchell, 1991; Baxter, 2000)?

A second challenge is how to exploit
related problems and their properties as
sources for helpful biases. For example, in
multi-task learning, learning for one task
improves if we use information contained in
the training signals of other tasks, by learn-
ing tasks in parallel using a shared represen-
tation (Caruana, 1997).

Further issues include the development
of architectures to support variable repre-
sentations, and dealing with changes of rep-
resentation that occur over the lifetime of an
embedded agent. How should representa-
tions be used? Should a representation be
used over multiple contexts? How useful is
the information that is extracted on the back
of a particular representation? And how can
we discriminate between solutions depend-
ing on different representations and differ-
ent biasing strategies?
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A link with evolutionary biology and com-
putational biology is the important emerging
issue of the importance of change of represen-
tation in gene expression. Modelling of gene
expression is increasingly important in the
life sciences and biotechnology as a method
of modelling interrelationships among genes,
and of exploring the world of gene and pro-
tein interactions. Researchers are developing
algorithms to learn from and to validate the
data, and to change representations to intro-
duce and control the inductive biases dis-
cussed above (Hsu, 2003).
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6 APPENDIX: OPEN QUESTIONS AND POSSIBLE RESEARCH
DIRECTIONS FOR THE FUTURE

Cognitive Issue 5-year horizon 20-year horizon
function

Memory Content  Hardware implementations – Can these memory models
addressable how biologically plausible? be usefully informed about
memory and How to understand retrieval organizational structures 
associative in these terms? found in cortical 
memory architectures?
Multimedia Facilitating retrieval. Multiresolution in 

Multiresolution models neuroscience. Can novel 
modalities and media 
types be integrated into 
our current systems, 
indexed and retrieved?

Different Indexing and organization Understanding the roles 
types of large-scale personal and of different memory 
of memory corporate multimedia mechanisms. Focus of 

memories attention. Conceptualizing
the environment/context.
Selecting storage or 
recollection mechanisms 
for particular tasks. 
Implicit knowledge

Forgetting Identifying obsolete Understanding forgetting 
knowledge. How to delete in terms of psychological 
knowledge. How to deal theories and imputed 
with knowledge related mechanisms
to that which is forgotten

(continued)

P088566-Ch10.qxd  7/11/05  6:25 PM  Page 258



6 APPENDIX: OPEN QUESTIONS AND POSSIBLE RESEARCH DIRECTIONS FOR THE FUTURE 259

Cognitive Issue 5-year horizon 20-year horizon
function

Symbol Neural nets as classifiers. Neural Darwinism and 
grounding Using autonomous agents its consequences. More 

and robots to bootstrap complex architectures 
ontologies and symbol than symbolic/subsymbolic 
systems distinction

Reasoning Logic and Neural nets as virtual Using distributed 
alternatives machine for logic. Resource- computing to assemble 

bound reasoners. large-scale computing 
Continuing development of power. Understanding 
nonmonotonic reasoning the possibilities of special 

purpose reasoning directly 
implemented in hardware

Uncertainty Neural nets for reasoning Focus of attention, 
with noisy data. Under- biasing representations 
standing uncertainty with of the environment
respect to multimedia. 
Using parallel/probabilistic 
algorithms and ‘graphical 
models’. Psychologically 
plausible models of 
probabilistic reasoning. 
Extending probabilistic 
principles to distributed/
multi-agent environments. 
KA tools and techniques. 
Harvesting, indexing and 
annotating content from 
web-scale information stores

Multimedia Retrieval techniques Understand how to 
represent, retrieve and 
exploit modalities other 
than text, image, audio 
and video

Usability Understanding Recognizing and 
heterogeneous users. supporting task switching 
Legacy formats. Querying, and patterns of workflow
linking and browsing

Indexing Associative linking. User Specifying a link lifecycle 
modelling. Using closer to human memory 
information retrieval patterns. Combining 
techniques for determining retrieval techniques
context. Whether to compute 
index terms dynamically? 
Statistical v semantic 
approaches

(Continued)
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Cognitive Issue 5-year horizon 20-year horizon
function

The grid Managing autonomous Move to a computing 
systems over heterogeneous utility model where 
domains and contexts. computing power is 
Retrieving, reusing, ubiquitous and pervasive.
publishing and Significant amounts of 
maintaining content. autonomic capability
Problem-solving 
environments. 
Service brokerage

Learning Personalization Understanding the Understanding the  
of content relationship between essential user (and context) 

personalization of attributes. Adapting user 
content and human models to small-scale niche 
learning. User modelling systems

Reinforcement Understanding the Understanding context. 
learning contribution of a single Trade off between 

agent from a distributed continuing to learn and 
system. Reinforcement settling on what the agent
under uncertainty/risk has learned. Decay theories
assessment. How to encode of forgetting
goals in rewards? Learning 
with complex and delayed 
consequences of action

Plasticity Investigating a range of Understanding the 
plasticity methods in contribution of 
computational and mechanisms such as 
robotic contexts long-term potentiation 

to memory. Incorporating
plasticity of architecture 
in the memory lifecycle

Machine Integrating statistics Machine learning with 
learning and semantics. Helpful neural nets. Very 

biases. Fuzzy logic and large-scale learning from 
other theories of internet scale content
uncertainty. Information 
extraction from natural 
language

Problem (Semi-)automation of Understanding and 
representation bias learning. Problem exploiting 

understanding as a representations that use 
source of helpful biases. temporal encoding. 
Changing representation Developing useful 
of gene expression analogical 

representations
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1 INTRODUCTION:
TECHNOLOGICAL

DEVELOPMENTS IN COGNITIVE
AND IMAGING NEUROSCIENCE

Richard Morris

Unlike other Research Reviews in this
series, this chapter relates to advanced tech-
niques. The neurosciences are not unusual in

science in having periodically been trans-
formed by the advent of new techniques.
Striking examples in recent memory include
the advent of single-unit recording in awake
animals by Hubel and Wiesel in the early
1960s, and the introduction of patch-clamping
to observe single-channel ion-currents by
Sakmann and Neher in the 1980s. Both devel-
opments were justly rewarded with Nobel
Prizes to these pioneers.
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While a mature theoretical understanding
of many issues in the brain sciences must
marry understanding at different levels of
analysis, research often arrives at obstacles
that require new techniques to circumvent
them. In this summary, we highlight three
examples of new technologies that offer con-
siderable promise for the future.

First, the widespread use of non-invasive
human brain imaging has transformed cog-
nitive neuroscience. Instead of relying on
techniques from experimental psychology in
the analysis of neurological patients, human
brain imaging allows us to derive a spatial
picture of brain activation in normal subjects
as they undertake different tasks. Second, 
single-cell and multiple single-neuron record-
ing technologies are advancing to the point
where we can simultaneously record from
large ensembles of cells, sometimes in differ-
ent brain areas. In this way we can obtain
data about how the firing of one or more
cells may influence or be influenced by that of
other cells. Third, optical imaging provides 
a new window on the brain, enabling micro-
scopic techniques to reveal the molecular
dynamics of activity within individual neu-
rons. A wide variety of optical techniques are
available, with the most recent using two-
photon confocal microscopy.

Each technique can be coupled to others.
Indeed, they often have to be. Functional
brain imaging is of limited value without
ingenious neuropsychological tests, refined
to suit the constraints and opportunities
afforded by brain scanning. Single-neuron
recording must likewise be coupled to ana-
lytic behavioural tests in primates, rodents
or other species before we can draw useful
inferences about the significance of different
patterns of cell firing. Optical techniques on
their own are similarly limited, but can pro-
vide remarkable information when used in
conjunction with appropriate physiological
procedures or molecular-genetic probes such
as green fluorescent protein.

In focusing on these three techniques, we
do not mean to imply that they alone will
transform neuroscience. Many other tech-
niques will also be very important, ranging

from novel behavioural techniques through
to targeted manipulations of individual genes.
Rather, with these three examples we aim 
to illustrate the importance of advanced
technological development in a seemingly
mature science such as neuroscience.

2 IMAGING THE HUMAN BRAIN

Karl Friston and Jon Driver

2.1 State of the Art

The past decade has seen a profound para-
digm shift in cognitive neuroscience. This
has been enabled, in large part, by several
spectacular technological advances in func-
tional brain imaging that offer entirely new
ways of relating cognitive processes to 
their neural substrates. The ability to map 
measures of brain activity in response to par-
ticular cognitive or sensorimotor challenges
now allows cognitive neuroscientists to think
about brain function in explicit neurobiologic-
al terms (Friston, 2002). Moreover, the agenda
of cognitive neuroscience has been trans-
formed. The focus is no longer merely on the
fractionation of mental processes into putative
components, a feature of the era when the
only obtainable data was from the careful
study of neurological patients, but on how
neuronal information processing and cogni-
tion actually proceed in the brain, and how
different components, and different brain
areas, influence each other.

Key developments in neuroimaging began
in the 1980s with the application of positron
emission tomography (PET) to measure
evoked changes in regional cerebral blood
flow. In the 1990s, functional magnetic 
resonance imaging (fMRI) came to the fore,
using changes in cerebral haemodynamics
as an intrinsic signal for measuring brain
activations.

fMRI is increasingly supplanting PET in
brain imaging. This is due not only to the
wide availability of MRI scanners in med-
ical and academic settings, but also to its
higher spatial and temporal resolution. It
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also permits event-related designs that were
previously impossible with PET, which could
measure only summed activity over periods
of 90 seconds or so.

Parallel developments in the recording 
of electrical brain signals, with electroen-
cephalography (EEG), and magnetic brain
signals, with magnetoencephalography
(MEG), now allow us to measure evoked
responses, either with a fine temporal reso-
lution on the order of milliseconds (EEG and
MEG), or with a spatial resolution of a few 
millimetres.

State-of-the-art fMRI neuroimaging allows
us to acquire an image of the whole brain
within a second or so. Thus we can generate
several hundred images in a scanning session
of half an hour or so. This is sufficient for
brain mapping because the haemodynamic
sequelae of neuronal responses have time-
constants in the order of 4–8 seconds, mean-
ing they only have to be sampled every
second or so. Typical evoked responses are on
the order of 0.1 to 1% of the average MRI sig-
nal, although scanners with higher magnetic-
field strengths may offer not only higher
signal-to-noise ratios but also larger per-
centage signal changes in some cases. This
relatively small absolute magnitude of the
changes observed is a serious worry to some
critics of the use of fMRI, but robust statistical
techniques can ensure that, although small,
the reported changes are reliable and poten-
tially replicable.

In a number of specialist units, concur-
rent EEG recording during fMRI is technic-
ally feasible, allowing temporally precise
and spatially precise measures to be com-
bined, but this still requires considerable
expertise to remove the artefacts induced by
MRI acquisition. In addition, several labora-
tories can now combine fMRI scanning with
transcranial magnetic stimulation (TMS) of
localized brain regions. This allows an
assessment of the effects of disrupting one
brain region on activations in remote but
connected brain regions.

The more psychological features of the
experimental design in neuroimaging have
now become quite sophisticated, with some

consensus about optimal approaches. Most
designs are multifactorial and are often moti-
vated by well-established paradigms in
psychology, psychophysics or psychophar-
macology. These designs may also relate to
studies of brain function in animals from basic
neuroscience.

It is now difficult to think of an area in
cognitive or clinical neuroscience that has
not been advanced by human functional neu-
roimaging at many levels. To give just a few
examples, functional imaging has already
substantially influenced research on per-
ception, cross-modal integration, attention,
spatial cognition, plasticity and learning,
memory, language, intelligence, individual
differences, and motor control in the normal
brain. It has also advanced understanding 
of the effects of brain injury and neurologi-
cal disease, and of pharmacological (drug)
manipulations. We think that functional neu-
roimaging will play an increasing role in the
study of cognitive and social development.

The prospects for non-invasive human
brain imaging are exciting and diverse.
Many open questions remain to be resolved
at the technical, theoretical, empirical and
applied levels. We will deal with these
under the headings of neurophysiology,
multimodal integration, biomathematics,
computational neuroanatomy, clinical appli-
cations and new technologies. The final 
section on new technologies draws on some of
the open questions established in preceding
sections.

2.2 Neurophysiology

Fundamental questions in imaging neuro-
science centre on the relationship between
neuronal responses, the haemodynamic sig-
nals measured by fMRI, and the electrical
and magnetic signals measured by EEG and
MEG. These issues are important because
they link non-invasive brain imaging to neur-
onal information-processing, both at a theo-
retical level and in relation to multi-neuron
electrode recordings of neuronal responses,
as in animal studies. The latter are clearly cen-
tral to understanding non-invasive imaging
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results in terms of invasive work in basic
neuroscience.

Initial work along these lines (see
Logothetis and Wandell, 2004) has used
either conjoint recording of electrical single
neuron activity and fMRI signals in mon-
keys; or related measures of haemodynamics
in smaller animals – e.g. optical imaging and
laser-flow Dopplermetry. Although vital,
these empirical set-ups are technically chal-
lenging. Only a handful of research groups
around the world can implement them.

A major open question here is: ‘Which
exact aspects of neuronal responses produce
the signals measured by non-invasive brain
imaging, such as fMRI?’ The possibilities
currently range from simple things such as
mean synaptic activity, to more complicated
relationships that speak to the temporal
dynamics of signal generation – e.g. specific
fMRI correlates of oscillation at different 
frequencies in neuronal assemblies. A full
understanding of these relationships will 
be predicated on plausible mathematical
models of neuronal populations, and of 
how their microscopic organization leads to 
the emergence of measurable ensemble
responses. We return to this theme below.

2.3 Multimodal Integration

One way forward is to combine different
non-invasive measurements of human brain
activity. In doing so, it is self-evident that
fMRI and EEG/MEG have complementary
strengths and weaknesses in terms of spatial
versus temporal resolution. Harnessing the
resolution of multiple modalities concur-
rently, within a single multimodal observa-
tion, is a major technical aim in the field.

While there has been some progress in
coupling different measurements, a central
outstanding issue remains to be addressed.
To date, most fusion approaches merely 
harness the spatial precision of fMRI to pro-
vide constraints on the inverse source-
reconstruction problem posed by EEG and
MEG, i.e. resolving where the temporally
well-specified EEG and/or MEG components
come from spatially in the brain. In this 

context, under most current approaches,
functional neuroimaging simply provides a
prior spatial constraint. While this has cer-
tainly finessed the interpretation of EEG
and MEG results, it does not represent true
integration. A proper integration should
allow the estimation of some aspect of func-
tional anatomy that was hitherto inaccessible
using either technique alone.

More formally, one would like to use
multimodal data to estimate the parameters
of a model that would otherwise be inestim-
able. This relies upon the construction of
forward models of neuronal populations
that can generate both electromagnetic and
haemodynamic signals, an ambitious but
not unthinkable objective for the next few
years.

We have already made much progress on
biophysical models, linking dendritic cur-
rents and local-field potentials to EEG sig-
nals measured at the scalp. There has been
similar progress with models of how changes
in mean synaptic activity are expressed
haemodynamically, and thus detected by
fMRI, through changes in blood volume,
flow and oxygen content. Combining these
two components with a model of interact-
ing neuronal populations could lead to a
complete forward model. The biologically
meaningful parameters of this model would
then be obtained by finding those parame-
ters that produced a best match to observed
data in both approaches.

The open questions here pertain to the
nature of the underlying neuronal model. It
is likely that neural mass and mean-field
approximations will be useful (e.g. David
and Friston, 2003). These approaches, based
upon statistical physics and thermodynam-
ics, rest upon modelling the dynamics not
just of the states of a neuronal system, but
rather of the probability densities of those
states. Clearly, this vital enabling endeavour
will require close collaboration between
imaging neuroscientists and biologically
invested physicists. Indeed, such interdiscip-
linary collaboration has been critical in
every major breakthrough in functional
neuroimaging to date.
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2.4 Biomathematics and Functional
Integration

Biomathematics underpins imaging neuro-
science at two levels:

● It enables the development of increas-
ingly sophisticated methods of data
analysis.

● It drives the interpretation and motiv-
ation of brain mapping experiments from
the viewpoint of computational neuro-
science and theoretical neurobiology.

Open questions in the analysis of brain
imaging data now particularly address the
integration of anatomically dispersed brain
systems – i.e. not just which brain areas are
activated in a particular condition overall,
but how does activity in one brain area
influence activity in connected brain areas?
This specific issue in neuroimaging relates
to an increasing interest in neuroscience,
and cognitive science more broadly, in how
different components of the mind and brain
work together. The notion of network oper-
ations is supplanting old ideas of strictly
modular processes. In the neuroimaging
context, the issue, referred to as ‘functional
integration’, is usually thought of in terms
of the effective connectivity among neur-
onal populations or cortical regions.

While many of the classical inference prob-
lems in analyses of spatially extended data
(e.g. functional brain images) have now been
resolved (by use of Gaussian field theory, for
example), further work is required on the out-
standing issue of how best to approach func-
tional integration. There has been a recent
move towards Bayesian inference and the
incorporation of prior knowledge into estima-
tion and inference procedures for imaging
analysis (e.g. Friston et al., 2003). This is partic-
ularly important in relation to the analysis of
functional integration because the latter is a
fundamental ill-posed problem that requires
priors for its solution.

Research over the next few years will
investigate such questions as ‘How do the
evoked responses in one brain area depend
upon the state of others?’ To answer such

questions, we require biomathematical mod-
els of interacting brain areas that will likely
harness the same mean-field approaches we
described in the previous section. Models
and estimation schemes of this sort are cen-
tral to understanding the complex function-
ality of the brain. Not only will they enable
understanding of how remote brain areas
can influence each other in the normal 
brain, in different cognitive states, but they
should also shed light on the effects of 
different forms of localized brain damage,
and of pharmacologically induced neuro-
transmitter-specific manipulations.

At present, the forward or estimation
models used for data analysis and character-
izing empirically observed brain responses
are not linked to mathematical models of
brain function (e.g. generative models or
predictive coding models of brain function).
There is a wealth of understanding and
expertise in machine-learning and computa-
tional neuroscience that may provide
important mathematical constraints on pos-
sible functional brain architectures and how
these might work.

A fundamental development over the
next decade will involve attempts to use
such formally specified theoretical models
as explicit explanations for observed brain
responses. To enable this, mathematical
models from computational neuroscience of
how we learn and perceive things, will have
to be re-formulated in terms of the kind of
estimation models used in data analysis.
Again, such an approach will require collab-
oration between different disciplines, here
including theoretical neurobiologists, com-
putational neuroscientists, functional imagers
and mathematicians/statisticians.

2.5 Computational Neuroanatomy

In addition to functional brain imaging of
changes in neural activity under particular
conditions, there have been substantial
developments in the computational charac-
terization of structural brain images of
anatomy. This was the traditional clinical
use of MRI prior to the advent of fMRI.
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Initially, functional imagers saw variations
between subjects in neuroanatomy largely
as a ‘nuisance’ factor that had to be removed
by analysis procedures prior to pooling
functional data in a common or normalized
brain-space. However, over the past few
years, some analysis techniques used to
remove such differences in individual
anatomy (e.g. through non-linear warping
and other morphological operations) have
been applied to longstanding questions
about anatomy per se.

The application of these techniques has
become known as computational neuro-
anatomy. From the point of view of clinical
neuroscience, this may have been as import-
ant as developments in functional brain
imaging. For example, we can now detect,
objectively, very subtle and previously 
undetectable changes in the neuroanatomy 
of various patient cohorts – e.g. schizophrenic,
depressive, normal elderly, Alzheimer’s,
fragile-X etc (e.g. Good et al., 2001). This is
important because it provides an unbiased
assessment of pathology that can be applied
to the entire brain. Moreover, it can assess
changes that are distributed in a structured
fashion over multiple brain areas.

These techniques of structural anatomy
rely on the statistical analysis and character-
ization of warping fields that map an indi-
vidual’s brain on to some reference template.
Over the coming years, computational analy-
sis techniques developed independently in
machine vision and image processing could
have a profound impact on the characteriza-
tion of these warps, and should find import-
ant applications in clinical neuroscience.
These developments will again rely upon
interdisciplinary collaboration – e.g. here
between clinical neuroscientists, neuroradi-
ographers and experts in image processing.

Technological advances in diffusion-
weighted imaging may enable a substantial
further development in this field. Diffusion-
weighted imaging allows one to assess 
the anisotropic diffusion of water in the brain.
It can thus be an indirect measure of the
integrity and orientation of white-matter
tracks beneath the grey-matter formed by
neurons – i.e. bundles of nerve processes
that connect different brain regions, includ-
ing areas that are otherwise anatomically
remote. This is important because the ensu-
ing data are high dimensional (tensor-fields)
that may be sensitive not only to regionally
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specific changes in brain anatomy, but also
to anatomical connections amongst these
regions.

It will be impossible to analyse these data
sets by eye. We will rely upon the continued
development of computational neuroana-
tomic techniques. This is important for a clin-
ical understanding of many neuropsychiatric
disorders that may relate in part to subtle
‘disconnections’ between remote brain areas –
as perhaps in dyslexia. It should also furnish
critical evidence in the study of functional,
rather than purely anatomical, integration
between remote brain areas.

2.6 Potential Clinical Applications of
Neuroimaging

The potential for applied clinical uses of
recent technical advances in functional and
structural neuroimaging seems enormous.
Notable examples include the study and
treatment of deficits following localized brain
injury (e.g. caused by stroke or tumour) or
other neural pathology (as in Alzheimer’s
etc). It could also be useful for psychiatric dis-
orders (e.g. schizophrenia, depression, anxi-
ety), developmental disorders (ranging from
autism to dyslexia), including those of known
genetic origin (e.g. fragile-X or Williams’ syn-
drome), and for studying the functional neu-
ral effects of various treatment options,
including pharmacological interventions.

Some advances we described in the pre-
vious section should lead to an increasingly
sophisticated assessment of structural
anatomical pathology in different clinical
populations. Even more exciting is the poten-
tial for functional neuroimaging to shed
light on how brain processes are altered in
such populations, and how this constrains 
the observed deficit and the possibilities 
for recovery.

Sophisticated invasive studies of brain
function in animals have, for many years,
shown that lesions or disruptions to one 
brain region, or to fibres of passage there, 
can disrupt or modulate brain function in
remote but interconnected areas, thus 
documenting how a functional network is

influenced. Before the advent of functional
imaging, such an approach was largely
impossible in studies of human brain func-
tion. Such work was mainly restricted to 
correlating the local lesion-site with cognitive
or behavioural impairment, as if each brain
area operated in isolation. With fMRI we can
now study how damage in one area or set of
areas affects functional neural activity else-
where, and how this correlates with the clini-
cal deficit, relates to recovery and the effects
of treatment.

It is a common cliché in neurology text-
books that an experienced clinician is the
most sensitive instrument of measurement
for pathology. However, one only has to look
at how structural brain imaging has sup-
planted clinical examination as the method
of choice for investigating lesion-site, to see
how the textbooks may have to be rewritten
to accommodate the new technology.

With fMRI, in principle we can now relate
the success or failure of brain implants, sur-
gery or stimulation to the functional net-
works found to be differentially activated.
Likewise, we can now monitor pharmaco-
logical effects in the intact and damaged
brain.

Unlike PET, we can apply fMRI repeatedly.
We can track changes in relative brain activity
under different conditions across days,
months or even years. Indeed, such experi-
ments have already documented previously
unsuspected plasticity in the adult brain, both
in the course of so-called ‘spontaneous’, but
actually rather slow, recovery, and as a result
of prolonged training. While conventional
fMRI seems unlikely to be applied to very
young babies – although fMRI in utero is now
established – other imaging methods, such as
optical imaging, can be administered at birth
to assess brain function in relation to risk-
factors such as oxygen deprivation etc.

In addition to providing critical informa-
tion on how different forms of pathology
influence neural networks, and how they
respond to treatment interventions, we can
foresee that functional imaging might also
be routinely used in basic diagnosis of
deficit for many clinical populations, and
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possibly even in legal contexts. For example,
it could supplement behavioural tests of
whether brain damage has produced, say,
visual-field cuts or attentional deficits; mem-
ory-retrieval versus memory-consolidation
deficits; hysterical or real paralysis; different
forms of acquired or developmental dyslexia;
even the extent of psychosis or psychopathy,
and so on.

In addition to its clinical relevance, func-
tional imaging of clinical populations should
also provide information on issues that are
fundamental to basic research on cognition.
To give just one example, clinical studies of
lesions have established that certain areas 
of frontal cortex seem intimately involved in
‘executive processes’ concerned with the plan-
ning and coordination of temporally extended
behaviours in daily life. However, at present
we know very little about how these frontal
areas modulate brain activity elsewhere to
produce such coordination. Once again,
progress on such major issues is likely to
require interdisciplinary collaboration – here
between clinicians and basic researchers,
involving both neuroscientists and compu-
tational modellers.

2.7 New Technologies

Pursuing the theme of connections
between remote areas in the brain, the use 
of manganese as an MRI axonal tracer is 
currently being explored. Manganese can
pass through as many as five synapses, thus
allowing polysynaptic circuits to be imaged.
Manganese gives good T1-based contrast for
neuronal pathways in MRI under non-toxic
low doses that might possibly be acceptable
to humans. In addition, manganese can act as
a long-lasting MRI stain for neuronal activity
after temporary blood–brain barrier removal
with mannitol or other appropriate agents. In
this way, it might be used as a functional
rather than purely anatomical tracer of 
connections that are more or less active 
under different cognitive conditions. This is 
a secondary application that will probably 
be limited to animal studies. The ability 
to do non-invasive studies of anatomical 

connections in humans could offer an enor-
mous advance in understanding the way that
the brain is connected and the anatomical
constraints on functional architectures.

Conventional fMRI currently relies upon
intrinsic signals mediated haemodynami-
cally throughout the brain. But it is possible to
use relatively low-abundance tracers – such
as specific neurotransmitters, receptors and
antagonists – by enhancing their signal. The
use of labelled organic compounds – para-
hydrogen-based hyper-polarized carbon-13 –
is being explored as one way of doing this.
This could endow functional neuroimaging
with a neurotransmitter or neuroreceptor
specificity with enormous implications for
pharmacological research on brain processes
that relate to cognition.

Researchers can also use functional Mag-
netic Resonance Spectroscopy (MRS) 
using oxygen-17, carbon-13 and nitrogen-15
labelling and proton spectroscopy to investi-
gate in vivo metabolic pathways in the human
brain. This is potentially an extremely import-
ant area of research. The key issues are the
cost of labelled substances and the depend-
ency on high-field MRI systems.

The use of targeted MR contrast agents
that can map gene expression and calcium
concentration is a further area of future
research. Although there is no current
research in this area in the UK, there has
been some progress the United States. The
issues here are obtaining synthesis recipes
and development of good organic chemistry
at MRI sites in the UK.

It is possible that dendritic currents
induce magnetic fields that could cause
intra-voxel de-phasing and generate MRI
signals by themselves (Xiong et al., 2003). If
this is true, MRI could detect the magnetic
changes associated directly with neuronal
responses (c.f. MEG). In principle, this would
give the spatial resolution of MRI with the
temporal resolution of MEG. This is poten-
tially a very exciting prospect. However, the
issues here are the size of the magnetic sig-
nal in relation to noise and the enormous
signal averaging that would be required to
measure an evoked response.
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2.8 Interim Conclusion

In summary, many open questions centre
on integrating different measurement modal-
ities, or bringing together different disci-
plines in a common research endeavour,
either to understand the nature of measured
brain signals or to finesse the spatio-temporal
resolution of those measurements. Both are
predicated on more refined and plausible
mathematical models of neuronal dynamics,
for which advances in machine learning 
and computational neuroscience will be
extremely valuable.

All these endeavours require a close link
between imaging neuroscience, biomathe-
matics and physics. New technologies are
primarily aimed at conferring a pharmaco-
logical or anatomical specificity on the rela-
tively non-specific techniques that are now
available. This specificity will lend our
understanding of brain function a much
more mechanistic basis that will be central
to developments in basic cognitive and clin-
ical neuroscience.

3 MULTIPLE SINGLE-NEURON
RECORDING: HOW

INFORMATION IS REPRESENTED
IN THE BRAIN – THE NEURAL

CODE

Edmund Rolls

3.1 Introduction

While non-invasive functional brain
imaging has made remarkable progress, it is
sobering to reflect on the uncomfortable fact
that they provide indirect measurements of
brain activity, such as haemodynamic sig-
nals. This is not quite the same as recording
from neurons themselves.

In order to understand better how the
brain operates, we need to know how infor-
mation is represented in the brain. Rapid
advances in understanding the neural code
are now on the horizon, because new 
techniques enable recordings from large

numbers of single neurons simultaneously
(e.g. 100), and because new techniques in
information theory enable quantitative
understanding of the neural code from such
recordings.

Interdisciplinary teams of empirical neuro-
scientists and theoreticians trained in quanti-
tative approaches in the physical sciences or
mathematics need to come together to address
the issue of neural encoding. Considerable
resources are needed to record the activity of
large numbers of single neurons simultane-
ously while large numbers of different stim-
uli are presented.

3.2 How do Populations of Neurons
Represent Information?

Single neurons are the computational 
elements of the brain. They transmit infor-
mation to other neurons by sending 
‘all-or-none’ action potentials along axons
to other neurons. Recording the activity 
of many neurons simultaneously would
enable us to answer questions of the follow-
ing type.

To what types of input do different neurons
respond by altering their spiking activity? To
perform computations, brain areas receive
different types of input, with some inputs
represented by the activity of a quite small
proportion of neurons of each type. For
example, the orbitofrontal cortex contains
only 3.5% of neurons whose spiking activity
is related to a mismatch between an expected
reward and the actual reward obtained.
However, while these neurons may be a
small proportion, mixed with many others
that respond to visual and taste stimuli, 
they appear to be an important part of its
computation.

Timing At what time do neurons start 
to respond after a stimulus? And for how
long do they respond? Do neurons in certain
cortical areas maintain their activity in a
stimulus-selective way after a stimulus has
been removed, thus implementing short-
term memory?

Information content How much infor-
mation is in the number of spikes emitted 
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by each neuron, and how much by
synchronization? Is information contained
primarily in the number of spikes that each
neuron emits in a short time period (a rate
code), or is there additional information
present in the relative time of firing of dif-
ferent neurons, as has been championed by
Singer (e.g. 1999)? For example, if two 
neurons fired together (i.e. became ‘syn-
chronized’) during stimulus 1 but not stim-
ulus 2, could this provide information 
that only stimulus 1 had occurred? The rela-
tive amount of information contributed 
in these two ways can now be addressed
quantitatively.

The answer is to use information theory,
originally developed by Shannon (1948).
This is the only way to measure on an equal
basis what we can learn about a stimulus or
event from different sources in the spike
code. In doing this, it is essential to measure
how much evidence stimulus-dependent
synchronization adds to the spike count
code. Any synchronization information
present may be redundant or quantitatively
small compared to the information encoded
in the spike trains of different neurons in an
ensemble of neurons.

Applying information theory to the ques-
tion of how information is contained in the
number of spikes of different neurons is quite
difficult, because of the sampling problem of
obtaining enough trials of data to accurately
estimate all the probabilities involved for all
neurons having particular rates and degrees
of synchronization for each stimulus in the
set. Until recently, this prohibited the applica-
tion of information theory techniques for rate
vs synchronization to cases involving more
than a very few neurons (Rolls et al., 2003).
However, a new approach uses decoding
from neuronal responses and their relative
times of firing to each stimulus of which stim-
ulus has been seen (Franco et al., 2004). The
mutual information can then be calculated
straightforwardly between the decoded stim-
ulus, and that which was actually shown, in
the way described by Rolls et al. (1997).

This new approach can apply to very
large numbers of neurons, each with as

many spikes as wished. The background to
the measurement of information from popu-
lations of neurons, and many of the results
obtained so far, are described by Rolls and
Deco (2002).

Population coding How much informa-
tion is encoded by populations with differ-
ent numbers of neurons? The fundamental
issue here is whether and how information
increases as more neurons are added to the
ensemble. Is there redundancy across the
activity of different neurons, or does infor-
mation increase monotonically (even lin-
early?) with the number of neurons in the
ensemble?

Notwithstanding the excitement many feel
and we have expressed above about non-
invasive human brain imaging, it is also
right to bring into the open the concerns of
scientists who actually record signals from
neurons. Specifically, neuroimaging with
techniques such as fMRI does not, indeed
cannot, answer issues of the timing of firing
of coupled neurons (hence order), redun-
dancy between neurons, the numbers of
neurons activated for a given type of input,
and response synchronization – none of
which fMRI can measure. For this reason,
fMRI, and neuroimaging in general, may
not provide quite the hoped for route to
understanding the neuronal network mech-
anisms that underlie neural computation.
To understand how the computation works,
it is necessary to know the details of the
spiking activity of large numbers of neurons
in each brain region.

3.3 New Methods for Recording
Spiking Activity of Many 
Neurons

Recent developments enable simultaneous
recording from many neurons to address 
the above issues. Some of these build on 
the ‘stereotrode’ or ‘tetrode’ developed by
O’Keefe and his colleagues at University
College London. One method provides up 
to 240 independently movable microelec-
trodes with the associated electronics, the
Cyborg drive, http://www.neuralynx.com.
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This technique has successfully analysed the
activity of neurons in the parietal cortex
(Hoffman and McNaughton, 2002).

Another method uses fixed arrays of 
100 silicon-mounted electrodes for cortical
recording (Donoghue, 2002; Nicolelis and
Ribeiro, 2002). These developments reach
beyond what is now being achieved in 

the UK (e.g. Baker and Lemon, 2000; 
Lenck-Santini et al., 2002; Rolls et al., 2003).
Both systems, however, involve consid-
erable logistics. If the field advances to 
the point where these technologies are
essential, teams in the UK will need ade-
quate support to enable them to perform
such investigations.
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3.4 Understanding the Computational
Properties of Population Codes

Advances in neuron recording tech-
niques will not only allow the issues 
raised above to be investigated, but will 
also enable us to understand the computa-
tional properties of the code used by the
brain.

Robustness seems to be a key property of
the population coding strategy that appears
to be used by the cerebral cortex. Damage to
a single cell will not, in general, have a cata-
strophic effect on the encoded representa-
tion because the information is encoded
across many cells. This is not to deny that
the activity of single or small numbers of
cells can be important, as has been estab-
lished by work on the perception of motion
after microstimulation of neurons in area
MT (V5).

However, population codes turn out to
have other computationally desirable prop-
erties, such as mechanisms for noise removal,
generalization to similar patterns, comple-
tion from a part, and the instantiation of 
complex, non-linear functions. Understand-
ing the coding and computational properties
of population codes has therefore become a
main goal of computational neuroscience.

A concept of interest, which requires fur-
ther development, is that if neurons have
smooth Gaussian-like tuning to a stimulus
dimension, these tuning functions may pro-
vide a basis for a non-linear mapping,
which is the type of computation that is 
very important in brain function (Pouget 
et al., 2000).

Another concept of interest is how the neu-
rons that receive the activity in a cortical code
can decode, or interpret, it. It appears that an
operation by a neuron of a function as simple
as forming a weighted sum of its inputs (dot-
product decoding) can extract much of the
information that is available in a population
code (Robertson et al., 1999; Panzeri et al.,
1999). It will be important in future to deter-
mine whether neurons could, and do, make
more use of information that may be avail-
able in the firing of the sending neurons.

4 VISUALIZING MOLECULAR
EVENTS AND INTRINSIC

SIGNALS IN LIVING NEURONS

Andrew Matus and Bashir Ahmed

4.1 Introduction

The brain is alive, yet one might not realize
this from looking at textbook pictures of
stained neurons. Just as non-invasive brain
imaging opened up a new world to cognitive
neuroscientists ten years ago, optical imaging
could be about to usher in a new revolution.

From its very beginning, the invasive
investigation of brain function has depended
on visualizing how nerve cells are arranged
into functional circuits. The modern era in
neuroscience began in the late nineteenth
century, with the first histological techniques
for seeing individual neurons and the fibre-
like extensions, axons and dendrites that
connect them.

Much of our current understanding of
brain function has come from progressive
exploration of neural circuits in different
parts of the brain. These measurements use
a combination of electrophysiological tech-
niques to record the activities of individual
neurons coupled with anatomical methods
for tracing their connections.

Until recently, the anatomical part of 
this enterprise was limited to dead tissue.
Although microelectrodes were used to
record the activities of living neurons, the
tracing of connections was always per-
formed on dead tissue that had been fixed
using chemical preservatives and then
stained with coloured dyes to make nerve
cells and their connections visible. These are
severe limitations because the most import-
ant features of the brain’s functional
anatomy can be observed only in the living
state. In particular, brain circuits are charac-
terized by the property of plasticity by
which functional relationships between
nerve cells change, either at the level at
which information is transmitted through
existing connections or by the breaking and
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reforming of connections in new patterns.
The lack of methods for visualizing the
structure of living neurons has hitherto
made it impossible to investigate this second,
anatomical, aspect of plasticity – a crucial ele-
ment in the brain mechanism of learning and
memory.

Within the past few years, this situation
has changed dramatically thanks to methods
for making individual protein molecules vis-
ible within living cells, including brain neur-
ons. Central to this development has been
the discovery of genes, from marine animals
such as jellyfish, which produce brightly 
fluorescent proteins inside living cells.
Techniques from molecular genetics allow
the introduction of these genes into the cells
of mammalian species such as mice. There
they produce fluorescent proteins that allow
us to follow anatomical changes in live neur-
onal circuits.

More importantly, these same genes
allow us to follow individual molecules
inside nerve cells, opening up the possibil-
ity of discovering where and when molecu-
lar events underlying learning and memory
take place in the adult brain. The potential
of these new techniques for exploring the
molecular and cellular mechanisms of 
brain function is vast. Equally promising 
is their scope for investigating disease 
states such as mental retardation or schizo-
phrenia, where disturbances of nerve cell
anatomy are implicated but still barely
understood.

4.2 Basic Aspects of the Technical
Advances

Several advances in different fields embra-
cing molecular biology and microscopy
have come together to make possible live
cell imaging of brain neurons.

4.2.1 ‘Tagging’ Neuronal Structures with
Fluorescent Proteins

Genes derived from marine organisms
that produce fluorescent proteins are indis-
pensable for these new techniques. The

archetype is green fluorescent protein (GFP),
derived from the jellyfish Aequorea victoria.
As its name implies, GFP radiates green
light when illuminated at an appropriate
frequency. The molecular mechanism
underlying this effect, now well under-
stood, is the basis for producing mutated
versions of GFP with improved spectral
properties. The first satisfactory red fluores-
cent protein (RFP) has recently been
described (Campbell et al., 2002).

Equally important for the use of fluores-
cent proteins is the unexpected discovery
that these genes can be joined to a wide
range of non-fluorescent genes without dis-
turbing their natural function. This makes it
possible to produce gene fusions – that is, a
fusion protein in which a neuronal protein is
joined directly to the GFP protein. The result
is a combination of the two proteins in which
the GFP works as a fluorescent ‘tag’ that
makes the tagged neuronal process visible in a
microscope designed to capture fluorescent
light (see below).

An unexpected benefit of this approach 
is that even difficult proteins such as actin –
difficult because it is highly sensitive to
changes in its chemical structure – appear 
to work normally inside nerve cells when
joined to GFP (Fischer et al., 1998). Proof of
concept has recently been obtained that we
can use GFP and RFP to visualize simultan-
eously two proteins associated with differ-
ent cytoskeletal structures inside live nerve
cells that are associated with separate
phases of circuit plasticity. The potential for
extending this approach to visualize a larger
number of gene products is clear.

4.2.2 Recent Advances in Microscopy
Techniques

Fluorescent staining has been used to
study cell structure for almost 50 years.
However, capturing images from the
minuscule amounts of light emanating from
GFP-tagged proteins inside living cells
makes special demands. This challenge has
been met with advanced, and in some cases
radically new, microscopy techniques. The
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most important of these is the use of highly
sensitive electronic cameras based on
sophisticated versions of the same charge-
coupled devices (CCDs) used in modern
video cameras.

Compared to conventional colour film,
the sole capture medium available until a
few years ago, electronic capture devices
have several important advantages:

● They are far more sensitive than film 
to low levels of light, allowing the cap-
ture of faint images from living objects
(cells) that are quickly damaged when
illuminated by the strong light sources
needed to produce images on conven-
tional film.

● The signals produced by CCD cameras
allow for electronic compensation to sub-
tract the noise, the large constant back-
ground in a faint image. The remaining
signal – the part of the image that actu-
ally represents the object being studied –
can be amplified even before the image is
recorded. Conventional film records all
the light emerging from an image source.
The weak image signal from a single
GFP-tagged protein inside a fluorescent
cell would be lost against the high back-
ground noise.

● Following on from the use of electronic
capture devices, computer-based tech-
niques have been developed, and are
constantly being improved, that allow
automated processing of raw image data
to improve image quality and extracts
precise measurements.

Another advance with great potential, aris-
ing from the application of electronic image
capture devices, is the development of new
types of microscopes that can form images
from light emitted from cells deep inside
brain tissue. These instruments operate in the
principle of confocal microscopy and can
form high-definition images of nerve cells
inside brain tissue while ignoring out-of-
focus light from other fluorescent cells above
or below the cell being studied. The most
advanced of these devices uses a quantum
effect known as two-photon microscopy.

The principle of the two-photon micro-
scope is that photons of light within a power-
ful illuminating beam combine at the focal
point within the tissue to form photons at
half the wavelength of the original. This has
two decisive advantages. First, because the
wavelength of the illuminating beam does
not excite GFP, interference from out-of-focus
fluorescent light above and below the point
of focus is minimized. Second, the double-
wavelength illuminating light used in two-
photon microscopy is in the infrared region,
where brain tissue is significantly more
transparent compared to illuminating light
used in conventional confocal microscopy. In
combination, these two factors allow the
imaging of structures significantly deeper
within brain tissue than has previously been
possible.

4.2.3 Time-lapse Imaging
An additional feature of modern micro-

scopy – made possible by the widespread
use of computer systems to capture, store
and process biological images – is time-
lapse recording. In this procedure images 
of living cells are taken repeatedly at set
intervals. ‘Played back’ as a continuous
‘movie’ they can reveal dynamic changes in
cell morphology or molecular dynamics.
Examples of rapid changes in molecular
dynamics in nerve cells or slow changes in
cell shape in synaptic connections appear on
the Matus and Svoboda websites: http://
www.fmi.ch/members/andrew.matus/.

4.2.4 Biosensors
Several of the fluorescent proteins we have

discussed are natural biosensors. They
respond to physiological events with changes
in fluorescence intensity. For example, some
mutant forms of GFP are pH-sensitive and
are less fluorescent in the acidic environment
of an intracellular compartment such as 
a synaptic vesicle. Pilot studies have
demonstrated the potential of this property
for visualizing synaptic vesicle release
(Miesenbock et al., 1998). Another fluorescent
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protein, DsRed, changes colour from green
to red as it ‘matures’ over a period of about
24 hours after synthesis suggesting that it
may be useful as a ‘fluorescent timer’ for
measuring turnover rates of physiologically
important proteins or for tracing the ‘his-
tory’ of structures with which they are asso-
ciated (Terskikh et al., 2000).

Based on these naturally occurring exam-
ples, researchers have set out to design
biosensors with enhanced sensitivities and
with specificities. Among those that may
prove valuable in neurobiological applica-
tions are engineered proteins for detecting
local changes in membrane potential or the
activity states of ion channels, for visualiz-
ing intracellular signalling molecules such
as calcium and for determining the redox or
the phosphorylation states of proteins (for
further discussion see Zhang et al., 2002).
These applications still require extensive
development and optimization before we
can use them routinely in simple cell sys-
tems. It is presently impossible to predict
when, if at all, they will be ready for analy-
sing neuronal circuitry.

4.3 Optical Imaging of Intrinsic
Signals in the Brain

Many of the techniques used on brain 
tissue in vitro can also apply in vivo to the
living, dynamic brain. These generally use
intrinsic signals, although the in vivo imaging
of mice with GFP engineered into a subset of
neurons is underway (Trachtenberg et al.,
2002). Technological advances, coupled
with mathematical and statistical tech-
niques, permit the detection of intrinsic sig-
nals where the signal magnitude embedded
in noise is extremely small (�0.01%). The
relevant imaging technologies are based 
on detection of signals emanating from 
optical variations (e.g., Intrinsic Signal Opti-
cal Imaging), magnetic perturbations (e.g.,
MEG), or radiotracer emissions (Single
Photon Emission Tomography).

Intrinsic imaging exploits changes in the
properties of reflected or transmitted light
that can be observed through processes in the

tissue. The earliest experiments involved light
scattering from bundles of axons during the
passage of action potentials. More recently,
intrinsic signal imaging has been applied to
exposed cortical tissue to delineate functional
activations and has gained prominence in
brain research through its association with
fMRI. Extrinsic imaging is based on optical
measurements that follow changes, such 
as the wavelength of reflected light, in the 
physical properties of a substance, usually a
dye, as a function of stimulation of a tissue.

A new method for optical imaging,
exploited in the Cognitive Neuroscience
Research Centre at Oxford and other research
laboratories, uses intrinsic signals to monitor
activity over a wide area of the cerebral cortex
(Grinvald et al., 1986). In this method, light
from a halogen source, a microscope lamp,
passes through a narrow-band filter and
illuminates the surface of the cortex. The
reflected light focuses on a detector, originally
a matrix of photodiodes. More recently, video
cameras have become popular. They provide
many more near simultaneous images (see
figure in Bonhoeffer and Grinvald, 1996).

Put these basic units together with com-
puter controlled stimulation and recording
equipment, and it is possible to record optic-
al images that reflect changes in the absorp-
tion of the light by the brain tissue. This
absorption depends on external stimuli and
is thus a way of looking at the brain’s
response to those stimuli. This system has
been used in vivo in both anaesthetized and
behaving animals (Grinvald et al., 1999).

The primary advantage of these tech-
niques is that they provide an overview of
functional organization from multiple sites
at a fine spatial resolution. In some cases,
recordings are from a broad area of tissue, as
much as tens of square millimetres, in an
attempt to show the spatial relationship
between many active neurons.

In other cases, we can make measurements
at much higher magnification and can show
regional variations in activity within a 
neuron, or between small numbers of 
neurons. In the latter configuration, the neu-
rons are typically incubated in a dye that is
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sensitive to voltage, pH or an ion (e.g. Ca++).
These dye-related signals can be very fast,
with time constants as short as 1–2 microsec-
onds. They thus offer advantages over other
recording methods, such as intrinsic signal
imaging.

A further advantage of optical image can
be its non-invasive nature. In this respect,
intrinsic signal imaging is clearly preferable.
Some intrinsic signal experiments have been
performed on the exposed human cortex.

A final advantage of optical imaging is
the possibility of addressing many questions
in a single experiment. In contrast to some
methods (e.g. 2-DG, c-fos), researchers can
present some stimulus, observe the response,
then change the configuration of the stimu-
lus. Experiments can also combine optical
imaging with other methods. Various studies
have observed brain dynamics using single-
unit recording, and local drug or electrical
stimulus application, in addition to natural
stimulation.

Presently, with intrinsic signal imaging,
resolution is approximately 50 � 50 micro-
metres over 8 � 8 millimetres of cortex, but
with poor temporal resolution (sub-seconds
range). Newer protocols, for example, 
presentation of temporally periodic stim-
uli or time-reversed stimuli, are increasing
the spatial resolution and dramatically
reducing the acquisition times (Kalatsky
and Stryker, 2003).

With the use of dyes – voltage-sensitive
dyes, for example (Wenner et al., 1996; Antic
et al., 1999; Zochowski et al., 2000; Arieli and
Grinvald, 2002; Slovin et al., 2002) – temporal
resolution has reached the sub-millisecond
range but a smaller region of cortex has to be
imaged, a few millimetres square. In both
cases, though, only a surface view is possible
and events through the cortical depth are
combined over a depth of 500–800 micro-
metres. Developments in camera/photodiode
arrays, together with depth-scanning-based
technology, would greatly aid this area of
research, possibly allowing depth sectioning
from the surface to the white matter. This
will give a 3D image of activity within cor-
tical tissue together with the temporal order

of activation (‘4D’ images). There has
already been some success in this direction
(Maheswari et al., 2003).

4.4 Non-invasive Optical Techniques:
Near-infrared Spectroscopy

A narrow beam of light introduced at a
point can penetrate the surface. The light is
scattered within the medium, with a tiny pro-
portion of this light emitted from the surface.
The emitted light takes a quasi-semicircular
path through the medium. A number of tech-
niques exploit this phenomenon to detect
anatomical landmarks or functional changes
without invasive procedures. Complex
time-resolved measurements of light inten-
sity at the surface – to continuously monitor
cerebral oxygenation and haemodynamics
non-invasively, for example (Jobsis, 1977) –
allows us to study cerebral oxygenation in
newborn infants (Brazy et al., 1985). Further-
more, greater depth of penetration is possible
with light wavelengths in the near infrared
(750–1000 nm) (http://www.medphys.ucl.ac.
uk/research/borg/).

One non-invasive optical imaging tech-
nique is Optical Coherence Tomography
(OCT). Laser-diodes, emitting light at wave-
lengths around 690–850 nm and at power
levels from a few milliwatts to tens of milli-
watts. The light from the diodes is intensity-
modulated at high frequency (100–250 MHz).
Optical fibres with a diameter less than 1 mm
take the laser light to the surface: additional
fibres a few millimetres in diameter convey
the light emitted from the surface back to
photomultipliers, CCD cameras or photo-
diodes to detect the emitted light.

There are two basic methods of OCT. A
continuous method emits a constant light
and detects changes in total light. The 
second, time-resolved, method uses light 
that is either intensity modulated at radio-
frequency, the frequency domain method,
or intensity modulated in the picosecond
range, the time-domain method.

In the time-resolved methods, the fre-
quency domain case measures the modula-
tion amplitude and phase delay in response
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to an intensity-modulated signal. The time
domain technique measures the temporal
distribution of photons emitted between
points on the surface in response to illumin-
ation by an impulse of light (Gratton et al.,
1994; Gratton and Fabiani, 2001; Obrig and
Villringer, 2003; Hebden et al., 2002). The
measurement apparatus is relatively light
and can be made into a head device, e.g.,
MONSTIR (multi-channel opto-electronic
near-infrared system for time-resolved image
reconstruction) (Hebden et al., 2002).

To obtain high resolution with this
approach, 3D images will require a very large
number of recording channels, increasing 
the number of source-detector pairs, refined
arrangement of probe arrays (Obrig and
Villringer, 2003). With refinement of record-
ing and analysis methods (TOAST, temporal
optical absorption and scattering tomogr-
aphy; Arridge and Schweiger, 1997), it may
be possible to attain on-line, high-temporal
and spatial resolution of functional activity
through a full cranial helmet (Gratton and
Fabiani, 2001; Hebden et al., 2002).

4.5 State of the Art in Optical Imaging

Although commercial instruments for two-
photon microscopy are becoming available,
the technique’s use in cutting edge applica-
tions requires substantial investment in
materials and manpower. It could benefit
substantially from continued technical
development.

Recent imaging studies in American labo-
ratories have shown that it is possible to fol-
low experience-induced changes in numbers
of synapses in the brains of living mice over
periods of days (Trachtenberg et al., 2002).
While exciting, this time scale is still slow
compared to the dynamic events thought to
underlie learning and memory mechanisms
in the brain. Moreover, the techniques can as
yet be applied only to anaesthetized and
restrained animals. However, the rapid pace
of development suggests that successors to
these techniques will increasingly allow real-
istic exploration of dynamic events in brain
circuits. For example, techniques are being

developed for attaching a miniature fibre-
optic confocal microscope to the skull of a
live rat (Helmchen et al., 2001). The technical
challenges are formidable, but the potential
for illuminating, literally, molecular events
inside the brains of freely moving animals
suggests that, if successful, such techniques
will revolutionize our understanding of brain
function.

Developments that may contribute 
significantly to progress will be the adapta-
tion of techniques using green fluorescent 
protein to animals biologically and behav-
iourally more closely related to humans. For
example, a programme to develop trans-
genic primates, such as marmosets, for GFP-
based imaging in neurons in the central
nervous system via collaboration between a
dedicated Brain Neuron Imaging Group,
and a consortium working with tractable
primates, such as the European Marmoset
Research Group, may provide considerable
benefits, such as bringing diverse groups
together: http://www.dpz.gwdg.de/emrg/
emrgcons.htm.

Such an initiative may also provide early
identification of opportunities for diagnos-
tic and therapeutic approaches. We should
not discount the possible application of fluo-
rescent imaging in human surgical proced-
ures, complementing present diagnostic
technology such as fMRI.

It is impossible to predict either the ultim-
ate form nor the likely success of such
advanced techniques. However, the power
and scope of the overall approach argues
strongly for an investment in the underlying
imaging technology.

Further Reading on Optical Imaging

Matus, A. (2000) Actin-based plasticity in den-
dritic spines. Science, 290: 754–758.

Zhang, J., Campbell, R.E., Ting, A.Y. and Tsien,
R.Y. (2002) Creating new fluorescent probes for
cell biology. Nat. Rev. Mol. Cell Biol., 3: 906–918.

Trachtenberg, J.T., Chen, B.E., Knott, G.W., Feng,
G., Sanes, J.R., Welker, E. and Svoboda, K.
(2002) Long-term in vivo imaging of experience-
dependent synaptic plasticity in adult cortex.
Nature, 420: 788–794.
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5 GLOSSARY OF TERMS

biosensor A biological molecule, usu-
ally a protein, that produces a measurable
signal, usually optical, in response to a
change in cell physiology.

confocal microscopy A system of illu-
mination that rejects out-of-focus light from
biological images. There are several differ-
ent confocal systems that varying in tech-
nical complexity and suited to different
applications.

cytoskeleton/cytoskeletal Structures
composed of protein filaments that support
and control the shapes of cells. The cytoskele-
ton is important in nerve cells for its role in
controlling circuit connectivity.

ensemble recording Electrophysiologi-
cal recordings from a large number of 
single-cells simultaneously. This is not to be
confused with multi-unit recording in
which single-cells cannot be identified.

fixed/fixation Fixation is the process of
chemically treating biological tissue to pre-
serve their structure after death. Fixed tissue
can be stored for long periods and, with
appropriate techniques, the detailed anatomy
of cells can be preserved down to the level
of molecular structure.

functional magnetic resonance imaging
(fMRI) A neuroimaging method that uses
the different magnetic susceptibility of deoxy-
haemoglobin compared to oxyhaemoglobin
to measure changes in the activity of a brain
area, which are reflected in its metabolism
and thus need for oxygen. Typical spatial 
resolutions in human studies are 1–3 mm �
1–3 mm � 1–3 mm, and the temporal resolu-
tion is in the order of seconds. The method is
non-invasive, and can be repeated on an indi-
vidual subject many times.

MONSTIR Multi-channel opto-electro-
nic near-infrared system for time-resolved
image reconstruction; images brain tissue
non-invasively.

positron emission tomography (PET)
A neuroimaging method that uses radioac-
tive isotopes to estimate the blood flow in a
brain region, which reflects the metabolism
of the brain region and through this the 

neural activity. Typical spatial resolutions in
human studies are 5 mm � 5 mm � 5 mm,
and the temporal resolution is in the order
of 90 seconds.

staining With a few notable exceptions,
the molecules that make up biological tissue
are colourless. To render them visible in the
microscope, fixed tissues are treated with
reagents that selectively stain individual
structures within a tissue, usually by react-
ing specifically with a particular molecule
such as a protein.

synchronization A brain-state in which
neurons that are spatially separated show
spiking activity that is closely temporally
coupled, typically with spikes of one neuron
occurring within a few milliseconds of the
spikes from another neuron. The existence
of synchronized states is widely thought to
be relevant to the binding problem in cogni-
tive neuroscience.

two-photon microscopy A system of
confocal microscopy that exploits a quan-
tum effect to enhance the selective imaging
of in-focus light while additionally increas-
ing the penetration of illuminating light into
biological tissue.
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1 SETTING THE SCENE

1.1 What are Cognitive Systems?

Cognitive systems – natural and artificial –
sense, act, think, feel, communicate, learn
and evolve. We see these capabilities in many
forms in living organisms around us. The
natural world shows us how systems as dif-
ferent as a colony of ants or a human brain
achieve sophisticated adaptive behaviours.

Until recently we would not have used
use such terms to describe artificial systems,

but as computing power grows, and per-
vades more and more things, we find a
growing convergence of interests and vocabu-
lary between the understanding of natural
cognitive systems and the emerging oppor-
tunities and challenges of building ‘smart
things’.

By definition, therefore, the field of cog-
nitive systems involves the interplay of
interests and outcomes across the life sci-
ences, physical sciences and real-world
engineering. If you are a life scientist then
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you want to know how the naturally occur-
ring systems work, and perhaps how to fix
problems they develop. If you are a physical
scientist or engineer, then you are trying to
build and understand new things. Naturally
occurring cognitive systems are a source of
inspiration and challenge – you might want
to find out how to do what they do, interact
with them, simulate or enhance them, or to
beat them at their own game.

Here I provide some overall context for
discussing this interplay of interests between
natural and artificial cognitive systems, and
underpin the discussion of applications. There
are three sections:

● the biological computer and the artificial
brain: basic parameters of brains and
computers that explain why the next 
30 years are a defining time for the field

● characteristic capabilities: a high-level
description of what a cognitive system is,
at least for the purposes of this review

● motivations: a taxonomy of the variety of
motivations and interests that we can
think of as lying within the field of cogni-
tive systems, and hence within the scope
of this review.

1.2 The Biological Computer and 
the Artificial Brain

1.2.1 Hofstadter’s Law

It always takes longer than you expect, even
when you take into account Hofstadter’s
Law. (Hofstadter, 1979: ch. 5).

How powerful is the human brain, and
how should we compare it with the power
of a computer? How much computational
power do you need to drive a car, to recog-
nize a terrorist, to speak and comprehend
fluently? How powerful are different ani-
mal brains? For example, how powerful is
the brain of an insect – what is it good at,
how does it do it, and can we build things
that work that way? Would it be good if we
could?

These questions are fundamental to
assessing the rate at which new applications

of cognitive systems will appear. We are still
a long way from having the answers. At
present we can build our roadmaps and pre-
dictions around key observations:

● We have a massive information explo-
sion about the detailed operations of nat-
ural nervous systems at the micro or
macro level – but this does not yet answer
the simple question of how they work. All
that we can be confident of is that they
are very different from digital computers.

● Orders of magnitude comparisons sug-
gest that cheap pervasive computing
power will come within the range of
humans over the coming 30 years, and
will certainly overtake simpler creatures
before then.

● Artificial systems may supersede many
areas of natural cognition once we get
within appropriate performance bands –
even though they do things differently.
Many apparently hard things, like play-
ing chess, will turn out to be easy.

● Some areas of natural performance will
prove surprisingly resistant to emula-
tion. Many apparently easy things, like
getting around in the world, will turn out
to be very hard.

Von Neumann provided fundamental
arguments for comparing computing power
between computers and brains: he was one
of the first to attempt to make specific esti-
mates of human power in computational
terms. The basic approach is to compare
power in terms of number of computations
per second, based on an abstract equivalence
of different underlying architectures. One
example of this calculation (Merkle, 1989)
puts the upper bound of human brainpower
at around 2 � 1016 calculations per second:

Number of synapses � 1015

Operations per second � 10
Synapse operations per second � 1016

To put this in perspective, if we assume that
computational power continues to grow
according to Moore’s law – with the pro-
cessing power of an integrated circuit dou-
bling every two years or so – then in 2030
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you will be able to buy a £1000 PC that com-
putes at around 1016 instructions/second.
How should we use such calculations in pre-
dicting the future of cognitive systems?

Optimistic commentators conclude that
there are no conceptual or practical barriers
to prevent artificial cognitive systems super-
seding the capabilities of the human brain
on roughly the same timescale that this
basic comparison of power suggests (see for
example http://www.kurweilai.net). How-
ever, there is consensus in the research com-
munity that it is fundamentally simplistic to
use this simple power comparison to draw
any general conclusions about computers
matching brains. At present, we lack the
most basic understanding of many aspects
of the performance of neural systems. We
already know a lot about such things as 
neural architecture, the firing rates of differ-
ent kinds of cells, and the spatial distribu-
tion of the many distinct types of synaptic
inputs. Then there are the global and site-
specific effects of neurotransmitters.

Advances in molecular neuroscience are
teaching us more every day about signal
transduction pathways, gene activation and
protein synthesis in the brain. So, even if (a big
if) we were to find a way to match the phys-
ical structure of certain networks of the brain,
we may well find that we need to understand
whole dimensions of performance before we
can reach the same type of power.

Even supposing that we have matched
the basic computational power of natural
nervous systems, then we are still at the
very early stages of understanding the
architecture that will turn 1016 instructions/
second into the extraordinary range, diver-
sity and adaptability of performance of 
the cognitive systems we see around us.
After all, we already have a lot more com-
puting power available to us now in grid
networks, but apart from a few high profile
specialized tasks, such as chess playing, 
we are a very long way from knowing how
to put it together into high-level cognitive 
performance.

However, even with all these caveats, we
are already in a very different situation than

in the past. This is because it is reasonable to
suppose that the computing power avail-
able to us is approaching that of natural cog-
nitive systems. We will, therefore, be tackling
problems of the organization and architec-
ture of cognitive systems knowing that we
have the basic engine power required. This
may allow what we might think of as a
‘Cambrian explosion’ of new systems and
applications.

From the perspective of discussing the
evolution of applications of cognitive sys-
tems, the most important change ahead is
that the development of cognitive systems
will be part of a diversification of comput-
ing into many lines of development – each
serving as a focus for huge areas of commer-
cial and societal investment.

An essential aspect of Moore’s law is that
it is a self-fulfilling prophecy. The industry
commits itself to an agenda and marshals
the resources needed to achieve it. While this
continues to generate smaller, faster, cheaper
computing power, it is being progressively
coupled with other technologies and special-
ized into new branches of technology. Each
branch then becomes a new focus of societal
development – harnessing resources from
research, industry and society at large.

Robotics is a major example of a ‘branch’
of cognitive systems. The overall tree may
look something like the diagram in Fig. 12.1.

However, while this structure looks rea-
sonable, we cannot predict with any confi-
dence the ‘shape of things to come’. As stated
above, we currently lack a good characteriza-
tion of how natural cognitive systems work.
So we have no straightforward way to pre-
dict progress on higher-level capabilities in
terms of fundamental computing power.
Nevertheless, in the remaining sections I will
attempt to provide an overview of how fun-
damental work on cognitive capabilities will
relate to these various branches.

1.3 Characteristic Capabilities

A constructive way of thinking about
cognitive systems is to characterize them in
terms of a short list of high-level capabilities.
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These include capabilities that we see
throughout the animal kingdom and that we
would like to both understand in their natural
state and to give to artificial systems. These
capabilities also include some that are specific
to humans, such as language and speech.

1.3.1 Sense and Perceive
If things are going to behave usefully,

then the first step is that they should con-
nect with what is going on around them. We
already take this for granted in many simple
things, such as the thermostat that controls
our central heating, or traffic lights that
detect arriving traffic. Sensors are develop-
ing rapidly in every modality – sight, hear-
ing, touch, pressure, balance, orientation. At
higher levels we are learning how to realize
sophisticated perception of scenes and
objects within them, and to link these to dif-
ferent sorts of action. At low levels we are
understanding how insects and simple crea-
tures use algorithms that we can copy for
such tasks as landing, and avoiding loom-
ing objects. At high levels we can start to
endow machines with sophisticated object-
level recognition of their environment.

Where the task of sensation and percep-
tion gets difficult is when we seek to fuse
information from different senses, or to cat-
egorize sensory information in a knowledge-
based way. How do we move from systems
that see that an object is round, can tell that
it can be held in a hand, realize that it is not
very heavy through to classifying such a
perceived object as a ‘cup’?

1.3.2 Act
Automation is almost the defining word

of the industrial revolution and a dominant
theme of IT application. Yet we are still only
at the early stages of giving machines the
flexibility of action that we see in the natural
world:

● balance on two legs, walk, run and jump
● pick things up, handle soft and flexible

things
● play the piano
● climb a tree.

There is a growing understanding in the
life sciences of the close relationship between
perception and action, and how understand-
ing one can inform the other.
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1.3.3 Think: Recognize, Recall, Compare,
Reason, Decide, Plan, …

Where computers excel today is in hand-
ling symbols, media and anything that we
can give a formal symbolic description.
What they find hard are the everyday sorts
of reasoning that we think of as ‘common
sense’, and such everyday skills as getting
about without bumping into things or get-
ting lost.

● The hard things for people are easy for
computers …
– Calculating, sorting, storing, searching

and things that can be done that way,
like designing complicated things, chess,
logistic planning, web searching …

● The easy things are hard …
– scene understanding

● understanding language
● picking things up and putting them

together
● planning a path across the room
● speech.

The emergence of robotics as a major field
of computational endeavour has created a
strong convergence of interests in how viable
agents can solve everyday problems.

1.3.4 Feel: Have Emotions, Motivations
and Relate to Others

This is an area where we quickly run into
trouble for lack of language. Feelings and
emotions are so typically human, and so
much a part of our internal experience, that
ascribing them to machines runs straight
into the ‘big’ questions of what machines can
and cannot do, and their internal states. But
there is a growing understanding between
physical and life sciences of how motiv-
ational states underlie our shifting pattern
of actions and thoughts, and are essential to
the way we maintain many competing pri-
orities for action over multiple timescales.
Emotions are very practical – they create
conditions for orchestrating whole classes of
action and giving preference to one form of
response over another, such as ‘fight or flight’,
‘rest and digest’, ‘lust and trust’. Artificial

systems will need similar repertoires to
manage the range and diversity of responses
available to them.

When artificial systems relate to humans,
then issues of ascribing emotions to them
immediately come to the fore. The past few
years have seen people readily respond to
such things as Tamagotchis, AIBO dogs and
other toys that set out not to be ‘intelligent’
but to create a relational experience with
humans through an explicitly designed set
of ‘emotions’. People, it seems, are ready to
take things at ‘interface value’.

1.3.5 Communicate with Each Other
Bacteria, ants, bees, lions, dolphins,

chimps, humans – all communicate with
each other over a huge range of sophistica-
tion, fulfilling individual and collective
goals. The interaction of artificial agents is
still in its infancy and has hardly been
explored, but we are already encountering
the first unexpected effects in such areas as
financial trading systems and electricity net-
works. Emergent effects of many interacting
intelligent agents will be both a source of
new possibilities and new headaches. The
term ‘swarm computing’ is being used for
the construction of systems from large num-
bers of very simple agents in either the
physical or virtual world.

While we struggle to understand how to
predict and use such behaviour even at its
simplest, there is no reason why future arti-
ficial systems should be limited to the com-
plexity level of natural languages. There are
suggestions that the size of our working
memory relates closely to the rolling require-
ments of language processing, and that
brain capacity and language skills influence
the size of primate animal communities.
Artificial systems will be able to enjoy the
possibilities of much expanded language
complexity in their communities.

1.3.6 Learn
Adapting and improving performance is

part of the repertoire of natural agents for
dealing with changing and unpredictable
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environments, expanding repertoires of
behaviour based on experience, and for the
development of more sophisticated behav-
iours such as language, which are main-
tained dynamically by a community.

Artificial systems have the dramatic
advantage in that they can share code with
other instances of themselves much more
readily than natural systems. They thereby
short-circuit many forms of learning, even
observational learning. So, the evolution of
artificial systems will be a web rather than a
tree, in which advances spread between
individuals, generations and across domains
of application. This allows machine culture
to accumulate experience at a much higher
rate than the culture of humans or natural
evolving organisms.

1.3.7 Evolve
We have already discussed the evolution

of cognitive systems from a societal perspec-
tive – basic patterns of technology get estab-
lished and then develop, expand and refine,
sometimes over many generations. The evo-
lution of artificial systems benefits from two
key properties that are not available to nat-
ural agents. First, there is a network effect:
advances in one field can apply immedi-
ately to all the others, in the metaphor of
evolution, genetic advances jump across the
species. And the wider the field of endeav-
our, the more cross-contributions occur.
Secondly, completely new lines of technol-
ogy can be started at any time, without any
particular linear dependence on previous
ones – new species can emerge discontinu-
ously from previous ones.

Already genetic algorithms are used in
practical situations to generate better algo-
rithms and designs for engineering prob-
lems. We can expect evolutionary approaches
to become an established part of progress
from individual applications to whole new
product areas.

1.4 Motivations

The field of cognitive systems can be pur-
sued from the different perspectives of the

life sciences, physical sciences and real-
world engineering. At any one time, people
in these different fields are studying sub-
stantially the ‘same’ problem from any or all
of the following perspectives:

● The ‘pure’ engineering approach Building
new, challenging, artificial systems with
all means that come to hand, because we
need them and the only important meas-
ure of success is how the system per-
forms. Sometimes this will be done using
inspiration from biological systems but
without a specific commitment to under-
standing how the biological system does it.

● The ‘pure’ life-science approach Studies to
understand biological systems, specif-
ically how they do what they do, using
any explanatory tools available, with the
agenda driven purely by the natural evo-
lution of the scientific agenda (available
tools, current state of knowledge and 
so on).

● Natural analysis and simulation Building
systems as a way of exploring and under-
standing through simulation how bio-
logical systems do what they do – using
successful artificial simulation as a high
standard of proof of adequacy of an 
explanatory model.

● Engineering analysis and simulation Falling
somewhere between the first three per-
spectives, is the process of building simu-
lations of natural processes and agents
(fire, water, plants, animals, humans)
because we need the results of the simula-
tions, rather than through a concern with
the authenticity of the underlying model.
This may be for fun and games such as
special effects and crowd scenes in a film,
or ‘serious’ purposes such as modelling
crowd behaviour in a burning building.

● Architecture Building low-level system
architectures (hardware) that get closer
to the fundamental architecture of neural
systems. Studying capabilities of bio-
logical systems, with the agenda chosen
to illuminate specifically how biological
systems achieve computational tasks with
architectures so radically different from
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current artificial architectures (massive
numbers of slow, highly connected, fail-
ure-prone, un-clocked … components).

● Prosthetics Building prostheses that
achieve capabilities closely matched to,
and interfaced to, humans.

● Theories Trying to build theories of any
of the preceding sorts of artificial system,
because we want to realize them in pre-
dictable ways, and have guarantees of
performance etc.

● Tools Better tools for probing, measur-
ing, intervening, into biological systems
for the purposes of understanding them.

For example, consider the problems and
the different sorts of projects that might
come from solving them:

● Identify an individual object from a cluttered
scene, pick it up without damaging it, and
perform some simple action on it:
– industrial robot on a next generation

flexible assembly line
– manipulator for the next Mars probe
– artificial hand for prosthesis
– artificial hand for next generation

humanoid robot that can pick up and
fold clothes.

● Observe natural scenes, pick out and
identify important things:
– identify pedestrians for car safety 

systems
– smart binoculars for birdwatchers
– shopping mall child tracker
– ‘Who is that?’ memory jogger in your

camera-phone.
● Get around complex environments with-

out falling over or getting trapped:
– autonomous robots for hazardous envir-

onments, military applications, toys,
home robots.

In addition to the variety of motivations,
there are six different application foci that
correspond to different types of relationship
between people and things, and therefore
different types of interest and outcome for
cognitive systems:

● person to thing: ‘Computer – what’s the
weather forecast?’

● amongst things: collectives and networks
of intelligent agents

● person-and-thing viewed together: cars,
exoskeletons, cognitive implants

● lots of person-and-thing: traffic, combat,
games

● things alone: robot explorers
● person-to-person mediation: commu-

nicative and collaborative environments.

1.5 Summary

From this section we can see the breadth
of the field of cognitive systems, and appre-
ciate why there is no single research com-
munity addressing it or articulating an overall
agenda.

In the following sections I consider all
these motivations and application foci within
the scope of cognitive systems. A compre-
hensive overview is impossible, but I have
attempted to bring together representative
cases of many of these different possibilities,
particularly looking for those where there is
the likelihood of a strong shared agenda
across the life sciences and physical sciences.

2 APPLICATIONS AND
SOCIETAL IMPACT

The criteria for picking cognitive systems
for discussion are:

● There is no dispute that systems of this
class will emerge into the mainstream
over this period.

● There will be widespread public policy
implications.

● The impact will provoke public interest
and debate.

The treatment of each area is necessarily
superficial and, as I noted above, this is an
individual perspective. While I have had
valuable inputs from a number of special-
ists, there has been no opportunity to con-
sult experts in every area, so nothing here
should be regarded as in any sense a con-
sensual view of the people involved in each
field. My goal has been to generate a sense
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of the issues that are worthy of further dis-
cussion and debate.

The report makes frequent use of extended
quotations, especially from on-line sources,
because evidence of specific activities is the
best indicator of ambitions and intent.

2.1 Business

2.1.1 The Ambient Web

Even after the dot.com bust, the most
prosaic descriptions of the progress of com-
puting in reshaping business recognize pro-
found effects from e-commerce and the
many ways that computing and communi-
cations restructure the underlying oper-
ations of business. Through the 1980s and
1990s the personal computer was at the
heart of that revolution as the tool through
which computing reached into everyday
use. The PC provided a de facto standard
around which every branch of business
could make massive investments in IT.

The emergence of the World Wide Web
(WWW) was a defining transition in com-
puting. It shifted the model of applications
away from individually crafted islands of
computing to a worldwide utility that any
computer anywhere can access by common
standards. This is accelerating the shift to a
new era when the PC, and the notion of per-
sonal computing it embodies, loses that cen-
tral role in the evolution of our global
infrastructure of information and communi-
cations technologies (ICT). The new era, 
variously called pervasive computing, ubiqu-
itous computing or ambient intelligence, is
built around core developments in three
areas:

● The core computing and communica-
tions components become cheap enough
for ‘anything’ to connect to the Web.
Today and in the near future that means
smart phones, TVs, cameras, hi-fi, car
navigation. In the next two decades it is
any artefact for which there is a reason to
connect – if it makes sense for my coffee
cup to be online, it will be.

● The WWW, with which we are all famil-
iar, was built primarily for people to
access information. The technical com-
munity is now busy building open stand-
ards under the heading of web services
and the Semantic Web that will allow the
exploding population of smart devices,
information services and applications to
interact directly with each other over the
WWW in dynamic and flexible ways.

● The shift towards massive numbers of
things interacting together in ways that
nobody can completely design or control
in advance has prompted a new approach
to system design, known as agent based
computing (http://www.agentlink.org).
Agents are autonomous software entities
that can act and react with each other in a
distributed environment.

Taken together, these developments,
which we can dub ‘the Ambient Web’, will
create a profoundly different IT landscape
from the one with which we are familiar. It
will provide the setting for all the other
areas of societal impact. It is not realistic to
attempt here to anticipate the 20-year future
of ICT, but keeping within the scope of the
Foresight Cognitive Systems Project, we can
highlight some dimensions of this pervasive
change:

● We will be using a language of autonomy
and intelligence with respect to wide
classes of everyday things which operate
under human supervision, with major
ramifications for definitions of such
things as product liability, security, ser-
vice definition and so on. Pinning down
responsibility will be particularly diffi-
cult as performance is the outcome of
interactions between multiple agents, com-
bining embedded and online capabilities.

● Intelligent behaviour of individual things
will be achieved through an interaction
between the thing itself and the capabil-
ities of the Ambient Web ‘behind the
wall’. A simple rule of thumb is that if
today a thing relies on power to operate,
in the future it will rely on the intelli-
gence of the Ambient Web. This will create
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new levels of dependence of everyday
life on pervasive infrastructure – think-
ing about this while trying to get to
London by rail is a sobering experience.
Questions of ownership and governance
of the Ambient Web will loom very large.

● There will be massive economic activity
in the trading of ‘smarts’ – pieces of soft-
ware that improve the performance of
things. The WWW has already fuelled
completely new areas of software swap-
ping, such as music, trading of virtual
characters for popular games, software
for intelligent toys. The precedents are
that users will create these possibili-
ties well ahead of the legal structures 
for them.

● It will be impossible to prevent this
world of ambient intelligence from suf-
fering all sorts of undesirable attacks such
as viruses, spam, cyberterrorism etc.
Ironically, the technical work needed to
create robust, reliable and defensible net-
works may be a major driver of under-
standing of certain classes of cognitive
systems (see, for example, IBM initiative
on autonomic computing). The possibil-
ities of new vulnerabilities may prove to
be one of the biggest brakes on deploy-
ment of new capabilities.

As digital technology and software
become an intrinsic part of previously dis-
connected products and services, the struc-
tures of governance that we have in place
will almost certainly prove inadequate.

2.1.2 Commercialization Concerns
A major area of importance for the future

impact of cognitive systems will be the
incursion of commercial concerns, and the
power they can wield, into new areas of our
lives. To understand this better we can look
at the recent history of computing.

The massive commercial and societal
phenomenon of personal computing over
the 1980s and 1990s was so dominated by
two companies – Microsoft and Intel – that it
came to be known in the trade as the
‘Wintel’ model. It is the nature of computing

technology that it is built on layers of abstrac-
tion that allow investments at one level to be
made independent of other layers.

Standards are essential for these layers.
These may come from standards bodies, but
in fast-moving areas they are as likely to
come from commercial players who can use
the momentum of change to maintain a pre-
eminent position.

The prize for achieving architectural lead-
ership over a layer is huge, with extensive
consequences for other vendors and users,
so extensive that protracted legal struggles
emerge as positions verge towards monop-
oly. IBM was the target of such action in an
earlier computing generation, and Microsoft
in this.

Another example comes from the very
different area of genetically modified foods,
where the arguments over desirability of
widespread adoption are inextricably bound
up with concerns about the degree of con-
trol over the food chain that may accrue to
commercial enterprises. For many people
these concerns are more important than
questions of safety, because of the way they
threaten many aspects of choice and diver-
sity of food supply, and have the potential to
change fundamentally the structure of the
industry.

Looking at each area of cognitive sys-
tems, there is no particular reason to sup-
pose that any one of them will lead to such
high levels of commercial dominance in any
area of application, as we have seen in pre-
vious eras of computing, or concerns like
those around GM food – but no reason either
to suppose that they will not. Where there is
a commercial logic then there will be attempts
to achieve overwhelming market domin-
ance. As each of the following discussions of
impact shows, we are bringing computing
power into a very close relationship with
intimate aspects of human nature, and so
the sensitivity to commercial influence over
these aspects of life will become a major
concern.

Developments in cognitive systems are
likely to provoke very strong reactions pre-
cisely because we use language that borrows
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so heavily from words that we associate
with human and biological capabilities, and
which are therefore redolent with everyday
meanings that overlap with issues of central
concern to people’s lives. It will take only a
few sensational news items of the ‘roborat’
variety (see Assisted cognition in section
2.3.2) to create defining shifts in the terms of
debate. It is therefore likely that a societal
backlash to whole categories of cognitive
systems could prevent the deployment of
technologies that might otherwise seem
broadly beneficial. The growing debate over
nanotechnology provides a foretaste of the
sort of reaction that we can expect, and illus-
trates how important and difficult it may 
to be to carry the debate forward in well-
balanced ways.

2.2 Two Perspectives on the 
Ambient Web

We can illustrate the impact of the
Ambient Web by considering two areas where
the broad momentum of ICT in the business
environment will provide a horizontal con-
text for all the other areas of impact, in the
way that each generation of computing has
done up to now. We can look at this through
the two complementary perspectives of the
network and the personal interface through
which individuals interact with it.

2.2.1 Multi-Agent Network Systems
We can already see the impact of systems

based on autonomous agents in two major
areas: the underlying infrastructure that will
create the Ambient Web; and applications
that involve huge numbers of measure-
ments, decisions or trades, such as schedul-
ing, process management and on-line trading.

As telecoms research works to build ever
bigger, more capable and more reliable net-
works, it has found a rich vein of inspiration
in the study of ‘swarm intelligence’ – the
way that a colony of simple creatures such
as ants can exhibit high-level adaptive behav-
iour. There is a natural and appealing con-
gruence between the millions of network

elements that operate under decentralized
control rules and the nature of insect colonies.
For instance, studying how a colony of ants
can quickly discover the shortest route to
food, can lead to new ideas for how mobile
agents in a network can adaptively create
‘shortest path’ routing for network traffic.

The success of the Internet as a world-
wide network is due in large part to the
highly decentralized nature of the under-
lying networking protocols. These limit the
effect of failure in any one part, and allow
the network to adapt extremely well to the
loads placed upon it. As the emerging
Ambient Web drives the reach of the net-
work down to billions of individual devices
we will need much deeper understand-
ing of how to achieve desirable emergent
properties.

At the application level, on-line trading is
set to drive forward the technology of multi-
agent systems. Business-to-business (B2B)
online auctions are already a major feature
of e-commerce, with many billions of
pounds of goods already traded.

Agent approaches, built over the stand-
ards of the Semantic Web, will extend pro-
gram trading significantly to these on-line
marketplaces. This will drive the emergence
of ever-more fine-grained and liquid trad-
ing in all sorts of areas. Governments will
need to develop extensive standardization
and regulatory capabilities well beyond
those they currently have to ensure that
these markets develop in an orderly way.

In realizing these new, multi-agent, open
systems, system designers will need to
import much of the social and political lan-
guage of human organization design, for
example to govern how rights are delegated
to a transferable preference voting system
between agents representing multiple par-
ties. Inter-regional issues of legislation will
present a particular problem as the net links
many human and automated agents distrib-
uted around the globe.

As we have already noted, we are travel-
ling towards a future of systems that will
manifest emergent properties as many agents
interact. It is important to realize that there
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is a serious lack of theoretical tools to under-
pin our understanding of these emergent
effects. We do not even have a full under-
standing of the simple nine-cell John Conway
Game of Life program, an example of a cel-
lular automaton much studied by math-
ematicians. We can therefore expect that the
growing pains of the Ambient Web will be
associated with unwelcome surprises as we
encounter unforeseen emergent effects.

The early difficulties with program 
trading in stock markets when automated
trading programs created a cascade of trans-
actions are an example of the problems
ahead and the type of impact they may have
on everyday life. As in that case, the solu-
tions will come not just from the technology,
but from adapting the social and legisla-
tive framework that governs their use. 
(See Chapter 2 on Large-Scale, Small-Scale
Systems and http://www.agentlink.org).

2.2.2 From PDA to PDE: The Personal
Digital Environment

The move to the post-PC world of the
Ambient Web is bringing an explosion in the
number of connected devices available to an
individual. There is a thriving research and
commercial community that is exploring
this new world of wearable and ultra-
portable computing. The defining market
transition is the current move towards 2.5
and 3G phones, giving individuals constant
access to the WWW.

The cost of computing means that there is
now a forced bundling of all sorts of cap-
abilities into smart phones and WDAs
(Wireless Digital Assistants). This is a pass-
ing phase that will gave way to what we
might call the Personal Digital Environ-
ment. This will entail fully connected tech-
nology at the scale of credit cards, jewellery,
glasses, coins, wristwatch and so on, that
can be embedded into whatever form is
most convenient in our personal environ-
ment. Individuals will take many different
paths through the space of possibility this
opens up, from eager adoption to total rejec-
tion of the ‘wired world’. The significance of

this for cognitive systems lies in a number 
of possibilities:

● People will be able to participate con-
tinuously in on-line worlds if they choose.
The fascination with personal entertain-
ment and communication devices sug-
gests that they will significantly change
how people go about their lives.

● Many people will adopt a range of on-
line persona or ‘avatars’ to provide inter-
faces and buffers to the otherwise
overwhelming intrusion of the (on-line)
world. We may see surprising crossovers
of media with people using ‘artificial’
communication in face-to-face situations.

● We are coming to terms with the huge
impact of the e-mail ‘trail’ left behind
from our daily interactions, with the loss
of privacy and control that implies. This
is set to change by orders of magnitude,
with many consequent problems: ‘Your
brain trace proves you weren’t paying
attention when you crossed the road and
caused that accident.’

● Assistive technologies can be fully on
line: continuous telemonitoring of phys-
ical and cognitive sensors and feedback
mechanisms will be available. (See more
in the discussion of assisted cognition in
section 2.3.2.)

The evidence of technology adoption so
far suggests that we will move rapidly into
this world, well ahead of our understanding
of the issues it raises.

2.3 Embodied Cognition: Robots 
and Smart Things

The natural cognitive systems that we
can study inhabit a living body of some sort.
So there is a deep and productive relation-
ship between the study of natural cognition
and the construction of robots and intelli-
gent machines that must exhibit functional
ability in natural settings. While this is a
statement of the obvious, it is important to
recognize that embodied cognition has not
been the driving force for the evolution 
of computing over the past few decades.

2 APPLICATIONS AND SOCIETAL IMPACT 293

P088566-Ch12.qxd  7/11/05  6:26 PM  Page 293



Business, scientific and personal computing
all evolved around a central model of sym-
bolic computing that is disconnected from
the demands of the natural environment.

It has turned out that embodied cognitive
tasks – like walking on two legs, sorting out
objects in a cluttered scene, or building up a
map by moving around – are astonishingly
difficult. However, decades of work on indus-
trial robotics, and the emergence of a wide
range of artificial sensory-motor technolo-
gies around the core of embedded comput-
ing, mean that embodied artificial cognition
is set to become a mainstream branch of
computing’s evolutionary tree. These sys-
tems will cover a spectrum from robots
designed for a wide range of autonomous
functions to ‘smarts’ embedded in everyday
things. Interestingly, the concept of ‘embodied
cognition’ is also beginning to have an
impact on neuropsychology.

We are still at the early stages of under-
standing how embodied cognition works,
as we are for cognitive systems in general.
So, while they may be inspired by solutions
adopted by natural organisms, our artificial
ones will be developed within existing engin-
eering models. As a consequence, we do not
know where the real boundaries of perform-
ance lie.

Just as IBM’s Deep Blue did not need to
play chess the same way as Garry Kasparov
to beat him, so artificial embodied cognition
solves problems in its own way. We do not
know which problems are deceptively easy,
and which are deceptively difficult.

The US Department of Energy provides a
good benchmark, and an associated tech-
nology roadmap, for assessing the impact of
robotics. In its vision for 2020 it states:

Over the next few decades, advanced RIM
[Robotics and Intelligent Machines] tech-
nologies will fundamentally change the
manner in which people use machines,
and by extension, the way DOE accom-
plishes its missions. New robotic systems,
fuelled by improvements in computing,
communication and micro-engineered
technologies, will transform many of our

most difficult tasks. It is expected, for
example, that:

micro-scale robots with the ability to
crawl, fly and swim will be able to work
together to perform monitoring, surveil-
lance and intelligence operations;

environmental facility remediation,
monitoring and inspection, as well as
resource exploration, will be performed
with high efficiency and low risk through
autonomous teams of robots; and

automated methods closely coupling
design and manufacturing will allow cost-
effective, totally automated production of
both large- and small-lot manufacturing
products.

… By the year 2020, RIM will both dupli-
cate and extend human dexterity, percep-
tion, and work efficiencies in a broad
range of tasks – these technologies will be
as pervasive and indispensable in DOE
operations and the National economy as
the personal computer is today. (Robotics
and Intelligent Machines in the US
Department of Energy. A Critical Tech-
nology Roadmap. Sandia Report SAND98-
2401. October 1998).

As an example of current commercial
activity, Honda is making very public com-
mitments to robotic technology with its high
profile ASIMO programme for humanoid
robots. The company see these as a major
focus for technology development over the
coming decades (http://world.honda.com/
ASIMO/technology/).

Honda’s main business, of course, is
engines and vehicles. This illustrates the
point that these robotic and smart technolo-
gies need to be viewed as new set of cap-
abilities to be deployed across all industries.
Just as personal computing has generated
components for deployment across the
many fields of embedded applications, so
the notion of things that sense and act with a
degree of autonomous decision-making will
become more and more commonplace
across every area of application. For our
purposes here, we consider robotics as a
‘horizontal’ technology to be included in the
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analysis of each of the following domains of
impact.

2.4 Health, Well-being and
Performance

2.4.1 Drivers of Change

There is nothing new with using technol-
ogy to repair defects, overcome disabilities,
or enhance our performance – whether it is
a pair of glasses, laser correction of sight, a
heart pacemaker, a pocket calculator, or a
PDA with automatic reminders of things to
do. What is changing is the depth of know-
ledge and technology that we can bring to
bear on these issues, and in consequence the
intimacy of relationship possible between
ourselves and our personal technologies.

There are five core areas of research and
development that, taken together, will rad-
ically change our personal relationship to
technology in the area of cognitive systems.

Macro Mapping of Brain Function: 
Architecture of Brain and Mind

The use of a wide range of imaging tech-
niques to map brain activity while people
undertake controlled tasks is leading to a
rapid growth in knowledge of which parts
and networks of the brain do what, and how
they combine in overall performance. Tar-
geted approaches to intervention will follow.

External Brain Interfaces

The same technologies used to monitor
and model function externally can:

● direct brain communication with other
systems

● give the individual direct feedback on
their performance (training brain states
for optimal performance)

● or connect back to real-time intervention
through implants.

Micro Mapping of Brain Function: Cognitive
Components

As well as macro understanding of the
function of areas of brain, research will 

progressively unravel specific micro aspects
of performance, understanding what hap-
pens at the level of neurons, how it processes
inputs and outputs, allowing the develop-
ment of specific enhancement at the com-
ponent level and replacement technologies
for particular functions. Early stage sensory
processing, such as the cochlea and retina,
are examples today.

Internal Neuronal Interfaces

Technologies are developing rapidly for
directly interfacing living neurons and sil-
icon-based electronics, making ever more
sophisticated implants feasible. For the pre-
sent, however, this kind of technology is
more at the level of blue-skies research than
marketable products.

Personal Sensing

It is already commonplace in the gym to
wear a heart monitor that interacts with the
equipment to produce the best workout, or
for individuals to wear sensors that collect
data for the management of a medical con-
dition. All sorts of technologies for health
and well-being will rapidly colonise this
space of opportunity, building on the gen-
eral PDE (Personal Digital Environment).

2.4.2 Applications
There is no one term that the physical

and life sciences communities use to cover
the range of approaches to repairing, sup-
porting and enhancing performance through
interfacing with the human nervous system
that derive from these core developments.
However, the variety, scale and interactions
between all these efforts will have dramatic
effects over the next 20 years. There are
some common themes that we illustrate in
the following discussion:

● Implanted chips will become available
for new and experimental treatments of a
wide range of cognitive dysfunctions.
Researchers will be keen to push the
boundaries, challenging existing regula-
tory regimes.
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● The distinctions between treatment,
enhancement, recreation and so on will
become ever more blurred. Technologies
developed for the disabled may become
more widely used – such as software for
predictive typing by people with motor
problems extending into general use.
Enterprises are springing up to offer ever
more enhancements as soon as there is
any indication, however dubious, that
we can ‘switch on’ better memory, faster
thinking and so on.

● Many forms of technology and cognitive
intervention will thrive in the world of
alternative medicine. There will be major
challenges over issues of regulation of
practice.

● Many more people will depend on cogni-
tive assist technologies in everyday situ-
ations. What limitations will there be? What
will be the consequences for insurance?

The rest of this section brings out these
and other concerns from areas where there
is current research and application.

Neuroprosthetics

Neuroprosthetics is the use of direct elec-
trical stimulation of the nervous system for
functional performance. It is already an area
of high clinical value. We can expect to see
research investment and major progress.
Cardiac pacemakers have been around the
1930s. Since then there has been progress in
a wide variety of areas:

● cochlear implants and early versions of
retinal prosthesis

● autonomic functions such as control of
bladder and bowel

● movement, posture, spasticity.

As an example of the research frontier for
cognitive systems, there is the recent widely
reported work on a hippocampus brain chip
of Theodore Berger at the University of
Southern California in Los Angeles. The
hippocampus plays a key role in laying
down memories, being able to replace it
when damaged could be a fundamental con-
tribution. The researchers, whose work is

based on modelling a rat hippocampus,
report (http://www.usc.edu):

‘Our current chip has 18 dynamic neuron
synapses, and it behaves just like a network
of real biological neurons in the hippo-
campus,’ Granacki said. ‘When the chip
receives real electrical signals as inputs, it
processes them and sends out exactly 
the same signals that a real neuron would
send.’

Berger’s ultimate goal is to make a com-
puter chip that can be connected to
human brain tissue and take over a cogni-
tive function that has been destroyed by
epilepsy, Alzheimer’s disease or some
other brain problem.

‘We’ll need at least 10 000 neuron
models to do anything useful in the human
brain, and these will have to be on a chip
small enough to be surgically and strat-
egically placed in a particular location of
the brain,’ said Berger.

Given the limitations in our understand-
ing of the fundamentals of brain computa-
tion, there will be major issues when deciding
what level of equivalence the technology has
to achieve before researchers will be allowed
to test implants such as these in humans.

Neurofeedback

Neurofeedback is a learning strategy or
procedure in which a person watches their
own brain activity (via monitoring of EEG
signals) and learns ways to alter it for some
purpose such as improving performance or
stabilizing their mood. Think of it as exer-
cises for the brain. It is already widely used
for conditions such as attention deficit
hyperactivity disorder (ADHD), depression,
epilepsy, alcoholism, sleep disorders and
many more (see for example http://www.
eegspectrum.com).

Recent work at Imperial College, London,
illustrates the sort of applications that will
bring this into everyday mainstream interest
(http://www.ic.ac.uk/p4330.htm):

Researchers from Imperial College
London and Charing Cross Hospital have
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discovered a way to help musicians
improve their musical performances by an
average of up to 17 per cent, equivalent to
an improvement of one grade of class of
honours …

Professor John Gruzelier, from Imperial
College London at Charing Cross
Hospital, and senior author of the study,
adds: ‘These results show that neurofeed-
back can have a marked effect on musical
performance. The alpha/theta training
protocol has found promising applica-
tions as a complementary therapeutic
tool in post-traumatic stress disorder and
alcoholism. While it has a role in stress
reduction by reducing the level of stage
fright, the magnitude and range of benefi-
cial effects on artistic aspects of perform-
ance have wider implications than
alleviating stress.’

Up to now, the technologies and regimes
for monitoring and feedback have resided
primarily in the research and therapeutic
communities. However, under the influence
of the core technology trends the scene is set
for these to become available as mass con-
sumer technologies.

Direct Brain Interfaces

There is a high level of interest in helping
paralysed people to use conscious control of
their brain states to drive assistive technolo-
gies, such as entering commands to a com-
puter or controlling a wheelchair. This is
proving very hard to do, but we might rea-
sonably expect that, as we gain a much more
precise understanding of the brain’s archi-
tecture, we will be able to home in on cor-
relates of particular brain functions that are
under conscious control.

Closing the Loop

As neuroprosthetics, neurofeedback and
direct brain control develop, there will be
increasing opportunities to ‘close the loop’.
A new generation of cognitive prosthetics
will then emerge in which individuals
engage with sophisticated real-time feed-
back to influence their own body and brain

performance through assistive technology.
See for example, http://oea.larc.nasa.gov/
news_rels/1999/Sep99/99-065.html:

Some of the more than 15 million
Americans who have diabetes may soon
use NASA virtual reality technology as a
new treatment in the self-management of
the disease.

Preliminary observations show that
NASA’s artificial-vision technology can
help patients at risk for nerve damage
associated with diabetes to visualize and
control blood flow to their arms and legs.
This application, which comes from sev-
eral years of research aimed at enhancing
aviation safety, combines two technolo-
gies: sensors to measure the body’s reac-
tions and powerful computer graphics to
turn those measurements into a 3D vir-
tual environment.

The graphics technologies are used 
in research with cockpit artificial-
vision  systems to help pilots see in 
low- or no-visibility situations, and as
data-visualization tools to help designers
study air-flow patterns around new air-
craft shapes. In this fall’s studies, diabetes
patients will wear a 3D virtual-reality
headset to visualize the contraction and
expansion of their own blood vessels.

Using self-management, or biofeed-
back methods – including changes in
breathing and muscle flexing – the
patients will increase blood flow, which
will be measured through sensors attached
to their fingertips. The system uses skin-
surface pulse and temperature measure-
ments to create a computer-generated
image of what is actually happening to
blood vessels under the skin. Just as pilots
use artificial vision to ‘see’ into bad
weather, patients will use this virtual real-
ity device to see beneath their skin.

Assisted Cognition

In the previous sections we considered
cognitive systems that involve the engage-
ment of technology in new ways with our
nervous systems. However, just as much
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might come from the use of computing in
what we might regard as the culturally
more conventional form of ‘things that
make us smart’ (Norman, 1993). This field
does not have a single name or focus, but is
variously called cognitive prosthetics, inter-
active cognition, assisted cognition or dis-
tributed cognition. The common research
foundation is a concern to use evidence-
based approaches to understand how
humans use the things around them as part
of their cognitive processes.

This is a very important difference in per-
spective from the sort of laboratory studies
of brain performance that dominate the
agenda for brain science. It studies directly
how the things in our environment support
our ability to perform specific functions.
The big expansion of possibilities that is on
the horizon comes from the trends covered
in the section of this review on the Ambient
Web and personal digital environment. The
effect of these for assisted cognition arise
from capabilities such as:

● Assistive systems will be able to have
very fine grain, real time information
about an individual – where they are,
how they are moving, their physical and
brain states etc.

● The environment can be ‘smart’ in all
sorts of ways to offer the right informa-
tion or intervention at the right moment,
in the right place.

● The assistive system can learn patterns of
behaviour and use these to support rou-
tines, spot potential problems and raise
alarms under unexpected conditions.

● An individual can be connected to the
whole on-line world, to offer both aug-
mented processing to their mobile pros-
thetics, and to other people who can be
involved in a wide variety of assistive
roles.

At the moment, the main investment in
pervasive computing is driven more by
commercial interests in such areas as enter-
tainment and on-line commerce, but it
would be of great benefit to society to direct

these same resources to the rapidly growing
care requirements of the ageing population.
A number of researchers are beginning 
to look specifically at how assisted cogni-
tion might help to tackle the problems 
of Alzheimer’s patients, see for example
http://www.cs.washington.edu/assistcog/.

Recently, researchers at Intel in the USA
have taken the lead in establishing a broad
initiative that includes such work (http://
www.agingtech.org/). In the keynote address
at the conference that launched the initia-
tive, the following example is given of the
sort of system that is being researched:

we built a prototype system in our lab to
prompt and assist someone to fix a cup 
of tea and to monitor her or his progress
of that activity over time. Using ‘mote’
technology –-a small plug-and-play
processor and wireless transmitter from
our Intel Research Berkeley lab – we 
have plugged in five kinds of sensors: 
(1) motion sensors for activity detection;
(2) pressure sensors in chairs to know
whether someone is sitting; (3) switches
to know when drawers, cabinets, or
objects in the kitchen have been moved;
(4) RFID antennas situated between the
family room and the kitchen to identify
small tags placed in peoples’ shoes; and
(5) an IR-tracking camera that detects
whether a badge-wearing ‘patient’ has
fallen. All the real-time data travels
through the motes’ wireless network back
into a host PC for processing, prior-
itization, and communication. (http://
www.broadbandhomecentral.com/report/
backissues/Report0307_3.html).

It is reasonable to assume that there will
be a very rapid growth in this segment, and
that there will be a particularly important
opportunity in supporting independence
via sophisticated ‘tele-care’. Just as people
carry emergency alarms, we can expect
them to sign up for systems that allow them
to be monitored and assisted in all sorts of
ways. Many issues of privacy and control
will naturally arise.
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Assistive Robotics

Robotics is set to become a key driver of
prosthetic technology because there is intrin-
sic scientific, technological and commercial
interest in giving autonomous machines the
sensory, movement and control capabilities
of humans and animals. As these technolo-
gies progress to within the size and weight
range that matches humans then they
become available for assistive functions.
See, for example, the MIT Leg Lab and its
spin out commercial ventures:

http://www.ai.mit.edu/projects/leglab/
home.html.

However, the very high costs of these tech-
nologies means that for the immediate future,
the drive to development is from the military
potential of exoskeletons. DARPA has pro-
moted research in this area for several years
(see section 2.8 on military capabilities).

It is reasonable to suppose that over the
next 20 years these technologies will come
within range of mainstream use with conse-
quent issues:

● How will national health systems respond
as costs spiral for new mechanical assis-
tive technologies for the disabled? What
will happen when, instead of crutches,
those with injuries need an expensive
exoskeleton? Will it be a two-tier world
where those who can afford the equiva-
lent of a new car enjoy functional mobil-
ity while others are literally left behind?

● Amplification technology, deployed first
for the military to increase survivability
and power, will be quickly adopted for
industrial applications, sports and crime.
How will we control their use?

● Neural interfaces will bring these tech-
nologies into increasingly natural rela-
tionship with their owners.

● Will some people choose permanent aug-
mentation as a lifestyle choice?

● The cost and availability of these tech-
nologies is bound to emerge as a major
concern for public policy. We will need
new cost/value assessments as it becomes
possible to make radical shifts in care
patterns. Will the rich provide the leading

edge of adoption and the market take
care of the rest? The UK lacks the diver-
sity of funding sources of the US which
speeds the diffusion of such new tech-
nologies. Should the UK try to match the
USA?

2.5 Transport

Humans did not evolve to drive vehicles
safely, at high speed, in conditions of high
congestion and poor visibility on motor-
ways or in busy city streets. So it is not sur-
prising that a lot of accidents happen.
Nearly all the intelligence involved in con-
trolling a vehicle is currently within the
human behind the wheel. This will change
rapidly. Today we are accustomed to the
idea that an anti-lock braking system (ABS)
can help us to operate our car more safely in
a crisis. In future we are likely to hand over
much more control. Car manufacturers are
already researching advanced forms of
vehicle control and driver assistance that
will radically change how we drive:

… Video cameras record the surround-
ings from the perspective of the driver,
while clever and extremely fast image-
processing software makes it possible to
identify vehicles, pedestrians, road signs,
traffic lights and road markings reliably
and also to monitor moving objects. All
of this is necessary if drivers are to be
warned of dangers before they actually
recognize them.

The Distronic automatic distance
cruise control system is already available
in Mercedes-Benz models. It relieves the
driver of routine tasks in dense lines of
traffic by automatically controlling the
distance to the vehicle ahead – within
the limits of the system’s capabilities. The
functionality of this assistance system can
be extended in a variety of ways. For
example, researchers at DaimlerChrysler
are working on improving Distronic by
means of data exchange between vehicles.

This is how it will work. If a car travel-
ing far ahead on a highway has to slow
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down, it will forward the data on the mag-
nitude of its braking deceleration to the
vehicles behind it. The cruise control sys-
tem will use this signal to reduce the
speed of its vehicle and increase the dis-
tance to the car directly ahead as a pre-
caution – even if the latter isn’t braking
yet. The assistance system will thus permit
‘foresighted driving’ and ensure that a dan-
gerous situation never arises in the first
place. (http://www.daimlerchrysler.com).

Even experienced drivers have little oppor-
tunity to learn how to control a vehicle
under demanding crash conditions. So they
do not get the benefit of the learning that is
available to artificial systems. As experience
with artificial control systems accumulates,
they will have the advantage over humans.
They can learn and tune control algorithms
over millions of hours of simulated and real
driving. It can surely only be a matter of
time before we start to prefer automated
control to the human variety.

Consider the sort of issue this will raise in
the following scenario. Cars can be con-
ceived as (semi)-autonomous intelligent
agents that need to create emergent safe
behaviour between them. Imagine a motor-
way in 20 years time, when an accident is
emerging. All the approaching cars are
immediately aware of it and start to com-
municate with each other to bring them-
selves collectively to a halt in safety. They
have a much better chance of achieving this
than the drivers could unaided. However, in
optimizing the overall outcome the collect-
ive behaviour of the system may produce a
worse outcome for one of the drivers than
that individual might have experienced
unaided. This is a familiar moral dilemma in
crisis management. Does one suffer avoid-
ably for the sake of safety for the many?

Even without having to tackle such
dilemmas, we will face many issues of
investment and risk management. Once it
becomes obvious that more capable control
systems for identifying hazards and control-
ling vehicles can achieve major reductions in
accidents, there will be a major issue of the

rate of deployment of such technologies,
just as there is on the railways today.

Testing, responsibility and accountability
will all have to be radically re-thought.
What will it mean to take your driving test
on a vehicle that is more competent than
you are under many circumstances? Will
cars limit your ability to control them to the
expertise level you have built up through
actual driving? How will this personal level
of expertise be encoded and communicated
to the vehicle? How will insurers respond?
Who is responsible for the assuring the col-
lective behaviour of multiple vehicles?

Looking further into the future, are we
heading towards the time when human
driving will become a form of extreme sport
to be allowed only within controlled areas?
At the very least, we will surely insist on
drastically reducing the scope of human
control under many conditions.

2.6 Sociable Technologies: 
Arts, Entertainment and 
Companions

I have come to the conclusion that if we
want computers to be genuinely intelli-
gent, to adapt to us, and to interact nat-
urally with us, then they will need the
ability to recognize and express emotions,
to have emotions, to have what has come
to be called ‘emotional intelligence’.
(Picard, 1997).

Replacing human contact [with a
machine] is an awful idea. But some people
have no contact [with caregivers] at all. If
the choice is going to a nursing home or
staying at home with a robot, we think
people will choose the robot. (Sebastian
Thrun, Assistant Professor of Computer
Science, Carnegie Mellon University).

AIBO [Sony’s household entertainment
robot] is better than a real dog. It won’t do
dangerous things, and it won’t betray you.
… Also, it won’t die suddenly and make
you feel very sad. (A 32-year-old woman
on the experience of playing with AIBO).

Consider the response to the question
‘Is the Furby alive?’. Jen (age 9): ‘I really
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like to take care of it. So, I guess it is alive,
but it doesn’t need to really eat, so it is as
alive as you can be if you don’t eat. A
Furby is like an owl. But it is more alive
than owl because it knows more and you
can talk to it. But it needs batteries so it is
not an animal. It’s not like an animal kind
of alive.

… my daughter, upon seeing a jellyfish
in the Mediterranean, said, ‘Look
Mommy, a jellyfish, it looks so realistic!’
Likewise, visitors to Disney’s Animal
Kingdom in Orlando have complained
that the biological animals that popu-
lated the theme park were not ‘realistic’
compared to the animatronic creatures
across the way at Disneyworld. (Turkle,
2002).

Matsushita Electric announced its
entry into the ‘pet’ robot market … with
Tama, a robotic cat designed to be a con-
versation partner for elderly people.

Unlike other robotic pets, like Tiger
Electronic’s Furby or Sony’s Entertain-
ment Robot, the catlike Tama will have
more than just entertainment value, offer-
ing companionship and a variety of other
services to the aged, said Matsushita.

‘The idea [behind Tama] is animal
therapy,’ said Kuniichi Ozawa, General
Manager of Matsushita Electric’s Health
and Medical Business Promotion Office.
‘A network system will enable the pets to
speak to the elderly in a natural way, espe-
cially to people who are living alone, and
this will make them more comfortable.’

Tama can be connected via cell phone
or ISDN line to a network system center,
allowing health or social workers to send
local news, medical information, and
encouraging messages to elderly people.
(Michael Drexler, IDG News Service
Wednesday, 24 March 1999).

People have a natural tendency to attribute
human ‘personality’ to things. The explicit
design of such characteristics is now a main-
stream activity of games, interactive media
and in the broader field known as affective
computing. Toys and entertainment provide

a strong driver because questions of scien-
tific authenticity of machine emotions are
put on one side in preference for creating a
particular experience. How it ‘works’ is less
important than whether it achieves the
‘right’ effect.

This understanding of affective comput-
ing is becoming particularly powerful
because it is happening alongside rapid
progress in the related areas of:

● modelling virtual reality
● physically immersive interfaces in vir-

tual reality
● multi-agent simulation
● humanoid and animatronic robotics.

Together these bring technology into a rich
variety of everyday situations and will vastly
expand the ways in which we might find
ourselves spending time relating to technol-
ogy rather than to people. On the positive
side, there is certainly a case to be made that
in many situations the patience and respon-
siveness of artificial systems used alongside
human relations will be a big step forward in
managing the complexity and stress of life.
However, looking for issues, there are plenty
of areas that will be controversial:

● Debates about the influence of media
over behaviour will surely become much
more intense when the media have prop-
erties of profound emotional engage-
ment which further blur the boundary
between real and simulated reality.

● As commercial concerns play an ever-
bigger role in delivering the experiences
that make up everyday life for many
people, there will be many issues of how
‘normal’ human responses are being
manipulated for commercial gain.

● There have already been reports of
schools having to deal with children who
have spent so much time watching tele-
vision rather than having real inter-
actions that they lack important social
and conversational skills for learning.
Will the next generation of relational
media make this situation better or worse?
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● How might the trade in affective com-
puting develop? People already hack
their Furby and Sony’s AIBO toys, trade
with one another for expert levels of
game agents etc. Presumably this will
grow explosively, and there will be all
sorts of unusual virtual agents out there
that you might not want your children to
play with.

2.7 Education

Even more than other domains treated
here, education requires the caveat that it
has not had the input and treatment it
deserves. The notes here are intended to
provoke such a discussion.

There are two broad classes of impact to
consider. The first will come from our
understanding of the process of learning and
the role it plays in developing the perform-
ance of natural and artificial cognitive sys-
tems: just why it is that certain things should
be ‘wired in’ and others learned through
exposure to the environment, how learning
actually happens and how to improve it.

The second area will be in the way that
many tasks come to be conceived as a sym-
biosis between a human and machine, with
consequent changes in how we train and
assess people. A few examples:

● Tutoring systems will become much
more powerful assistants in the teaching
and testing process as they are built
around detailed models of learning, with
abilities to diagnose specific barriers and to
develop coaching routines around them.
Perhaps we will have to replace many
exams with the reverse Turing test. You are
only considered to know a topic if you can
convince the computer that you do.

● As discussed in the earlier section on
neurofeedback, we will have much more
sophisticated ways to understand our
own performance and how to bring our
minds into optimal performance for dif-
ferent types of task. When the difference
in performance that can be achieved is
measured in whole grades, there will be
demands for pervasive adoption, with

consequent major issues of safety, valid-
ation of techniques etc.
As cognitive systems and prosthetics
grow in capability and are available
‘always on’, we will have to change our
notion of human performance. Just as
driving performance does not exist out-
side the context of cars and roads, just 
as you need different licences to drive
cars with manual and automatic gear
changes, perhaps cognitive performance
on many tasks will be inseparable from
the cognitive prosthetics and systems we
use to undertake them. For example, we
are likely to get used to ‘seeing’ all the
relevant information for the task at hand
through augmented reality, and drawing
on many forms of assistance. Part of our
education will consist in building up our
own systems: we will need radically dif-
ferent notions of assessment to cope with
this symbiotic world.

There is, of course, a third type of impact,
which is the need to educate people to
understand these emerging technologies of
cognitive systems. The challenge of under-
taking the Foresight Cognitive Systems
Project is a good indicator of how thinly the
expertise is spread.

2.8 Military

It is not my intent to survey the impact of
cognitive systems on military capabilities,
but rather to highlight the strong relation-
ship there is likely to be between military
research and the field of cognitive systems.
The military are interested in new, advanced
capabilities for artificial systems, and in
augmenting human capabilities in a range
of demanding situations. In many instances
this leads them to pursue the same or
closely related agenda to that described in
other sections of this chapter. The following
topics illustrate this relationship:

Exoskeletons

The Defense Advanced Research Projects
Agency (DARPA) is soliciting innovative
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research proposals on Exoskeletons for
Human Performance Augmentation
(EHPA). The overall goal of this program
is to develop devices and machines that
will increase the speed, strength, and
endurance of soldiers in combat environ-
ments. Projects will lead to self-powered,
controllable, wearable exoskeletal devices
and/or machines … To meet the chal-
lenges set forth, DARPA is soliciting
devices and machines that accomplish
one or more of the following: 1) assist
pack-loaded locomotion, 2) prolong loco-
motive endurance, 3) increase locomo-
tive speed, 4) augment human strength,
and 5) leap extraordinary heights and/or
distances. These machines should be
anthropomorphic. (http://www.darpa.mil/
baa/baa00-34.htm).

Autonomous Vehicles

DARPA intends to conduct a challenge
of autonomous ground vehicles between
Los Angeles and Las Vegas in March of
2004. A cash award of $1 million will be
granted to the team that fields the first
vehicle to complete the designated route
within a specified time limit. The purpose
of the challenge is to leverage American
ingenuity to accelerate the development
of autonomous vehicle technologies that
can be applied to military requirements.
(http://www.darpa.mil/grandchallenge/)

Micro Air Vehicles

The small speck in the sky approaches in
virtual silence, unnoticed by the large
gathering of soldiers below. In flight, its
tiny size and considerable agility evade all
but happenstance recognition. After hover-
ing for a few short seconds, it perches on a
fifth floor window sill, observing the flow
of men and machines on the streets
below. Several kilometers away, the pla-
toon leader watches the action on his
wrist monitor. He sees his target and
sends the signal. The tiny craft swoops
down on the vehicle, alighting momen-
tarily on the roof. It senses the trace of a

suspected chemical agent and deploys a
small tagging device, attaching it to the
vehicle. Just seconds later it is back in 
the sky, vanishing down a narrow alley.
Mission accomplished …

Sound like science fiction? This scen-
ario may be closer than you think if 
success is achieved in the development 
of a new class of flight vehicles, the 
Micro Air Vehicles (MAVs), by the
Defense Advanced Research Projects
Agency (DARPA). The high level of cur-
rent interest in developing a class of very
small flight vehicles is the result of the
nearly simultaneous emergence of their
technological feasibility and an array of
compelling new military needs, especially
in urban environments. (http://www.
darpa.mil/tto/MAV/mav_auvsi.html)

3 WIDER VIEW

Each area that has been considered here is
in the early stages of development. In each
there is a sense of gathering pace, as core
areas of research and development bring
into view whole classes of cognitive system
that could not be realistically tackled a few
years ago. As a consequence, it is hard to see
the overall impact, but we should expect the
combined effect to be quite dramatic.

A major resource for discussing the
research frontier is the collection of papers in
the Converging Technologies for Improving
Human Performance: Nanotechnology, Bio-
technology, Information Technology and
Cognitive Science (NSF/DOC-sponsored
Report, 2001: http://www.wtec.org/
Converging Technologies/Report/nbic-
complete-screen.pdf).

A key difference between this US initia-
tive and the OST’s Cognitive Systems
Project is the former’s consideration of cog-
nitive science in combination with nano-
technology and biotechnology as well as
information technology. This creates a field
which makes much more ambitious predic-
tions about technologies being embed-
ded and pervasive throughout both the
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man-made world, but also embedded inside
humans.

For all the seemingly futuristic ideas 
I have described, this survey has kept to 
the conservative side of prediction, firmly
rooted in developments that are already vis-
ible. Anyone wanting to enter further into
the debate should look at the more vision-
ary end of the spectrum, particularly
because the ambitious claims and visions
are likely to capture public imagination and
provoke reactions. As a single, but represen-
tative example, of such visions, see the set 
of essays by Ray Kurzweil, who is known
for his ambitious predictions (http://www.
kurzweilai.net):

‘Experience beamers’ will beam their
entire flow of sensory experiences as well
as the neurological correlates of their emo-
tional reactions out on the Web just as
people today beam their bedroom images
from their web cams. A popular pastime
will be to plug in to someone else’s sensory-
emotional beam and experience what it’s
like to be someone else, à la the plot con-
cept of the movie Being John Malkovich.

As this quote and earlier examples in this
chapter indicate, we must accept that the
pursuit of research in cognitive systems will
be surrounded by debate in which fact, fic-
tion and ambition will be closely inter-
twined. The issues will touch on the very
heart of what it means to be human. This
report has attempted to show that, even
staying within the conservative zone of pre-
diction, cognitive systems will have a pro-
found impact over the next two decades.

● The shift to the Ambient Web, personal
digital environment and pervasive
‘smarts’ is firmly underway. It means
that our lives will become as entwined
with digital technology as they are
already with electricity.

● Many of the effects will be slow, but
cumulative. It is a commonplace of tech-
nology forecasting that predictions often
overestimate short-term effects and
underestimate long-term ones. No one
set out to make cars change the way we

live, or energy consumption change the
weather.

● Cognitive systems are not a single identi-
fiable class of ‘thing’, like cars, mobile
phones or the Web. They are the future of
systems and will be increasingly what we
think pervasive digital technology ‘is’.

At some point in our evolutionary past,
humans entered the ‘cognitive niche’, fun-
damentally changing their relationship to
the world around them and the rate at
which they could develop their culture. The
artificial world is about to do the same, with
humans as partners in the process. The
effects will be equally far reaching. There is
no reason to be either utopian or dystopian
about the outcome since human nature will
evolve no faster than it has. But there is
surely a duty on all those working in the
field to help to inform and guide the widest
debate on the choices we will have in every
domain of human activity.
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