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Our intuition tells us that we, our conscious selves, cause our

own voluntary acts. Yet scientists have long questioned this;

Thomas Huxley, for example, in 1874 compared mental

events to a steam whistle that contributes nothing to the work

of a locomotive. New experimental evidence (most notable,

work by Benjamin Libet and Daniel Wegner) has brought the

causal status of human behavior back to the forefront of intel-

lectual discussion. This multidisciplinary collection advances

the debate, approaching the question from a variety of per-

spectives. 

The contributors begin by examining recent research in

neuroscience that suggests that consciousness does not

cause behavior, offering the outline of an empirically based

model that shows how the brain causes behavior and where

consciousness might fit in. Other contributors address the

philosophical presuppositions that may have informed the

empirical studies, raising questions about what can be legiti-

mately concluded about the existence of free will from Libet’s

and Wegner’s experimental results. Others examine how

recent psychological and neuroscientific research might

affect legal, social, and moral judgments of responsibility 

and blame—in situations including a provocative Clockwork

Orange-like scenario of behavior correction. 
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Introduction

Susan Pockett, William P. Banks, and Shaun Gallagher

All normal humans experience a kind of basic, on-the-ground certainty that we,
our conscious selves, cause our own voluntary acts. When this certainty is removed
(for example, by whatever brain dysfunction causes schizophrenia), its loss tends to
be very upsetting. Yet, despite the compelling nature of the raw experience that 
consciousness does cause behavior, the counterintuitive question “[Yes but] Does
consciousness [really] cause behavior?” is by no means a new one. William James
spends a whole chapter of his classic The Principles of Psychology (1890) arguing
against what he calls “the automaton theory” of Thomas Huxley, who had earlier
compared mental events to a steam whistle that contributes nothing to the work of
a locomotive (Huxley 1874). Many of the intelligentsia of Victorian England ignored
the colonial James and continued to support Huxley’s notion that humans are
indeed nothing more than “conscious automata.” This idea was elaborated further
by Sigmund Freud, who famously suggested that much of our everyday behavior is
not even acknowledged, let alone caused, by consciousness (Freud 1954). Freud’s
work may be now largely discredited as science, but this has not prevented its 
exerting a remarkable influence on all aspects of Western culture. Apparently the
idea that consciousness does not cause our voluntary behavior is not quite as 
counterintuitive and aversive as it may at first appear.

In more recent times, the wide promulgation of two new lines of genuinely 
scientific (that is to say, experimental) evidence has seized the philosophical and 
scientific imagination and again brought the whole question to the forefront of 
intellectual debate. This book springs from a desire to examine, place in context,
and discuss the implications for society of those lines of evidence.

The first is due to Benjamin Libet (Libet et al. 1983). Libet recorded the EEG
event-related potential that was already known to precede a voluntary finger move-
ment and compared the onset time of this potential with the time at which his 
subjects reported becoming conscious that they were about to make each move-
ment (figure I.1). He found that the conscious awareness came before the actual
movement, but after the start of the brain activity leading up to it. While Libet



acknowledged that this result meant the consciousness could not have caused the
movement in this particular case, he could not bring himself to accept that it meant
consciousness is entirely epiphenomenal or acausal—even for this specific move-
ment, let alone for all movements. His proposal was that, since consciousness did
arise slightly in advance of the movement, it might still be capable of exerting a veto
in the fraction of a second before the movement was carried out. The causal power
of consciousness is thus rescued, if seriously constrained. Quite how this veto might
be accomplished by a dualist consciousness of the sort that Libet later proposes
(Libet 1994) is not clear, but probably not relevant either. The main point is that
these elegant experiments do show quite clearly that at least some simple, but def-
initely self-initiated and voluntary, movements are triggered not by consciousness,
but by the subconscious workings of the brain.

The second new line of experimental evidence is ascribed to Daniel Wegner
(2002). Wegner started with the hypothesis that the experience of having personally
caused an action is no different from any other experience of cause and effect—we
think that something causes something else if and only if what we think of as the
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Figure I.1
Diagram illustrating results of Libet experiment. W indicates time at which subjects reported having
experienced the urge, desire or intention to move their finger. This time was determined by having them
watch a revolving spot of light and indicate the position on a clock-face where the spot was at the instant
they became conscious that they were about to move. M indicates the time at which they reported that
they actually made the movement (determined similarly). “EMG measure of response” shows the time
at which they objectively made the movement (that is, the time at which their muscles became measur-
ably active). Type I and Type II RPs (readiness potentials) are EEG event-related potentials measured
while the subject was preparing to make and making the finger movement. Type I RPs occurred when
subjects admitted to having preplanned some of their movements and Type II RPs when they did not
preplan any of the movements. The main point to observe is that even with Type II RPs, the reported
time of consciously intending to move is well after the time at which the RP began.



causal event occurs just before what we think of as the effect (the priority princi-
ple), is consistent with the putative effect (the consistency principle), and is the only
apparent cause of the putative effect (the exclusivity principle).

Wegner arranged two experiments to test these principles. In the first (Wegner
and Wheatley 1999), the subjects were asked to move a cursor randomly around a
computer screen and every 30 seconds or so to stop the cursor over some object
depicted on the screen. After each stop, subjects gave an “intentionality” rating,
ranging from feeling completely sure that they had caused the cursor to stop 
(100 percent) to feeling completely sure that the experimenter had caused the
cursor to stop (0 percent). Surprisingly, they proved to be quite bad at telling
whether they or the experimenter had caused the cursor to stop. When the subject
had really caused all of the stops, the average intentionality rating was only 
56 percent. When the stops were actually forced by the experimenter, the 
intentionality rating was 52 percent if the subjects heard the name of the object over
which the cursor stopped spoken through headphones 30 seconds before or 1 second
after each stop. It was 56 percent—the same as if they really had caused the stops
themselves—if they heard the name of the object either 5 seconds or 1 second
before each forced stop. These results were interpreted as showing that subjects
could be fooled into wrongly believing that that they had caused the cursor to stop
over a particular object when in fact the experimenter had caused the stop, if the
subject simply heard the name of the object just before the cursor stopped. This was
taken as evidence supporting the priority principle. If you think about an entity just
before some event happens to it, you tend to believe that your thought caused the
event.

A second experiment involved subjects who viewed other people’s gloved hands
in the position where their own hands would normally be (Wegner et al. 2004). The
viewed hands performed a series of actions, and the subjects were asked to rate on
a scale from 1 to 7 the extent to which they felt they had controlled the actions, a
rating of 1 meaning “not at all” and a rating of 7 meaning “very much.” Again, in
the baseline condition subjects were not entirely sure they had not controlled the
hand movements, returning a score of 2.05 ± 1.61 (SD).When the owner of the hands
was moving them according to a set of instructions that were also heard by the
subject, the subject’s rating of their control over the hands rose to 3.00 ± 1.09, a sig-
nificant increase. This is cited (Wegner 2002) as evidence in favor of the consistency
principle. If your thoughts about an entity are consistent with what happens to it,
you tend to believe that you caused what happens to it.

These and numerous other observations lead Wegner to the model summarized
in figure I.2. In this model, actions and conscious thoughts are represented as being
produced in parallel—both generated by the real driving force, which is unconscious
neural events. The dotted arrow from conscious thought to action represents a
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causal path that does not occur in reality, but may be erroneously inferred, in the
same way as any external causal relationship (the wind’s causing the movement of
a tree branch, for example) is inferred.

These two lines of evidence, though perhaps the most widely known, are by no
means the only experiments suggesting that consciousness does not cause behavior.
Part I of this volume (Neuroscience) begins with a chapter in which Susan Pockett
outlines an empirically based model of how the brain causes behavior, and where
consciousness presently seems to fit into the picture. In chapter 2, Marc Jeannerod
summarizes his accumulated evidence that ongoing actions are generally controlled
unconsciously by the brain, with the subject’s consciousness being kept informed (if
indeed it is informed at all) only after the event, and then more as a professional
courtesy than anything else. In chapter 3, Suparna Choudhury and Sarah-Jayne
Blakemore examine the neurological mechanisms by which we recognize actions as
our own and discuss how a sense of self may emerge from this recognition. In
chapter 4, Richard Passingham and Hakwan Lau report new brain imaging 
experiments. These further our knowledge of the mechanisms by which brains 
generate actions, but they also emphasize that the question of whether conscious-
ness causes or results from the initiation of actions more complex than Libet’s 
finger movements has not yet been answered. In chapter 5, Walter Freeman, with
his usual originality, suggests that we may be looking at the whole thing in com-
pletely the wrong way when we ask whether consciousness causes or is caused by
neural activity. He suggests that circular causation is a more relevant concept in this
regard than linear causation. Consciousness and neural activity are certainly inter-
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Figure I.2
Wegner’s model of the relationship between conscious and unconscious processes in relation to the gen-
eration of voluntary actions. Unconscious events are shown in rectangular boxes and conscious events
in ellipses.



dependent, but it is impossible in principle to say that either causes the other. Thus
the whole concept of consciousness as agent is simply a misreading of the true 
situation.

The chapters in part II (Philosophy) address the philosophical presuppositions
the authors regard as having informed the empirical studies of motor control, action,
and intention, and raise questions about what legitimately can be concluded from
Libet’s and Wegner’s experimental results. One of the philosophical outcomes of
Libet’s experiments is that they might be taken as suggesting we do not have con-
scious free will. However, in chapter 6 Shaun Gallagher suggests that Libet’s results
show nothing about whether or not we have free will, because free will is a concept
that does not apply to the movements Libet studied. Based on considerations of
temporality and levels of description, Gallagher argues for a distinction between the
initiation and control of movement, much of which is unconscious, and the conscious
exercise of free will in intentional action. In chapter 7, Peter Ross considers what
empirical science can contribute to an understanding of free will. He argues that
empirical research cannot resolve the dispute between compatibilism and incom-
patibilism, although it can address the dispute between libertarianism (which claims
that indeterminacy is, in certain contexts, sufficient for freedom) and the positions
of hard determinism and compatibilism (which deny this). In chapter 8, Elisabeth
Pacherie offers a sketch of a dynamic theory of intentions. She argues that several
categories of intentions should be distinguished on the basis of their different 
functional roles and on the basis of the different types of contents they involve. To
understand the distinctive nature of actions and intentionality requires a proper
understanding of the dynamic transitions among these different categories of inten-
tions. In this context Pacherie argues that the experiments conducted by Libet and
Wegner fail to provide conclusive reasons to think that mental causation is gener-
ally illusory. In chapter 9,Timothy Bayne also offers a critical evaluation of Wegner’s
claim that the conscious will is an illusion. He argues that the content of the “expe-
rience of conscious will” is more complicated than has been assumed. He concludes
that, although the role of the self and intentional states in the genesis of actions
requires further explanation, it is unlikely that the phenomenology of agency is sys-
tematically misleading. There is little reason to think that our experience of our-
selves as agents who do things for reasons leads us into error. In chapter 10, Alfred
Mele develops a conceptual analysis of some of the concepts that inform the recent
experimental studies of intentional action. Based on a distinction between uncon-
scious urge and conscious decision, he suggests that the neural activity described by
Libet’s experiments may represent an urge to move rather than a decision to do so,
and that the decision to move might be made only when the subject becomes con-
scious of the urge. If this is the case, then Libet’s experiments do not threaten free
will. In chapter 11, Bertram Malle provides further conceptual analysis, focusing on
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skeptical arguments about self-awareness and the awareness of actions and inten-
tional agency. He argues that the skeptics often misrepresent the pertinent folk
assumptions about these phenomena. Indeed, scientific discussions about intro-
spection, action explanation, and intentional agency often set up folk psychology as
a straw man instead of dealing with the actual and complex array of concepts and
assumptions that uniquely characterize human beings.

William Banks kicks off part III (Law and Public Policy) with a wide-ranging
chapter in which he examines the concepts of free will and conscious efficacy in light
of recent psychological and neuroscientific research, criticizes these results and the
inferences drawn from them, and offers a range of ideas, from the reasonable to the
frightening, about the impact these developments may have on the whole area of
legal, social, and moral judgments of responsibility and blame. In chapter 13,
Wolfgang Prinz argues that we should understand consciousness not as a naturally
given mental capacity but rather as a social institution. The thesis is that conscious-
ness is not a brute fact of nature, but rather a matter of social construction. In this
sense it is causally efficacious for the control of behavior, no matter what the neu-
roscience may say. In chapter 14, Leonard Kaplan points out that if it were to be
concluded that consciousness does not cause behavior, the Western legal system
(which has always relied on the demonstration of conscious intent for an act to be
considered punishable) would be seriously compromised. He warns that lawyers will
certainly ignore reasonable scientific expressions of caution about such a conclu-
sion when attempting to defend their clients in court. In chapter 15, Susan Hurley
discusses whether or not public policy decisions such as the censorship of violent
entertainment should be based on scientific evidence that people unconsciously
imitate actions they see. In chapter 16, Sabine Maasen provides a sociological analy-
sis of a public debate on these issues which has recently taken place in Germany.
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I NEUROSCIENCE





1 The Neuroscience of Movement

Susan Pockett

Over a century ago,T. H. Huxley famously remarked that “the great end of life is not
knowledge but action” (1877). It is still reasonable to regard the major job of the
human brain—even the brain of those as dedicated to pure thought as philosophers—
as being the initiation and control of bodily movements. Thus it is no surprise that
the motor system of the brain is extensive. In no particular order, movement-related
regions include the primary motor cortex, supplementary and pre-supplementary
motor areas, premotor cortex, frontal eye fields, cingulate cortex, posterior parietal
cortex, dorsolateral prefrontal cortex, the basal ganglia, thalamus, cerebellum, and,
of course, most of the spinal cord. Complex reciprocal communications exist not only
among these areas, but also between them and the somatosensory, visual and audi-
tory cortices and various parts of the limbic system. For ease of reference, the phys-
ical locations of most these brain areas are shown in figure 1.1. It can be seen that
there is relatively little of the brain that is not involved in producing movements.

The main aim of this chapter is to provide a short overview of how all these mul-
tifarious brain areas interact to initiate and control movement. The hope is that this
will provide background information that will be useful not only in understanding
the other neuroscientific contributions to this volume, but also in constraining philo-
sophical speculation on the question in the title of the book. Figure 1.2 displays the
outline of such an overview.

Clearly, the model shown in figure 1.2 has its flaws. Perhaps inevitably given the
complexity of the real system, the model is heavily oversimplified. In the interests
of showing the main flow of activity from area to area, it leaves out many known
reciprocal connections. Parts of it remain hypothetical—in particular, the idea that
the purpose of the frontal cortex/basal ganglia loops is to allow interaction between
intention and motivation, and the inclusion of an arrow directly from “willed inten-
tions” to “sensorimotor intentions.” A further flaw is probably the lack of a box
labeled “action initiation.” But in the model’s favor, it does represent some attempt
to view what is known about the complexities of the motor system and its rela-
tionship with the outside world as a whole.
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Figure 1.1
Location of brain areas involved in movement. A: Surface of left hemisphere. B: Transverse section in
region of SMA.



In what follows, I will first sketch an overview of the model (an overview of the
overview, if you like) and then discuss various parts of the model in more detail.

1 Overview of the Model

The model shown in figure 1.2 begins with intentions. Intentions are here defined as
abstract early plans for movements. They specify the goal and type of movements,
but not the detail of how the movements will be carried out. It is possible to have
intentions without acting on them—indeed, the road to Hell is said to be paved with
good ones. Decisions can be regarded as the outcome of competition between inten-
tions (Platt and Glimcher 1999). No detailed dissection of the internal structure of
intentions such as that attempted by Pacherie or Mele (this volume) is represented
in figure 1.2, because there is no apparent physiological basis for, or anatomical cor-
relate of, all the various subdivisions of intent proposed by the philosophers.
However, there are good neuroscientific reasons to believe in the existence of two
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Figure 1.2
Model of anatomical and functional relationships in the motor system. DLPFC: dorsolateral prefrontal
cortex. pre-SMA: presupplementary motor area. SMA: supplementary motor area. MI: primary motor
cortex.



basic kinds of intentions, one subsidiary to the other. The two are represented in
widely separated regions of the brain, and will be discussed in more detail in section
2.

In the real world, the next step after the formation first of general and then of
more detailed intentions or plans for movement must be the initiation of the
intended actions. Here the first major flaw in our model appears.There is no obvious
place in figure 1.2 for neural events dedicated to the initiation of actions. This may
be because it is not possible to localize an initiation mechanism. The experience of
Parkinson’s disease sufferers, who sometimes find that despite willing or intending
the immediate performance of a movement they are unable to initiate it, suggests
that at least one region important in the initiation of actions must be the substan-
tia nigra of the basal ganglia (the primary lesion site in Parkinson’s disease). But,
although the basal ganglia are included in figure 1.2, it is not obvious how they fit
into any particularly linear pathway from intentions to actions. There are a multi-
tude of interactions between the basal ganglia and the cortex, and Parkinsonism
causes a decrease in activity not only in the basal ganglia, but also (and probably
consequently) in the prefrontal cortex (Jahanshahi et al. 1995), SMA, pre-SMA, and
motor cortex (Buhman et al. 2003). Certainly parallel processing is a major feature
of brain function, and perhaps the notion of circular causality (Freeman, this
volume) is also more important in the brain than has hitherto been realized.

A further difficulty with the sensible placing of action-initiation in any putative
linear chain of causation from intention to action-completion is that the experiments
of Libet (1983) suggest the subject’s consciousness of initiating at least a simple vol-
untary act does not appear until the very last step in the chain of neural events
leading up to the movement (section 3). This, of course, is one of the main experi-
mental results leading to the suggestion that consciousness is not the true initiator
of actions, but is largely epiphenomenal.

After an action has been intended, planned, and initiated (or, as Deecke and
Kornhuber (1978) proposed, after the “what to do, how to do and when to do” of
the movement have been taken care of), the action must be seen through to its con-
clusion. There must be ongoing control and correction of the movements involved,
using feedback both from proprioception and from the effects of the action on the
external world, as received by various sensory systems. This ongoing control can be
either conscious or, more frequently, unconscious. It is perhaps an overgeneraliza-
tion to say that unconscious control of ongoing movements is mediated by the cere-
bellum and conscious control by various parts of the frontal cortex, but there is some
evidence pointing in this direction. (See the chapter by Jeannerod.)

This brief introduction has carried us on the surface from intention to the suc-
cessful conclusion of an intended movement. I will now consider in slightly more
detail the neuroscientific evidence underlying the model shown in figure 1.2.
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2 Willed and Sensorimotor Intentions

Reading figure 1.2 from the top, we first encounter two widely separated areas of
the brain that are marked as encoding intentions. The two areas can be said to
support two different types or perhaps levels of intention—using terminology
similar to that of Jahanshahi and Frith (1998), these can be called willed intentions
and sensorimotor intentions. The dorsolateral prefrontal cortex (DLPFC) and the
adjacent pre-supplementary motor area (pre-SMA) are shown as the source of
willed intentions. I define willed intentions as those that are accessible to 
consciousness.1

To be more specific about the definition of willed intentions, they typically consist
of general plans to carry out a particular act. One might form a willed intention to
phone a friend at 2 o’clock this afternoon, for example.

The second type of intention shown in figure 1.2, neurally located in the poste-
rior parietal cortex, is here called a sensorimotor intention. This sort of intention
codes for the relatively low-level and immediate motor plans required when 2
o’clock arrives and we want to reach for the telephone and pick it up. In this sense
it is subsidiary to the willed intention to make the call at some later time. I call these
immediate motor plans intentions because this is what Andersen and Buneo (2002)
call them, and sensorimotor intentions because they integrate sensory information
(about the location of the telephone) with motor intentions. However, they might
reasonably be equated with the motor representations of Jeannerod (1994) or the
stimulus intentions of Jahanshahi and Frith (1998).

Willed Intentions

Data from both brain imaging and subdural recording have suggested that 
one source of willed intentions is the dorsolateral prefrontal cortex (DLPFC)
(Jahanshahi and Dirnberger 1999; Jahanshahi et al. 2001). However, the fMRI 
measurements of Lau et al. (2004) suggest that conscious intention is mediated
specifically by the pre-supplementary motor area (pre-SMA). The experiments of
the latter group do show a significant regression coefficient for activity between the
pre-SMA and the DLPFC, though, which supports the idea that intention-related
activity may have begun in the DLPFC and progressed to involve the pre-SMA.

Sensorimotor Intentions

Sensorimotor intentions are located in the posterior parietal cortex2 (Andersen and
Buneo 2002). Specific varieties of sensorimotor intention are known to be repre-
sented in specific areas of the posterior parietal cortex. For example, area LIP is
specialized for the planning of saccades (the rapid eye movements used to position
the fovea in the optimal place for seeing an object)—after a brief burst of activity
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specific to the object, most LIP cells code for the direction of the planned eye move-
ment, not the qualities of the object to be foveated (Zhang and Barash 2000). Areas
MIP, 5, PO, 7m, PRR, and Pec are each specialized for planning different kinds of
reaching movements—activity in these areas also codes mostly for the direction of
the movement rather than the location of the stimulus (Eskandar and Assad 1999;
Kalaska 1996).

In order to form a plan to reach for a particular telephone, one needs to know
exactly where that telephone is. Since sensorimotor intentions code for the direc-
tion of particular movements, sensory (usually visual) information is necessary for
their formation. The posterior parietal cortex is perfectly placed anatomically to
receive such information, being located at the end of the dorsal or “where” stream
of the visual system (Milner and Goodale 1995). To summarize the anatomy of
vision in a couple of sentences: Input from the external world enters at the eyes,
flows through the large fiber tract of the optic radiation to the primary visual cortex
at the rear of the brain, and then streams back toward the front of the brain, split-
ting in two as it does so.The ventral of these two streams, originally called the “what”
stream, culminates in the generation of conscious visual sensations/perceptions,
probably in the infratemporal region. The dorsal stream, often called the “where”
stream, is not associated with consciousness. It codes for the location of objects, and
terminates in the posterior parietal cortex, where intentions are (Wise et al. 1997).

The output of the posterior parietal cortex flows in two directions: to the frontal
motor areas and to the cerebellum.The cerebellar stream constitutes a form of effer-
ence copy, which enables the comparison of intention with peripheral feedback and
thus the correction of ongoing movements. (This will be discussed in section 4.) The
main stream of posterior parietal output leads to the frontal cortex and the initia-
tion of movements.

3 Initiation of Movements

Figure 1.2 does not show a specific site labeled “initiation of movements.” This
reflects the fact that the initiation of movements has not yet been the specific subject
of very much neuroscientific investigation. All we can say at present is that the ini-
tiation of movements is probably subserved somewhere in the left half of figure
1.2—either between “willed intentions” and the box labeled “attention/motivation
interactions” or at some point within the complex series of parallel intercortical
interactions and cortical/subcortical loops whose existence is hinted at in that box.

Some movements are initiated in response to external cues.There is a long history
of psychological studies on reaction times, but again, little neuroscience. One
notable exception is the study of Jenkins et al. (2000), which shows that externally
triggered movements are preceded by activity in the contralateral primary sensori-
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motor area, the adjacent (caudal) SMA, and the contralateral putamen (part of the
basal ganglia). In contrast, self-initiated movements involve activity in each of these
areas, and also in the rostral (pre-) SMA, the adjacent anterior cingulate cortex, and
the DLPFC bilaterally. Cunnington et al. (2002), who also use fMRI to compare
self-initiated and externally triggered movements, emphasize that activity in the
basal ganglia occurs for the self-initiated movements only—their tasks activate the
pre-SMA and the anterior cingulate equally in both sorts of movements (although
the pre-SMA is activated earlier in the self-initiated movements).

Presumably, then, if the initiation of movements can be said to have a specific
neural correlate at all, it must reside in one or more of the DLPFC, pre-SMA, SMA
proper, basal ganglia, or primary sensorimotor cortex. There is a great deal of par-
allel processing in this region and the exact temporal order of activation of these
areas when a movement starts is still controversial, but it is a reasonable assump-
tion that activity flows from the prefrontal region (DLPFC) in a generally caudal
direction to finish in the primary motor area. In between, it reverberates around at
least five separate cortico-basal ganglia loops, all of which are probably active in
parallel (Jahanshahi and Frith 1998). The output from this region is via the direct
connections that exist between most of these areas and the spinal cord, which pro-
vides the final common pathway to the muscles.

In order to answer the question posed in the title of this book, we would like to
know (a) the site at which a movement can be said to be actually initiated and (b)
the site at which the consciousness involved with movement initiation is generated.
Although various analytical philosophers have decided that the concept of causa-
tion ought to be broad enough to accommodate backwards causation, there is
absolutely no physical evidence that causation can operate backwards in time. Thus,
if neural activity in area (b) occurs later than that in area (a), it would seem a fair
bet that the consciousness of initiating the movement is not causal in the actual ini-
tiation of the movement.

Libet’s Experiments on the Timing of Consciousness in Relation to Voluntary
Movement

It has long been traditional among biologists to elucidate complex physiological
processes by working out the simplest possible example first. The simplest possible
voluntary act is probably the movement studied by Libet (1983). Libet asked each
participant in his experiments to “wait for one complete revolution of the CRO spot
[this spot being used for timing the subjective intention] and then, at any time there-
after when he felt like doing so, to perform the quick, abrupt flexion of the fingers
and/or wrist of the right hand.” To encourage “spontaneity,” the subject was
instructed to “let the urge to act appear on its own at any time without any pre-
planning or concentration on when to act.” According to Libet, this instruction was
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“designed to elicit voluntary acts that were freely capricious in origin,” but it seems
to me that it may actually have resulted in acts that were not so much voluntary as
random—in neurophysiological terms, the subjects may have interpreted these
instructions as requiring them to form a motor plan, adjust the excitability of the
relevant parts of their brain to the very edge of becoming active, and then wait for
some random neural event to tip the system over the edge and start the action. Be
that as it may, Libet then used an ingenious timing method to elicit subjective
reports of exactly when the conscious “urge, intention or decision” to make each of
these simple movements arose, and matched the subjective reports up with the
objectively measured EEG readiness potential (RP) that preceded the movement.
His now well-known finding was that the subjects reported becoming aware of the
urge or desire to move only 350 milliseconds after the start of the shortest variety
of readiness potential he measured, which he called a Type II RP.

All sorts of philosophical implications of this finding are discussed at length else-
where in the present volume, but for our immediate purposes the importance of the
result is that it puts a precise time on the appearance of the consciousness associ-
ated with a voluntary movement and thus offers a means of localizing the neural
correlate of whatever conscious event was interpreted by these subjects as being
“the urge, intention or decision to move.” All we need to achieve this localization
is an understanding of the temporal evolution of the neural events underlying the
RP (a.k.a. Bereitschaftspotential or BP). Inevitably perhaps, this turns out to be not
quite as simple as it sounds.

The subjective timing data are clear—Libet’s subjects reported experiencing the
conscious awareness of an “urge, intention or decision” to move approximately 200
ms before the movement actually took place. This places the appearance of their
conscious awareness that they were about to move right in the middle of what Libet
calls the Type II RP and other investigators call BP2, NS¢, or (using a subtraction
procedure) the lateralized readiness potential. What are the neural generators of
this waveform? It is not entirely clear.

The problem is that non-invasive electrophysiological measurements like EEG
and MEG have the requisite time resolution, but very poor spatial resolution
(because the electromagnetic fields generated by brain activity spread out spatially
within a very short distance, so that by the time they get to the outside of the head
seriously problematical reconstruction techniques must be used to determine their
source), while brain imaging methods that rely on increased blood flow to active
areas of the brain have good spatial resolution but very poor time resolution (simply
because it takes a couple of seconds for the blood flow to neurally active regions to
increase). The trump technique ought to be intracortical recording, which combines
the best in temporal and spatial resolution. But intracortical recording in humans
is restricted by very tight ethical guidelines. The usual reason for implanting elec-
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trodes in the brain is to locate epileptic foci before their surgical excision, and
epileptic foci in the SMA and motor cortex are relatively rare. Thus studies using
intracortical recording are mostly restricted to animal subjects, which are unable to
report verbally on their conscious experiences.

Enough apologies. What do these various techniques show about the temporal
evolution of neural activity underlying RPs? Although Type II RPs can occur on
their own if the subject has taken care not to pre-plan a particular movement, they
can also be seen as the latter half of Type I RPs. Type I RPs begin a second or more
before the movement.Their first segment—from the start of the waveform till about
500ms before the movement—is probably underpinned by bilateral activity in the
midline SMA (Toro et al. 1993; Praamstra et al. 1999; Cui et al. 2000). Type II RPs
begin about 500ms before the movement. Most EEG and MEG measurements put
neural activity between -500ms and the movement as occurring mainly in the con-
tralateral primary sensorimotor area MI, with some residual activity still going on
in the SMA (e.g.Toro et al. 1993; Praamstra et al. 1999; Cui et al. 2000). On the other
hand, combined MEG and PET recordings (Pedersen et al. 1998) show SMA activ-
ity in the interval from -300 ms to -100 ms, premotor cortex activity from -100 ms
till the onset of the movement and MI activity only from the onset of the move-
ment till 100 ms after the onset of the movement. This would suggest that the neural
generators of the Type II RP lie in the SMA rather than in M1. Unfortunately, the
few existing accounts of human intracortical recording which could have answered
this question definitively have not reported enough detail about the timing of activ-
ity in the relevant brain areas to allow any conclusions. Rektor (2002) has recorded
intracranial activity in subcortical as well as cortical structures and not unreason-
ably suggests that scalp-recorded RPs contain contributions from subcortical
sources, but his published data do not contain the information needed to determine
what brain structures are active specifically at 200 ms before the movement.
Shibasaki’s group (see e.g. Satow et al. 2003) has also recorded RPs from inside the
skull, but again it is impossible to see from their records exactly what areas are active
at 200 ms before their subject’s movements.

A further complicating factor is that Lau et al. (2004) repeated Libet’s experi-
ments and confirmed that their subjects reported consciously experiencing the
“intention to move” at about the same time as Libet’s subjects did (i.e. a little more
than 200 ms before the movement), and yet found that their instruction that the
subjects should attend to their “intention to move” resulted in increased activity
specifically in the pre-SMA. According to their calculations, the pre-SMA starts to
be active 2–3 seconds before the movement, not 200–300 milliseconds.

The problem here may be that the word ‘intention’ has been used in different
senses on different occasions. When Libet asked his subjects to report on the time
of their intention to move, he made it very clear that they were not to pre-plan
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exactly when they were going to make any of their movements. On the other hand,
the model shown in figure 1.2 of the present chapter uses the word ‘intention’ pre-
cisely to mean a pre-plan for movement. Thus it seems fairly clear that when Libet
uses the word ‘intention’, he is using it in a different sense from that meant in figure
1.2. I believe that what Libet’s subjects were reporting on was their awareness of
an urge or decision (which on the face of it, they would appear immediately to have
carried out) to “act-now”—in other words, they are reporting on their conscious-
ness of initiating their movements. On a third hand, however, Lau et al. (2004) may
be seen as having used ‘intention’ in both of these senses within the same experi-
ment. These workers replicate Libet’s task without mentioning (at least in the pub-
lished report) that their subjects were to avoid pre-planning movements, and then
essentially ask the subjects to do two things: (i) attend to their intention to move
and (ii) report using Libet’s revolving spot method when they first experienced an
intention to move. It seems possible that these subjects may have taken instruction
(i) to mean that they should pre-plan their movements—and furthermore that they
should pay attention to that pre-planning—and instruction (ii) to mean, as did
Libet’s subjects, that they should report on the time of each of their decisions to
“act-now.” Two pieces of evidence that may be seen as supporting this interpreta-
tion are the following:

(a) When Libet’s subjects did admit to having pre-planned some of the movements
in particular trials, their reported time of awareness of intention to move was 
-233 ms, which is almost identical to Lau et al.’s -228 ms. In contrast, Libet’s 
subjects in non-pre-planning mode reported awareness times of -192 ms. The 
difference may not be statistically significant, but it is suggestive.

(b) The pre-SMA activity recorded by Lau et al. was specifically not due to the ini-
tiation of a self-paced action, because it was not present when the subjects were
instructed to attend to the movement itself, rather than their intention to make it.

In any case, Lau and Passingham (this volume) report extensive and ingenious
further experiments in this area.

Overall, there would appear to be two reasonable conclusions from the work dis-
cussed above:

1. However you define intention, the fact remains that the first conscious aware-
ness associated with the initiation of the movements studied here occurs well after
the start of the neural activity that culminates in the movement. Even when there
is no pre-planning and the first recordable neural events time-locked to the move-
ment happen in what is probably MI (the last cortical way station before transmis-
sion to the spinal cord), the conscious event associated with initiating the movement
arises only 250–300 ms after the start of the neural events. This clearly suggests that
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whatever events one might reasonably consider to be the neural initiators of these
movements, those events occur pre-consciously.

2. A more practically oriented conclusion might be that it is important to be clear
about exactly what experience one wants one’s subjects to introspect. Of course,
explaining to the subjects exactly what the experimenter wants them to experience
can bring its own problems—as Lau and Passingham (this volume) point out,
instructions to attend to a particular internally generated experience can easily alter
both the timing and the content of that experience and even whether or not it is
consciously experienced at all. It seems that study of the consciousness associated
with voluntary movements is just as difficult as study of any other conscious 
experience.

More Complicated Voluntary Movements

As was mentioned earlier, the button-pressing movements discussed above are
examples of the simplest possible kind of voluntary movement. Button-pressing ad
lib is not something that most of us spend a lot of time doing in everyday life. The
next step in extending this sort of work to movements that are of more everyday
utility is to investigate the situation when the subjects are asked to make a rela-
tively realistic decision before deciding to press the button. Haggard and Eimer
(1999) made a start on developing this paradigm by asking their subjects to choose
whether to move their right or left hands. They found no difference in the reported
time of intention to move between this and the usual Libet paradigm. Clearly there
is great scope for further experimentation in this area.

For example, one tidbit of information along these lines concerns the fact that
real-world decisions about whether or not to initiate a particular action are
inevitably influenced by whether the subject perceives that the action will be
rewarded. Hadland et al. (2003) have shown that in monkeys this aspect of action
initiation is mediated by the anterior cingulate area.

4 Control of Ongoing Movements

While sensory intentions (and perhaps particularly those in the left AIP (Rushworth
et al. 2001)) may themselves be associated with consciousness, it is fairly clear that
their use in ongoing motor control is usually not (Jeannerod, this volume).

When laypersons think about unconscious movements, they normally think of
involuntary reflexes and tics, which are not associated with consciousness at all. But
in fact, any voluntary or consciously willed act of any complexity—be it as simple
as picking up a coffee cup or as complicated as walking down to the beach for a
swim or sight-reading a piece of Chopin—is performed largely unconsciously. We
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are (probably) aware of a general intent to perform the act. We may (or may not)
be aware of a specific decision to initiate the act. During performance of the move-
ment we are probably aware of some fraction of the multitude of potential sensory
experiences generated by that performance. But we are certainly quite unaware of
the complex calculations of coordinates and joint angles and forces and the sequen-
tial action of muscles that are required to move the arm to the right place, curve
the hand in anticipation of the shape of the mug, grasp the mug and lift it to the lips
without spilling coffee. We are not conscious at all of the comparisons of perfor-
mance with intention, the ongoing readjustments to cope with changing environ-
mental circumstances, the automatic alteration of breathing movements, the
activation of an innate motor program (perhaps modified by learning) that are 
necessary to make our way to the water, dive in, avoid breathing water and 
start swimming. And if we have practiced enough, even the complicated eye-hand
coordination needed to translate from observed dot position on a page of music to
rule-governed finger movement on the keyboard has become entirely automatic.

This unconsciousness is undoubtedly a great biological boon. When we are per-
forming the sorts of novel or very difficult acts that do involve the constant pres-
ence of consciousness, (a) our movements tend to lack smoothness and precision
and (b) the allocation of attention to the ongoing movement means that we are
unable to be aware of much else.

The feedback control of ongoing movements using the somatosensory informa-
tion generated during their execution occurs in the cerebellum. The posterior pari-
etal cortex does not have direct connections through the spinal cord to
muscles—rather, its main output flows to the motor areas at the front of the cortex.
But importantly, a copy of the intentional plan is also sent via the pons to the cere-
bellum.This provides what von Holst (1954) called efference copy. It allows the cere-
bellum to calculate the sensory feedback expected from a successfully executed
motor plan, compare this calculated feedback with the actual sensory reafference
generated during the movement, and issue new instructions to the cortical motor
areas for correction of movement errors (Jeuptner et al. 1996).

This feedback control is the particular function of an area of the cerebellum called
the cerebrocerebellum. Lesions to the cerebrocerebellum cause delays in movement
initiation and errors in coordination of limb movements. When this region is
damaged, rapid movements are overshot, and over-correction of the overshoot gives
rise to a period of instability at the end of the movement which is variously called
terminal, action, or intention tremor. The other two main functional regions of the
cerebellum are the vestibulocerebellum, which receives inputs from the vestibular
organs (semicircular canals and otolith organs) and uses this in control of both sac-
cadic and smooth pursuit eye movements (Goldberg et al. 1991) and the limb
muscles used to maintain balance, and the spinocerebellum, which receives
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somatosensory, auditory, visual, and vestibular information and integrates this with
cortical intention commands to control muscle tone. Damage to the spinocerebel-
lum results in hypotonia, a diminished resistance to passive limb movement. The
lateral cerebellum also appears to be a specialized region, in this case for timing:
patients with damage to the lateral cerebellum show a sign called dysdiadochoki-
nesia—the inability to sustain a regular rhythm of hand tapping—and the area may
also perform a more general timing function that affects cognitive as well as motor
performance (Ghez 1991).

Over and above these ongoing control functions, a particular kind of motor learn-
ing is also mediated by the cerebellum. As might be expected from the structure’s
role in correcting ongoing movements in light of sensory feedback, cerebellar learn-
ing is of the supervised or error-based type (Doya 2000). The idea that the cere-
bellum is a supervised learning system dates back to the hypotheses of Marr (1969)
and Albus (1971) and the subsequent discovery by Ito (1982) of the synaptic long-
term depression that provides a cellular basis for such learning.

One suggestion for a further function of efference copy is made by Choudhury
and Blakemore (this volume), who suggest, with Jeannerod, that efference copy may
provide the means by which one’s own actions are distinguished from the actions
of others. In the words of Choudhury and Blakemore, “the conscious awareness of
unconsciously monitored actions is the means by which our actions are experienced
as subjectively real, willed, and owned.”

Conclusions

The above discussion gives only a brief overview of the structure and function of
the motor system in the human brain. On the basis of this relatively limited under-
standing, the answer to the question “Does consciousness cause behavior?” would
appear to be “It depends.”

In the case of very simple voluntary acts such as pressing a button whenever one
feels like it, good experimental evidence shows that the consciousness of being
about to move arises before the movement occurs, but after the neural events
leading up to the movement have begun. It is a reasonable conclusion that con-
sciousness is not the immediate cause of this simple kind of behavior.

In the case of the correction of ongoing actions, consciousness of having moved
more often than not arises actually after the correcting movement has been com-
pleted (and sometimes does not arise at all). Clearly, consciousness does not cause
this extremely complex kind of behavior, either.

In the case of the initiation of actions based on complex decisions or long-term
intentions, our question has not yet been answered one way or the other. Neuro-
physiologically speaking, relatively long-term intentions are formed in the DLPFC

The Neuroscience of Movement 21



and/or pre-SMA, more detailed intentions are (or may not be, depending on the
action) formed in the posterior parietal cortex, and any acts that result from these
intentions are initiated somewhere in the complex web of parallel processing that
goes on in the frontal cortex/basal ganglia loops physically located between the pre-
SMA and the primary motor cortex. However, while it is clear that consciousness
is generally associated with these processes, nobody has yet been able to design
experiments that would unequivocally nail down the temporal relationship between
the appearance of this consciousness and the onset of whatever neural events under-
pin the intentions and movement-initiations.

Which comes first in the initiation of complex moves—the consciousness, or the
neural events? Given the importance of the answer for our legal system (Kaplan,
this volume), our public policies (Hurley, this volume), and our general self-concept
as humans (most of the contributors to part II of this volume), finding a solution to
this conundrum must be seen as one of the next great challenges in neuroscience.

Acknowledgments

Thanks to Dick Passingham and Shaun Gallagher for comments on the manuscript.
The author’s research is supported by the University of Auckland Research 
Committee.

Note

1. The notion that intentions are “located” in the posterior parietal cortex may annoy some philoso-
phers, but the word is chosen quite deliberately. Intentions in this sense are not abstract entities—they
are patterns of neural activity; or perhaps patterns of synaptic strength which are eventually played out
into patterns of neural activity. Either kind of pattern clearly has both temporal and spatial extension,
which means it must be located somewhere.
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2 Consciousness of Action as an Embodied Consciousness

Marc Jeannerod

We usually remain unaware of many of our own actions. One reason is that, even
when an action is consciously executed, its memory trace is of a very short dura-
tion, and so it is rapidly forgotten. It is indeed a common experience when leaving
home to ask oneself “Did I lock the door?” or “Did I turn off the light?” immedi-
ately after doing it. One may also drive home and suddenly realize that one has
arrived there without having the least idea how one did it. This is not true for all
actions, however. Some actions (for example, “I paid the bill at the restaurant last
night”) leave very vivid memories. The difference between actions that rapidly dis-
appear from memory and those that remain is in the degree of awareness of the
agent at the time where the action was performed. Some actions are executed under
conscious control, some are executed automatically. In this chapter I will concen-
trate on those actions that are executed automatically, with the aim of understand-
ing why and how a given action does or does not become conscious. This program,
though arguably quite ambitious, is open to empirical analysis. I will use experi-
mental data to evaluate the degree of consciousness involved in a given action, to
examine the factors and the constraints for consciousness of an action to appear or
not, and to identify some of the neural mechanisms that are involved in this process
of access or non-access to consciousness. Before proceeding, however, it seems in
order to clarify what is meant by “consciousness of action.”

What is consciousness of action about? In other words, what is the content of con-
sciousness when this term refers to an action? In trying to analyze this concept,
several possible answers come to mind. The first one is that consciousness of action
should refer to what the action is about. Actions have goals. To be aware of the goal
one reaches for is one way of being conscious of the action undertaken to reach
that goal. Being aware of the goal, however, does not imply awareness of, or con-
scious knowledge of, how that goal is reached. This is the second possible answer to
the question, namely that consciousness of an action can also refer to how that
action is (or was) performed. Can these two aspects, what and how, be dissociated
from each other? This is obviously one of the empirical questions that will have to
be considered in this chapter. In fact, there is still a third possible answer to the



question of what consciousness of an action is about: Consciousness of an action
can be about who is doing the action. However, I will keep this point outside the
scope of this chapter. Questions about the agent of an action (“Did I do that?” or
“Who did that?”) do not refer to the action itself; rather, they are questions about
the self. Being conscious of who did an action (of being the author of an action)
corresponds to being conscious of oneself as a causal self, as opposed to other selves.
Restricting the investigation to the action without raising the question of the self
avoids the problem of self-identification. I will stick to the notion that pure, unam-
biguous first-person actions (I-actions), such as will be studied here, should be
readily perceived as originating from the self, and should normally not pose the
problem of identifying the agent. In other words, they should be seen as immune to
errors through misidentification (Shoemaker 1963). This problem has been fully
addressed elsewhere (Jeannerod 2003a,b; Jeannerod and Pacherie 2004; de
Vignemont and Fourneret 2004).

1 The Content of the Consciousness of an Action

Consciousness of the Goal

The first aspect of action consciousness to be considered is what the action is about.
This issue of the awareness of the goal of simple goal-directed actions has been
extensively considered within the framework of the dual processing of visual infor-
mation. Simple visually goal-directed movements, whether they are executed in iso-
lation (like grasping and handling an object) or are embedded into a more complex
action, have a well-defined status. They are relatively rapid (they typically last less
than a second), and their course is almost entirely centrally determined (except for
their terminal accuracy, which is improved by direct visual control).They are framed
within an egocentric framework; that is, the location of the goal (the object) at which
they are directed is coded in coordinates that arise from the subject’s body. As such,
these movements would be better described as target-directed than as goal-directed.
The visuomotor system selects in the goal a small number of parameters that will
be transformed into motor commands that will ensure compliance of the effector
(e.g., the hand) with the object. In other words, there is nothing to be conscious of
in such movements, except that the target has been correctly reached and that the
goal has been ultimately achieved. Together with the short duration of the move-
ment, the fact that its target is only a selected part of the goal (the part that is motor-
ically defined), makes it automatic and non-conscious. This mode of processing 
of visual input (which has been characterized as “pragmatic processing”—see 
Jeannerod 1997) does not require consciousness. I will come back to this point later,
in the context of how and when non-required consciousness may nevertheless arise.
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The pragmatic mode of visual processing opposes another mode of processing for
identification, whereby the goal is perceived as an entity with all its attributes,
including those that are not immediately relevant for the movement (its color, for
example). This semantic mode of visual processing, as we may call it, describes
objects by their identity and their function, not as mere targets for the motor com-
mands of reaching and grasping. This distinction has been the subject of controver-
sies, mainly bearing on the actual limitations of pragmatic processing. For example,
the suggestion has been made that pragmatic processing should only concentrate
on the target itself and should disregard the context surrounding the target (Milner
and Goodale 1993). An illustration of this point is the case where the context in
which an object is perceived causes an illusion about the size or the shape of that
object. Because illusions are attributes of conscious perception, they should not
influence an automatic movement. A series of experiments by Melvyn Goodale and
his co-workers tend to confirm this point. (See Jacob and Jeannerod 2003 for a
review.)

These considerations reveal a contrast between overt and covert aspects of the
goal. Whereas the detailed target of the movement remains outside awareness, the
overt goal of the action, concerning the selection of objects, their use, their adequacy
for the task under execution, and so on, can be consciously represented. The con-
clusion should not be drawn, however, that the covert aspects of the goal cannot be
consciously accessed. Here I describe a set of experiments in which this point was
specifically tested—that is, subjects were instructed to indicate the moment at which
they became aware of a change in the configuration of the target occurring during
their movement.

There are situations in everyday life where actions in response to visual events
are clearly dissociated from the conscious experience of the same events. We
respond first and become aware later. For example, when driving a car, we have to
make a change in trajectory because of a sudden obstacle on our way: we consciously
see the obstacle after we have avoided it. Castiello et al. (1991) designed a series of
experiments to measure this temporal dissociation. Subjects were instructed to
reach by hand and grasp an object (a vertical dowel) placed in front of them, as
soon as it became illuminated.They also received the instruction to signal, by a vocal
utterance, at what time they became aware of the illumination of the object. The
onset of the hand movement aimed at the object preceded by about 50 milliseconds
the vocal response signaling the subject’s awareness of its change in visual appear-
ance.This difference was not noticed by the subjects, who felt their hand movements
in coincidence with their perception of the illumination of the object. In the same
experiment, the illuminated object jumped by 10° on either side at the time where
the reaching movement started. The first sign of correction of the hand trajectory
appeared shortly (about 100ms) after the shift in target position. In contrast, the
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vocal utterance corresponding to this same event came much later, some 300ms
after the beginning of the change in movement trajectory.The subjects’ reports were
in accordance with this temporal dissociation between the two responses: they
reported that they saw the object jumping to its new position near the end of their
movement, just at the time they were about to take the object (sometimes even after
they took it).

The main result of this experiment is that the time to awareness of a visual event,
as inferred from the vocal response, keeps a relatively constant value across differ-
ent conditions. Under normal circumstances, when the target object remains sta-
tionary and no time pressure is imposed on performing the task, this time is roughly
compatible with the duration of motor reaction times: when we make a movement
toward an object, we become aware of this object near the time when the move-
ment starts, or shortly after it has started, hence the apparent consistency between
our actions and the flow of our subjective experience. This consistency breaks down
when the motor reaction time shortens under conditions of time pressure, such as
avoiding sudden obstacles or tracking unexpected object displacements, so that the
conscious awareness becomes dissociated from the movement. One might suggest
that the normally long reaction times (ca. 300ms) of reaching movements have the
function of keeping our subjective experience in register with our actions. Imagine
what life would be like if the above temporal dissociation were the usual case, and
if our awareness of the external events were systematically delayed from our actions
in response to these events!

Observations made in patients with lesion of primary visual cortex and showing
the “blindsight” phenomenon add further arguments for this notion of a dual pro-
cessing of visual information (Weiskrantz 1986).These patients appear to reach con-
sciously for non-conscious goals. For example, patient PJG described by Perenin and
Rossetti (1996) correctly adjusted his hand movements at objects of varying size or
orientation presented in his blind hemifield without being able to consciously report
about the presence of these objects within his visual field.

The dissociation between motor responses and subjective experience, when it
happens, as well as the more usual synchrony between the two, reflects the con-
straints imposed by brain circuitry during the processing of neural information. Dif-
ferent aspects of the same event are processed at different rates, and the global
outcome is constrained by the slowness of the process that builds up awareness.
Consciousness of the goal of an action is not immediate, it takes time to appear (the
Time-On Theory; see Libet 1992). Adequate timing of neuronal activity in different
brain areas is a critical condition for achieving subjective temporal consistency
between external events. Indeed, it is common experience that goal-directed move-
ments executed under conscious control are usually slow and inaccurate, e.g., during
the first attempts at learning a new skill. This effect can be shown experimentally
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by delaying the onset of a goal-directed movement by only a few seconds after the
presentation of the stimulus: this delay results in a severe degradation of the accu-
racy of the movement (Jakobson and Goodale 1991). In this condition, according
to the above hypothesis, it is likely that the representation of the movement dete-
riorates rapidly and the fast automatic mechanism cannot operate.

In this section, two main points have been made. First, it has been made clear that
some of the covert aspects of a goal-directed movement can become conscious in a
condition where the subject is specifically instructed to attend to his/her subjective
experience. In the above experiments, the subjects were able to report their aware-
ness of the goal of an automatic movement directed at a luminous target. Second,
the consciousness of the goal has a different timing from that of the movement itself.
At this point, an interpretation of the automaticity of automatic movements can be
proposed. This interpretation relies on several assumptions which are supported by
experimental data. One has to assume, first, that most of the movement course is
represented prior to its execution; second, that the representation coding for a goal-
directed movement must have a short life span, that should not exceed the dura-
tion of the movement itself, so that the representation of that goal can be erased
before another segment of the action starts; and, third, that consciousness is a slow
process, and that the above temporal constraint does not leave enough time for con-
sciousness to appear. If these assumptions are correct, it follows that a fast accurate
movement can only be executed automatically.

Awareness of How a Movement Is Performed

The next question is about the knowledge of the content of the action itself. Forces
and torques are applied automatically to the joints. Yet they can be consciously con-
trolled and modulated, e.g., during learning a new skill. In the experiments reported
here, subjects have been placed in situations where what they see or feel from their
actions does not correspond to what they actually do. Such situations produce a con-
flict between the normally congruent signals (e.g., visual, proprioceptive, central
motor commands) which are generated at the time of execution of an action. Sub-
jects’ reports about their feelings provide a direct insight into their conscious mon-
itoring of these signals.

Since its initial version (Nielsen 1963), this paradigm has greatly contributed to
our knowledge of the mechanisms of action recognition. In a more recent version,
Fourneret and Jeannerod (1998) instructed subjects to draw straight lines between
a starting position and a target, using a stylus on a digital tablet. The output of the
stylus and the target were displayed on a computer screen. The subjects saw the
computer screen in a mirror placed so as to hide their hand. On some trials, the line
seen in the mirror was electronically made to deviate from the line actually drawn
by the subject. Thus, in order to reach the target, the subject had to deviate his or
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her movement in the direction opposite to that of the line seen in the mirror. At the
end of each trial, the subject was asked to indicate verbally in which direction he
thought his hand had actually moved. The results were twofold. First, the subjects
were consistently able to trace lines that reached the target, that is, they accurately
corrected for the deviation. Second, they gave verbal responses indicating that they
thought their hand had moved in the direction of the target, hence ignoring the
actual movements they had performed. Thus, the subjects were unable to con-
sciously monitor the discordance between the different signals generated by their
own movements and falsely attributed the drawing of the line to their hand. In other
words, they tended to adhere to the visible aspect of their performance, and to
ignore the way it had been achieved.

In the experiment of Fourneret and Jeannerod, however, the deviation of the line
was limited to 10°, a deviation that apparently remained compatible with the 
possibilities of the automatic correction mechanism. In a subsequent experiment,
Slachevsky et al. (2001), using the same apparatus, introduced deviations of increas-
ing amplitude up to 40°. They found that, as movement accuracy progressively dete-
riorated, the larger discordance between what subjects did and what they saw made
them to become aware of the deviation at an average value of 14°. Beyond this
point, they were able to report that the movement of their hand erred in a direc-
tion different from that seen on the screen and that, in order to fulfill the instruc-
tion of reaching the target, they had to deliberately orient their hand movement in
a direction different from that of the target.

Thus, the awareness of a discordance between an action and its sensory conse-
quences emerges when the magnitude of the discordance exceeds a certain amount.
This point was recently confirmed by Knoblich and Kircher (2004). In their exper-
iment, the subjects had to draw circles on a writing pad at a certain rate. As in the
previous experiments, subjects saw on a computer screen an image of their move-
ment, represented by a moving dot. The velocity of the moving dot could be either
the same as that of the subject’s movement, or it could be unexpectedly accelerated
by up to 80 percent. To compensate for the change in velocity and to keep the dot
move in a circle, as requested by the instruction, subjects had to decrease the veloc-
ity of their hand movement by a corresponding amount. Subjects were instructed
to indicate any perceived change in velocity of the moving dot by lifting their pen.
The results showed that the subjects failed to detect the smaller changes in veloc-
ity. For example, they could detect only half the changes when the velocity was
increased by 40 percent, whereas the detection rate increased for faster velocity
changes. Yet subjects were found to be able to compensate for all changes in veloc-
ity, including those that they did not consciously detect.

The results reported in this section indicate that subjects, even when they are
involved in a conscious task like reaching for a target in an unusual condition, tend
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to ignore in which direction and at which velocity they actually move. Yet 
these covert aspects of their action may become accessible to their consciousness 
if and when a discordance appears between the different signals generated by 
the movement or, more generally, between the aim of the movement and its
outcome. The mechanism underlying this phenomenon is considered in the next
section.

2 From Automaticity to Conscious Control: Discordance between an Action and
Its Perceived Outcome as a Factor of Its Conscious Access

Introspective Evidence

Consider these three situations:

Situation 1: I am engaged in the complex action of getting a cup of tea. I go
through all the constituent actions in the proper sequence: I walk to the room while
talking with a colleague, get to the place where the teapot is on the table, reach to
it with my right arm, and grasp it. Suppose the teapot’s handle is too hot: at the time
of contact with my hand, I stop the grasping movement and withdraw my hand.
Although the sequence was unfolding automatically, it is now interrupted because
of the failure of one of its constituents. In the meantime, I become aware of the
cause of the failure, of the fact that I was indeed in the process of getting a cup of
tea, and that I will have to start another sequence to overcome the problem of the
hot handle.

Situation 2: I have a case of mild tennis elbow in my right arm. I experience no
pain when my arm is immobile and my elbow is flexed in the middle of its range.
While looking at my computer screen, I reach for my cup of tea on the right side 
of the computer. Pain arises during the completion of the movement. I suddenly
become aware of the fact that I was reaching for the cup and that I cannot do it
with my right arm because it would be too painful. I use my left arm to take the cup
and drink, and transfer the cup to the left of the computer to avoid repetition of
the same painful experience.

Situation 3: This situation is borrowed from the neuroscientist Alf Brodal, who
described his experience of his own movements after a stroke had affected the
movements of his left arm. He reported the difficulty he experienced for skilled
actions like tying his bow (Brodal 1973). Whereas before the stroke, he says in this
paper, the action was executed rapidly and automatically, after the stroke he felt as
if his fingers did not know the next move. What was apparently defective in the
action of tying, Brodal continues, was not the triggering off of the act. There
appeared to be a lacking of capacity to let the movements proceed automatically
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when the pattern is triggered because they could not be performed at the usual
speed.

What is common to these three veridical (or at least plausible) situations is that a
goal-directed movement, a constituent of a broader intentional action, could not
reach its goal because of an intervening or unexpected event: an obstacle to com-
pletion of the movement in situation 1, an abnormal sensation in situation 2, and a
paralysis in situation 3. In all three cases, the action was unfolding automatically and
outside the subject’s awareness. The failure triggered a “prise de conscience” of the
ongoing action and a reconsideration of the strategy to obtain the final goal (or, in
the case of paralysis, a detailed analysis of the sensations arising from the attempt
to move). The impression is that the agent, who suddenly becomes aware of an
action that he was doing automatically immediately before, has shifted to a differ-
ent state of consciousness, as if the intervening event had acted as a “stimulus” and
triggered consciousness of the action as a “response” to that stimulus. The more
likely possibility, already suggested in section 1, is that consciousness was there all
the time, but was lagging behind the action execution processes. In the next section,
I propose a model that accounts for this possibility.

A Possible Neural Model for Consciousness of Action

The working hypothesis I am proposing here is that motor representations for acting
automatically or consciously are one and the same thing, and that the two modes
of representations are only distinguishable by the circumstances in which they are
implemented into an overt action.The first theory to be considered is that of a mon-
itoring of central and peripheral signals arising as a consequence of the execution
of an action. This theory holds that the (central) efferent signals at the origin of an
action are matched with those which result from its execution (the reafferent
signals) and that this comparison provides cues about where and when the action
originated. Its basic principle, inherited from the cybernetic era, and deeply rooted
in physiological thinking, is that each time the motor centers generate an command
signal for producing a movement, a “copy” of this command (the “efference copy”)
is retained. The reafference inflow signals (e.g., visual, proprioceptive) generated by
the movement are compared with the copy so that, if a mismatch is recorded
between the two types of signals, the state of the motor centers can be updated
(Sperry 1950; von Holst and Mittelstaedt 1950).

More recent descriptions of this mechanism assume the existence of “internal
models” in which the desired state of the system is represented. Internal models can
predict the sensory consequences that should result from the execution of the motor
command. In a self-generated movement, the predicted consequences are compared
with the actual sensory feedback (Jeannerod 1995, Wolpert et al. 1995). This model
of the control of action has been applied to the problem of action identification and
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self-identification. Identifying oneself as the agent of an action (the sense of agency)
would rely on the degree of concordance between the predicted effects of 
that action and its actual sensory consequences. If perceived sensory changes cor-
relate with the self-generated output signals, they are registered as consequences of
one’s own action. If not, on the contrary, they are registered as originating from an
external origin. The correlation between efferent signals and the resultant incom-
ing signals is thus an unambiguous feature of self-generated changes (Frith et al.
2000).

The introspective observations reported earlier in this section suggest that the
same model could also account for some of the aspects of consciousness of action
that have been described here. The situations where an action is delayed, incom-
pletely executed, or blocked are typical examples of a mismatch between the desired
output and an its observed result. Although we are still far from understanding why
such a mismatch can create the conditions for consciousness of the action, recent
experiments using neuroimaging techniques provide a tentative answer. In these
experiments, a relatively limited cortical area, the posterior parietal cortex on the
right side, has been found to be activated when a mismatch is created between an
action and its sensory consequences (Fink et al. 1999). The activity of this area
increases as a function of the degree of the mismatch (Farrer et al. 2003). Further-
more, lesions of this same area in the right posterior parietal cortex are associated
with striking neuropsychological symptoms that testify to an alteration of self-
consciousness and consciousness of action: neglect of contralateral space, neglect of
the corresponding half of the body (denial of ownership), or even denial of the
disease (anosognosia) (e.g., Daprati et al. 2000).

Keeping this model in mind, we may now ask further questions about the detailed
mechanisms that may underlie the subjective experience of being conscious of a
movement. One of these questions, addressed in the next section, concerns the
respective roles of efferent and afferent mechanisms.

3 Is Consciousness of Action an Afferent or an Efferent Phenomenon?

According to the above model, several sources of information are potentially avail-
able to make a conscious judgment about one’s own motor performance. Among
the sensory sources are visual cues (directly derived from vision of the moving
segment or indirectly from the effects of the movement on external objects) and
proprioceptive cues (derived from movement-related mechanical deformations of
the limb, through receptors located in the skin, joints, and muscles). Non-sensory
sources are mainly represented by central signals originating from various levels of
the action generation system. Note that, unlike visual cues, the proprioceptive and
the central cues are unambiguously related to the self-generated movement: they
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are “first-person” cues in the sense that they can only conceivably arise from the
self.

The Two Williams Debate

There is a long-standing controversy about the respective roles of the two main first-
person cues in conscious knowledge about one’s actions. This issue was the topic of
the classical Two Williams Debate, in which Wilhelm Wundt held that our knowl-
edge is based a priori on efferent information of a central origin and William James
defended the opposite opinion that all that we know about our movements is based
a posteriori on information from sensory organs. (See Jeannerod 1985 for histori-
cal references.) Experimenters have consistently failed to resolve this issue, mainly
because of the methodological difficulty of isolating the two sources of information
from one another. There are no reliable methods for suppressing proprioceptive
information arising during the execution of a movement. Alternatively, it is possi-
ble to prevent muscular contractions in a subject who is attempting to move, e.g.,
by complete curarization of one limb: if the subject reports sensations from his
attempts to move his paralyzed limb, these sensations should arise from outflow
motor commands, not from proprioceptive inflow.The available evidence shows that
no perception of movement arises in this condition. However, experiments where
an arm is only partially curarized suggest a more balanced conclusion: subjects
requested to estimate the heaviness of weights that they attempted to lift with their
weakened arm report an increased perceived heaviness (McCloskey et al. 1974).
This illusion was interpreted as reflecting the increase in motor outflow needed to
lift the weights (Gandevia and McCloskey 1977). This result provides an indirect
evidence as to the possibility for central signals to influence conscious experience.

A more direct solution to this problem is to examine patients with complete
haptic deafferentation of pathological origin (e.g., following a sensory neuropathy).
One such patient is GL, who has been extensively studied by several experimenters
(Cole and Paillard 1995).

Exploring Consciousness of Action in Patient GL

Patient GL has no haptic information about the movements she performs. Thus,
when visual feedback from her movements is either systematically distorted or sup-
pressed, the only information on which she can rely to form a phenomenal experi-
ence about her own action should be derived from the action generation processes.
An experimental study was performed to examine this point, using the apparatus
already described. GL had to draw a line with her unseen hand while an angular
bias to the right, increasing from 1° to 20° over successive trials, was introduced.
Like a normal subject, GL performed the task without difficulty and was able to
compensate for the bias. When asked, at the end of each trial, to estimate verbally
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the angle by which she thought her hand had deviated to the left for bringing the
line to the target, GL never explicitly reported a feeling of discordance between
what she had seen and the movement that she thought she had made. Remember
that, in this task, normal subjects become clearly aware—although by underesti-
mating it—of a displacement of their hand toward the left to compensate for 
the disturbance, when the discordance exceeds a certain value. Instead, GL gave
responses indicating that she thought she had drawn the line in the sagittal direc-
tion. In spite of expressing perplexity at the end of some trials, GL never became
aware of the discordance and, consequently, of any strategy of correction she had
to apply to correct for the bias. When asked to describe her feelings, she only men-
tioned that she found the task “difficult” and requiring an “effort of concentration.”
Conversely, as I have mentioned, control subjects examined in this task were able
to report their conscious strategy (Fourneret et al. 2001).

Another experiment with the same patient addressed the same question of a 
possible role of the efferent processes in motor consciousness by exploring the 
production and the perception of muscular force. When muscular force is applied
isometrically (with no change in muscle length), e.g. on an ergometer, propriocep-
tive input is limited: thus, this condition should maximize the role of the central com-
mands in the conscious appreciation of the exerted force. When instructed, first 
to apply a certain degree of force with one hand, and then to match this degree 
of force with the other hand, GL performed with a close to normal accuracy 
(Lafargue et al. 2003): this result indicates that GL was able to produce accurate
central commands. Yet, she was unable to report any conscious feeling from 
her effort, neither did she experience fatigue when a high degree of muscular 
contraction had to be maintained.

The main point revealed by these observations is that the lack of proprioceptive
input from movement execution or isometric force generation severely impairs the
possibility of consciously monitoring the efferent process. The central, non-sensory
cues, which are still available in patient GL, appear to be of no use for consciously
monitoring one’s movements, except for the vague feelings of effort and difficulty
that GL reported in one of the tasks. However, the mere opposition between periph-
eral and central sources of information in providing cues for consciousness (which
was the core of the Two Williams Debate) does not take into account the complete
set of events arising during the voluntary execution of a movement. The model of
action monitoring proposed above postulates that central signals are used as a ref-
erence for the desired action, and that reafferent sensory signals from the executed
movement are compared with this reference. In GL, because no reafference from
the executed movement was present, this comparison process could not take place.
In normal subjects, the conscious information would be derived, not directly from
the reafferent (proprioceptive) signals themselves, but from the output of the 

Consciousness of Action 35



comparison process, for which the presence of both central and peripheral signals
is required. The lack of conscious feelings during attempted movements in com-
pletely paralyzed subjects (produced by curarization, for example, a situation I have
mentioned briefly) in spite of the generation of intense motor commands, can also
be explained by the lack of corresponding proprioceptive reafferent signals. Con-
versely, when reafferent signals are present, but do not match the central signals,
the comparison process generates signals proportional to the degree of mismatch
between the two. This would account for the sensations of effort reported by sub-
jects with a paresis of pathological origin (but with preserved proprioceptive input)
(Brodal 1973) and in normal subjects during lifting weights with incompletely par-
alyzed arms (see above), as well as for the rise of consciousness in situations where
a movement cannot reach its goal.

The above hypothesis is not incompatible with the fact that GL knew that she
had attempted to perform the task at each trial, neither with the fact that she was
aware of her intention to move, if not of her actual movements. In other words,
awareness of one’s actions is only one aspect of the general problem of action con-
sciousness. Our present results suggest that the cues for accessing awareness of
action-related mental states (like intending or imagining an action, for example)
should be distinct from those that are generated at the time of execution.

Conclusion: Consciousness of Action as a Post Hoc Phenomenon

The picture of consciousness that arises when it is studied in its relation to action
is that of a post hoc phenomenon. First, consciousness of action (and probably other
forms of consciousness as well) is a lengthy process that can appear only if adequate
time constraints are fulfilled. Second, given that the Two Williams Debate appar-
ently turned in favor of William James, consciousness appears to be bound to a pos-
teriori signals arising from the completion of the action itself, not to central signals
that precede the action. As such, consciousness could not play a causal role in trig-
gering the action, simply because it comes too late.

The type of consciousness (in fact, of non-consciousness) that is linked to the
experience of the embodied self, like consciousness of action, is discontinuous. It
operates on a moment-to-moment basis, as it is bound to particular bodily events.
The embodied self mostly carries an implicit mode of action consciousness, where
consciousness becomes manifest only when required by the situation. The related
information has a short life span and usually does not survive the bodily event for
very long. In contrast, the conscious sense of will that we may experience when we
execute an action, which is at the origin of our narrative continuity, arises from the
belief that our thoughts can have a causal influence on our behavior. (See Sperry
1980 for discussion.) While we tend to perceive ourselves as causal, we actually
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ignore the cause from which our actions originate. Conscious free choice, like con-
scious will, is not a direct perception of a causal relation between a thought and an
action, but rather a feeling based on the causal inference one makes about the data
that do become available to consciousness. This dissociation between the two levels
of the self (an embodied self and a “narrative” self) has been considered by some
authors as the origin of an illusion (e.g., Wegner 2002). Because the conscious
thought and the observed action are consistently associated, even though they may
not be causally related, the narrative self tends to build a cause-and-effect story.The
embodied self, in contrast, by avoiding conscious introspection, reaches simpler (and
perhaps more secure) conclusions about an action, its goal and its agent by moni-
toring on-line the degree of congruence between central and peripheral signals 
generated by the action.

The role of consciousness should rather be to ensure the continuity of subjec-
tive experience across actions which are—by necessity—executed automatically.
Because it reads behavior rather than starting it, consciousness represents a back-
ground mechanism for the cognitive rearrangement after the action is completed,
e.g., for justifying its results, or modifying the factors that have been at the origin of
the movement if the latter turned out to be unsuccessful. In line with the idea pro-
posed by Nisbett and Wilson (1977) that we tend to “tell more than we can know,”
this mechanism could have the role of establishing a declarative cognitive content
about one’s own preferences, beliefs, or desires.
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3 Intentions, Actions, and the Self

Suparna Choudhury and Sarah-Jayne Blakemore

What gives me the right to speak of an ‘I,’ and indeed of an ‘I’ as a cause. . . . ?
—Nietzsche (1914)

The human subjective experience of freely willed action requires that the actor feels
a sense of agency. In other words, willed action is one that the agent can own,
“bearing [one’s] signature” (Pettit 2001). In this chapter we discuss how a sense of
self might emerge from action. How do we feel in control of our actions? The ability
to attribute one’s own actions to the self is crucial to feeling that the experience is
“mine.” We describe studies that have investigated how we recognize the conse-
quences of our actions and how this “self-monitoring” system distinguishes between
self and other.We review psychological studies of the conscious experience of willed
action and neurophysiological studies that shed light on its possible underlying
processes. In addition, studies of patients with disorders of volition will be discussed
as evidence that a breakdown in the self-monitoring system may account for a dis-
turbance to the normal experiential link between intention and the awareness of
volitional control.

1 Distinguishing between Self and Other through Prediction

Being aware of one’s own actions and distinguishing them from the actions of others
is critical for feeling a sense of self and for communication with other agents.
Usually, when we carry out an action, we feel a sense of agency—that is, we feel that
we are both the author and the owner of our own action. How is this feeling of own-
ership possible? This is particularly problematic given the well-established mirror
in the brain: the same parts of the brain fire both when I watch someone else make
an action and when I make the action myself. This suggests that there is a shared
representational system that codes our own actions and our perceptions of other
people’s actions (Decety et al. 1997; Umilta et al. 2001; Gallese 2003; Rizzolatti and
Craighero 2004). If my brain “mirrors” observed actions, how do I know that it is



someone else, and not me, who is moving when I observe an action? How does the
brain distinguish between moving an arm and observing someone else moving their
arm? Evidence from studies of motor control suggests that the brain solves the
problem of agency through prediction.

Forward Models

It has been proposed that internal motor representations, also known as forward
models, serve as predictors in the brain (Wolpert et al. 1995; Miall and Wolpert 1996;
Wolpert and Flanagan 2001). Prediction is a necessary step in motor planning and
can be used in many ways—for example, for fine motor adjustments, action plan-
ning, and motor learning. Several studies have suggested that, through the anti-
cipation of future outcomes of actions, the brain links the consequences of a 
movement to the prior intention to confer a sense of agency.

For every intended action, the brain must issue a motor command to the musc-
les in order to execute the action. It is proposed that a duplicate of the motor
command—an “efference copy”—is generated in parallel and used to make pre-
dictions about the sensory consequences of one’s own action. The forward dynamic
model predicts the sensory consequences of the movement and compares them with
the desired effects—for example, the intended position of a hand. Discrepancies
between predicted states and desired states result in error signals that can be used
to fine-tune actions. A controller, also called an inverse model, gauges this relation-
ship to provide the motor instructions required by the muscles to achieve the desired
effect, such as a particular grip force for a given object. The forward output model
predicts the sensory consequences of the motor act and compares them with the
actual effect of the movement. Discrepancies between predicted states and actual
states can be used for self-monitoring—that is, to distinguish between self-produced
or externally produced actions, and in doing so to maintain a distinct sense of self.

Recognizing the Consequences of Action

This predictive control model may account for why self-produced touch differs from
our experience of a touch stimulus produced by an external agent or object. For
instance, it is well known that you cannot tickle yourself. Why do we react differ-
ently (or not at all) to a self-produced tickle and an externally produced tickle? A
series of studies provide evidence that self-produced stimuli are perceptually atten-
uated whereas externally produced stimuli are not. In one experiment, a device was
used to deliver a touch stimulus to the subject’s right palm. In the first condition,
subjects produced the stimulus themselves, using the left hand; in the second con-
dition, the experimenter delivered the stimulus. Subjects consistently rated the self-
produced touch less tickly and intense than the externally produced touch
(Blakemore, Wolpert, and Frith 1999). This may be explained in terms of the frame-
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work of motor control outlined above. The forward output model can be used to
make accurate predictions of the sensory outcome (in this case, the tickly sensation
of the stimulus) of a self-produced action, using the motor command and efference
copy. This results in attenuation or cancellation of the sensory outcome. In contrast,
for an externally generated sensation, there is no efference copy available upon
which to base a prediction, and hence, no attenuation. As a result, externally pro-
duced sensations are effectively perceptually enhanced.

Another study, in which the correspondence between self-generated movements
and their sensory effects was manipulated, showed that attenuation of sensations is
due to the accuracy of the sensory predictions (Blakemore, Frith, and Wolpert 1999).
In this experiment, subjects held an object attached to a robot. This was connected
to a second robot attached to which was a piece of foam that delivered a touch stim-
ulus to the palm of the right hand. Movement of the participant’s left hand there-
fore caused movement of the foam, as if by remote control. The robotic interface
was used to introduce time delays of 100, 200, and 300 milliseconds, and trajectory
rotations of 30°, 60°, and 90° between the movement of the participant’s left hand
and the tactile stimulus on the right palm, and subjects were asked to rate the “tick-
liness.”As the delay and rotation increased, subjects reported a subsequent increase
in the tickliness rating. Increasing the discrepancy between the initiation of action
and the ensuing sensation temporally or spatially, therefore, results in the enhance-
ment of the self-generated sensation, because the delayed or rotated sensory stim-
ulus no longer matches the prediction based on the efference copy. In a sense, then,
manipulating the correspondence between causes and effects of our actions deludes
the motor system into treating the self as another. The study suggests that attenua-
tion of sensations, as judged by subjects’ experiential accounts, is correlated with the
accuracy of sensory predictions. Since the forward model can make more accurate
predictions of the consequences of our own actions relative to other people’s
actions, the system is used to attribute actions to the proper agent and in this way
to distinguish between the self and others. Importantly, subjects reported that they
were not aware of the perturbations between the movement and the consequences,
which suggests that the signals for sensory discrepancies are not available to our
conscious awareness.

This predictive process is also likely to be at the root of why physical fights always
seem to escalate. Notice how tit-for-tat tussles between children tend to intensify,
each child claiming that the other hit him or her harder. In a recent study (Shergill
et al. 2003), a motor was used to apply a brief force to the tip of each participant’s
left index finger. Subjects were then asked to match the force they felt using their
right index finger by pushing down on a force transducer attached to the motor.
Results showed that subjects consistently applied a stronger force than had been
applied to them. The authors suggest that, just as happens when we try to tickle 
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ourselves, the brain predicts the sensory consequences of the self-generated force
and then reduces the sensory feedback. Since the forward model can only predict
the outcome of our own actions and not of those of someone else, sensations that
are externally caused are enhanced relative to self-produced sensations. As a result,
if you were to deliver a vengeful punch to match the force of your opponent’s blow,
it is likely that you would overestimate the strength of the opponent’s punch and
strike back harder.

Brain Areas Involved in Maintaining Awareness and Making Predictions

There is accumulating evidence that a cerebellar-parietal network is involved in pre-
dicting and attenuating self-produced actions relative to externally produced sen-
sations (Blakemore, Wolpert, and Frith 1998; Blakemore, Rees, and Frith 1998;
Blakemore, Frith, and Wolpert 2001). In an fMRI experiment that employed the
tickling paradigm described above, during externally produced touch, activity in the
bilateral parietal operculum (the secondary somatosensory cortex) and anterior cin-
gulate cortex was higher than during the self-touch condition (Blakemore, Wolpert,
and Frith 1998). In addition, there was less activity in the right cerebellar cortex
during a self-generated movement with a tactile consequence compared to an iden-
tical movement with no tactile consequence. A positron emission tomography
(PET) study revealed that activity in the right lateral cerebellar cortex increased as
time delays between the onset of a self-generated movement and its sensory effect
were increased. This suggests that this region is involved in signaling sensory 
discrepancies between predicted and actual sensory outcomes of motor acts 
(Blakemore, Rees, and Frith 1998).

These data support other studies that implicate the cerebellum and the parietal
cortex in sensorimotor prediction. Electrophysiological studies show that neurons
in the cerebellum are involved in reaching and grasping movements, firing before
the onset of the action. They may therefore be involved in the rapid detection of
errors during motor preparation and producing error signals at a subconscious level
(Blakemore and Sirigu 2003). Electrophysiological studies have also demonstrated
that neurons in the parietal cortex are activated during planning of eye movements
(Duhamel et al. 1992) as well as during reaching and grasping movements (Buneo
et al. 2002).

Neuroimaging studies have revealed differential activation of the inferior pari-
etal cortex for tasks involving action of the self versus action of another. For
instance, this region is activated more when an external agent controls a movement
compared with when the subject controls a movement themselves (Farrer and Frith
2002). The inferior parietal cortex is activated when subjects mentally simulate
actions from someone else’s perspective compared with when they imagine 
performing the action themselves (Ruby and Decety 2001), answer conceptual 
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questions from a third-person perspective compared with from their own perspec-
tive (Ruby and Decety 2003), and think about how another person would feel in
certain situations relative to how they would feel (Ruby and Decety 2004). It has
been argued that the cerebellum is involved in the rapid detection of discrepancies
between actual and predicted sensory effects of movements, signaling errors below
the level of awareness, while the parietal cortex is concerned with higher-level pre-
diction, such as the maintenance of goals, the monitoring of intentions, and the dis-
tinction between the self and others. This information may be available to conscious
awareness (Buneo et al. 2002; Blakemore and Sirigu 2003; Sirigu et al. 2004).

2 Losing the Sense of One’s Own Volition

People diagnosed with schizophrenia who have delusions of control often report
that their movements, thoughts, and emotions feel as if they are under the control
of some other agent rather than caused by their own volition. The sense of agency
and intentionality itself is not lost in these cases. In fact, patients often interpret
other people’s non-intentional actions as intentional (Blakemore, Sarfati, et al. 2003;
Corcoran 2003). Self-produced action is, however, assigned to an external agent,
rather than to the self, such that the movement feels involuntary. Studies of such
patients have led several groups to interpret the cause of this experience as a failure
in the self-monitoring system (Frith 1987; Frith, Blakemore, and Wolpert 2000; Johns
et al. 2001). Indeed, patients with delusions of control or auditory hallucinations
have different experiences of self-tickling than healthy controls or other patient 
controls who do not exhibit the symptoms (Blakemore, Smith, et al. 2000). There
appears to be a failure in attenuation in the self-touch condition, such that the self-
touch feels as intense and tickly as external touch. This suggests that something may
have gone awry in the predictive mechanism that usually serves to reduce the
sensory consequences of self-generated actions. A breakdown in the forward model
might, therefore, account for the feeling that active movements are passive, and for
the attribution of such sensations to alien sources.

Experience and Brain Activity during Delusions of Alien Control

The role of the parietal cortex and cerebellum in anticipating future states of the
body and distinguishing between self and other has already been discussed. Neu-
roimaging studies of patients with delusions of control corroborate the suggested
roles of these brain areas. In one study, subjects known to experience delusions of
control were required to perform a simple “willed action” task using a joystick
(Spence et al. 1997). Subjects were asked to move the joystick in one of four freely
chosen directions. Subjects were scanned using positron emission tomography
(PET), and brain activity was compared to a contrasting condition in which the
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movements of the joystick were paced and the subjects did not choose the direc-
tions with their own will. Higher activity in parietal cortex is characteristic of passive
movements relative to active movements (Weiller et al. 1996). In the Spence et al.
study, patients showed overactivity in the superior parietal cortex and in the cere-
bellum during the willed action condition relative to subjects who did not have delu-
sions of control and to the patients themselves a few months later when these
experiences had subsided. This suggests that in patients with delusions of control
active movements are processed in the brain as passive movements. Many of these
patients reported feelings of alien control while performing the willed action task,
demonstrating a correspondence between the brain activation patterns and the 
phenomenology of passivity experiences.

Distinguishing our own movements from other people’s movements is not always
straightforward. In one experiment, normal healthy control subjects were instructed
to execute various specified hand movements without directly watching their actions
(Daprati et al. 1997). They were then presented with video-recorded images of their
own moving hand as well as images of the experimenter’s moving hand on a screen
and asked to determine when the hand was theirs and when it belonged to the
experimenter. Subjects tended to distinguish easily between their own hand and the
experimenter’s hand when the movements were distinct. However, when they were
shown images of the experimenter’s hand making the same movements they had
made, they misjudged the ownership of the hand in about a third of the trials. When
patients experiencing delusions of control and hallucinations performed this task,
they gave mostly correct responses when distinguishing between images of their
own hand movements and images of different actions performed by the experi-
menter’s hand. However, the error rate rose to about 80 percent in the condition
where they watched the experimenter’s hand make movements identical to those
they had made. Schizophrenic patients with delusions of control more readily attrib-
uted the experimenter’s actions to themselves. It has been suggested that this could
be due to an impairment in the forward model. In the condition in which all sub-
jects were more error prone, the subject’s (invisible) executed movement and the
(visible) image of the experimenter’s movement were identical. There was there-
fore no mismatch between the perceived consequence and the anticipated conse-
quence (that is, the final hand position); hence the errors in both sets of subjects.
Daprati et al. suggested, however, that whereas normal control subjects are able to
use detailed timing and kinesthetic aspects of the movements to make correct
agency judgments in most cases, schizophrenic patients fail to monitor these signals
sufficiently, which leads to an inaccurate comparison between representations of
self-produced and other-produced actions.

There are two issues that remain with this finding. First, the patients in this study
tended to misattribute externally produced actions to themselves, whereas delusions
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of control are characterized by a misattribution of self-produced actions to an exter-
nal source. Second, if delusions of control are caused by an impairment in the
forward model, it must be at the level of the forward output model rather that the
forward dynamic model. Patients with delusions of control show predictive grip-
force modulation (Delevoye et al. 2003), which relies on a forward dynamic model
comparison between predicted and intended states. Such patients also compensate
for gain changes in a tracking task (Knoblich et al. 2004), which suggests that, at
some level, the predictive mechanism is still intact.

3 Being Aware of Actions

Of What Aspects of Action Are We Aware?

Being aware of initiating and controlling actions is a major component of conscious
experience, but many aspects of action occur without awareness. Evidence that sen-
sations associated with actual movements are unavailable to awareness comes from
a study in which the sensory consequences of movement were made to deviate from
subjects’ expectations (Pourneret and Jeannerod 1998). In this study the subjects’
task was to draw a straight line on a computer screen. Subjects could not see their
arm or hand and were given false feedback about the trajectory of their arm move-
ment. They therefore had to make considerable deviations from a straight move-
ment in order to achieve their goal. However, verbal reports indicated that subjects
were not aware that they were making deviant movements—they claimed to have
made straight movements. These results suggest that we are aware of the move-
ments we intend rather than the movements we actually make. There is some evi-
dence to suggest that the exact threshold above which the discrepancy between the
intended and actual movement becomes available to awareness depends to some
extent on the task at hand. When the task is to detect the mismatch, subjects seem
to become aware that the movement is not their own when their movement and 
its sensory (visual) consequences are discrepant spatially by 15° or temporally by
150ms (Franck et al. 2001). However, if subjects are not asked to detect a mismatch,
they appear not to notice any discrepancy even when the sensory (tactile) conse-
quences of their movements are delayed by 300ms (Blakemore, Frith, and Wolpert
1999).

In his studies of motor consciousness, Benjamin Libet investigated the time at
which awareness emerges during the generation of an action. Libet et al. (1983)
asked normal volunteers to estimate retrospectively the time at which they initiated
a finger movement (the time at which their finger started to move; the “M” judg-
ment). This consistently anticipated the actual starting time of the movement by
50–80ms. Recently, Patrick Haggard and his colleagues have carried out a series of
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experiments based on the Libet paradigm.They have shown that the perceived time
of movement onset is slightly delayed (by about 75ms) if the motor cortex is stim-
ulated using transcranial magnetic stimulation (TMS), whereas this causes a far
greater delay (of around 200ms) in the initiation of the actual movement (Haggard
and Magno 1999). These observations support the idea that our awareness of initi-
ating a movement is not derived from sensory signals arising in the moving limb
(which are not available until after the limb has started moving). Instead our aware-
ness appears to be linked to a signal that precedes the movement, what Libet called
an “unconscious cerebral initiative.” One signal that is available before a movement
is initiated is the prediction of the sensory consequences of the movement. Perhaps
it is this prediction which we are aware of when making a movement.

Action in the Imagination

We often run a mental simulation, or a motor image, of ourself in action before
making, or while watching, an action. For example, while a student watches her
music teacher playing the flute or a football player kicking a ball, she will imagine
the observed action, although she remains still. The imagined action can be vivid
enough to produce physiological reactions—for example, an increase in heart rate
that corresponds to the mental effort. Sensory prediction might underlie the ability
to prepare and imagine movements. It is well established that imagining moving and
preparing to move activate a subset of the brain regions activated by executing a
movement (Decety et al. 1994; Stephan et al. 1995; Nyberg et al. 2001; Naito et al.
2002). Normal people can confuse actions performed in the imagination and actions
performed in reality when they are asked to recall such actions two weeks later
(Thomas and Loftus 2002). A recent fMRI study that directly compared movement
execution with movement imagination demonstrated that imagining movements
activates the left posterior and inferior parietal lobe to a greater extent than exe-
cuting the same movement (Gerardin et al. 2000).

Typically, people show a speed-accuracy tradeoff for imaginary movements as
well as for real movements. Several studies have demonstrated that it takes the same
time to execute a real action as it does to imagine performing the same action, and
that as the action becomes more difficult more time is needed to accomplish it.
Walking blindfolded to a target takes progressively more time as the distance to the
target increases, both in reality and in the imagination (Decety and Michel 1989).
In addition, the times taken to walk to each of the targets in the walking condition
were strikingly similar to the times taken to imagine the corresponding actions. This
speed-accuracy tradeoff effect is lost in the imaginary movements of patients with
parietal damage (Sirigu et al. 1996; Danckert et al. 2002). Taken together, these data
suggest that the parietal lobe plays an important role in the generation of motor
images, and that it may store motor representations that are necessary for motor
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imagery. The same lack of speed-accuracy tradeoff is seen in imagined movements
made by schizophrenic patients with delusions of control (Maruff et al. 2003). This
is in line with the proposal that delusions of control are associated with a faulty
internal representation of action.

Awareness of Intentions

Are we aware of our intentions to move? In a second task, Libet asked volunteers
to indicate the time at which they are aware of having the “urge” to make a move-
ment (their subjective will, or intention, to move; the “W” judgment) (Libet et al.
1983). Subjects’ W judgments consistently precede the production of the movement
by about 200ms. Interestingly, this is well after the onset of the readiness potential,
the negative potential arising from the supplementary motor area (SMA), which
precedes the movement by one second or more. On the basis of these results, Libet
concluded that “the brain . . . decides to initiate . . . or prepares to initiate the act 
at a time before there is any reportable subjective awareness that such a decision
has taken place.” Data from several experiments, therefore, suggest that not all
processes involved in action are available to our conscious awareness.

Indeed, in everyday life we often react automatically to situations and only later
become aware of the stimulus that provoked us to move. For example, while driving,
we might suddenly need to swerve the car to steer clear of an obstacle, and we might
see the obstacle only after moving to avoid it. A series of experiments have shown
that subjects can correctly track shifting targets without being aware of the shifts
(Castiello et al. 1991). These experiments were designed to investigate subjects’
awareness of motor corrections during a task that required them to reach for an
object that changed position in front of them. In addition to reaching for the object,
subjects were asked to signal vocally (“Tah!”) as soon as they noticed that the target
had shifted. Interestingly, the verbal responses, which Castiello et al. assumed
reflected the onset of conscious awareness, occurred some 300ms after the motor
correction began. Similarly, a study that required subjects to change aspects (leg
force or stride length and frequency) of their walking action on a treadmill in
response to resistance changes of the treadmill showed that conscious awareness of
the increased resistance lagged as long as 6 seconds behind the kinematic changes,
in line with the notion of a temporal dissociation between (low-level) motor per-
formance and (high-level) subjective awareness (Varraine et al. 2002). It was sug-
gested that awareness of movement modifications was delayed as long as the goal
feedback informed the subject of the success of their desired state. The awareness
of the resistance change in the treadmill became available to consciousness only
after a certain threshold in the discrepancy between the actual sensory conse-
quences of the action and the desired effect. Clearly, this shows that we make motor
adjustments before we are aware of them—that we react first and realize later.

Intentions, Actions, and the Self 47



A Sense of Agency

An important aspect of awareness of action is the sense of agency—the feeling of
causing our movements and their consequences. Haggard et al. (2002) investigated
the consequences of a sensory event’s being causally linked to a subject’s action.
Subjects made a key-press, which on some trials was followed 250 ms later by an
auditory tone. The subject’s task was to judge the timing of either the key-press or
the tone. When their key-press caused a tone, subjects judged the timing of their
key-press as occurring about 15 ms later and the tone as occurring 46 ms earlier
than if the two events occurred alone. This “temporal attraction” seems to depend
on the perceived causal relationship between an action and its sensory consequence.
In a second experiment, a varying delay (250, 450, or 650 ms) was introduced
between the key-press and the tone. The further apart the key-press and tone, the
more the temporal attraction of the tone to the key-press was diminished. Further-
more, the temporal attraction between the perception of actions and their sensory
consequences did not occur when an involuntary movement (caused by stimulating
the motor cortex using TMS) was followed 250 ms later by a tone, or when subjects
judged the timing of two causally related external sensory events. The temporal
attraction between self-generated actions and their sensory consequences binds
together these events and enhances our experience of agency.

If an explicit goal is formed just before the action that achieves that goal, then
the action will be perceived as intended. Wegner and Wheatley (1999) have shown
that this can lead to errors in the perception of intention. A naive subject and a con-
federate simultaneously used a single mouse to control the position of a pointer on
a screen. If the attention of the subject was drawn to an object on the screen and
the pointer stopped near that object shortly afterwards, the subject frequently
believed that she had intentionally moved toward the object even though in reality
her arm had been moved passively by the confederate. As long as the action did not
conflict with some explicitly formed goal, the action was perceived as intended.

Conclusion

The research discussed in this chapter investigated how we normally recognize our
actions as our own. We have also described studies with people experiencing delu-
sions of control, who lose the feeling of agency, which, in Western culture at least, is
a mark of selfhood. In these cases, the boundary between self and other becomes
permeable, such that one no longer feels like the executor but rather the vehicle of
an action. It has been proposed that a self-monitoring system, which relies on a cere-
bellar-parietal network in the brain, is necessary for attributing actions to their
veridical sources. This system provides a framework for understanding how we dis-
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tinguish between self and other at the motor level, to maintain a sense of agency and
ownership, and how this goes awry during abnormalities in the control and aware-
ness of action. Finally, studies of willed action have been discussed to demonstrate
that, although the intention to act precedes an action, the conscious awareness of 
an action can occur after the action. Philosophers have long argued that the sense
of self is grounded in action (Merleau-Ponty 1962; Sartre 1995) and that 
“the person exists only in the performance of intentional acts” (Heidegger 1962).
The experimental studies outlined above suggest that the conscious awareness of
unconsciously monitored actions is the means by which our actions are experienced
as subjectively real (Velmans 2004), willed, and owned. Consciousness is thus embo-
died: it is through action that we become conscious of ourselves as distinct selves.
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4 Free Choice and the Human Brain

Richard E. Passingham and Hakwan C. Lau

The term ‘free choice’ is used in this chapter to refer to choices that are not imposed
on the subject by an external agent. In a psychological experiment subjects can be
asked to choose between alternatives without there being any external cue to
instruct the subjects as to which to choose. Alternatively they can be asked to act
spontaneously, for example pressing their forefinger whenever they want. The dis-
tinction drawn is between actions that are the result of changes within the individ-
ual and actions that are prompted from outside. The use of the term ‘free’ in this
context carries no implication about whether one can reconcile the impression that
the subjects have that their choice is undetermined with a causal account of the
brain events leading up to that choice.

What we can contribute is an account of the brain mechanisms underlying spon-
taneous choices—that is, choices that are not specified by external cues. It has long
been known that in the human brain, about 1 to 11/2 second before a spontaneous
finger movement, it is possible to detect a slow negative going potential, the Bere-
itschaftspotential or Readiness Potential (Kornhuber and Deecke 1965). This is
measured by using electroencephalography (EEG), with an array of electrodes on
the surface of the scalp.This potential is present when the subjects move their finger
whenever they want, but not when they move it in response to an unpredictable
tone (Jahanshahi et al. 1995). The early part of the potential can be shown to come
from the supplementary motor area (SMA). This lies at the midline on the medial
surface of the hemisphere. This has been shown by recording with magnetoen-
cephalography (MEG), which allows a more precise localization than EEG of the
source of the signal (Erdler et al. 2001). The localization has also been checked by
carrying out both an MEG study and a functional brain imaging study on the same
subjects, since the latter method has the best spatial resolution of all these methods
(Pedersen et al. 1998).

Before a spontaneous movement, activity in the SMA occurs earlier than activ-
ity in the motor cortex itself. This has been demonstrated in two ways. First, func-
tional magnetic resonance imaging (fMRI) has been used to study the temporal



order of events. The signal rises earlier in the Pre-SMA and SMA than in motor
cortex (Weilke et al. 2001; Cunnington et al. 2002; Hunter et al. 2003). However, the
signal measured by fMRI reflects cerebral blood flow to the active region, and has
a poor temporal resolution.The more convincing evidence comes from studies using
MEG which has a millisecond temporal resolution, and these show that when sub-
jects perform spontaneous finger movements activity occurs earlier in the SMA than
in motor cortex (Pedersen et al. 1998; Erdler et al. 2001).

Two questions arise. The first is whether activity in the SMA carries specific infor-
mation or simply reflects general preparation. To find out it is necessary to record
directly from the cells themselves and to determine whether the activity of single
cells specifies or codes for particular movements. This has been done in animals. It
could be argued that free choice is unique to the human brain, and thus that such
experiments are invalid. However, in the sense in which ‘free choice’ is used in this
chapter, one can also distinguish movements that animals perform in response to
external cues and movements that are spontaneous. For example, Okano and Tanji
(1987) showed that more cells in the SMA of monkeys fire early before spontaneous
movements than before movements that are cued. The critical observation is that if
monkeys perform different sequences of movements, where there are no external
cues to specify which movements to make, there are cells in the SMA that fire before
one sequence but not before the others (Tanji and Shima 1994; Shima and Tanji
2000). In other words, the activity does not reflect general preparation for per-
forming sequences but specifies particular movements.

The second question is whether activity in the SMA is necessary for spontaneous
action. One way to find out is to interfere with activity in this area and to measure
the behavioral effect. Thus, Thaler et al. (1995) made lesions that included both 
the supplementary motor cortex (SMA) and the area in front of it, the pre-
supplementary motor cortex (Pre-SMA); the lesions were made in both hemispheres.
The monkeys were tested in the dark so as to exclude any possible visual cues. The
animals were trained to raise their arm whenever they wanted a peanut; however,
they were not directly reaching toward anything, since the peanut was delivered to a
food well below. After the lesion the monkeys failed to initiate these movements,
though they would still raise their arm if trained to do so when a tone sounded.

A similar effect was found with lesions in the cingulate motor areas that lie below
the SMA and the Pre-SMA. Like the SMA, the cingulate motor areas send anatom-
ical connections to the motor cortex (Dum and Strick 2002). A large lesion that
includes the SMA, the Pre-SMA, and the cingulate cortex can lead to a syndrome
in which the patients fail to initiate movements (akinesia) or to speak of their own
accord (Laplane et al. 1977; Masdeu et al. 1978; Damasio and van Hoesen 1983;
Jonas 1987). The symptoms tend to recover, but this may be because the lesions are
incomplete and only involve one hemisphere.
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Lesions of the SMA prevent activity in this area at any point before movement.
It could therefore be argued that the critical period might be late in the evolution
of the movement. However, patients with Parkinson’s disease also suffer from aki-
nesia (lack of spontaneous movement), and they show a reduction in the potentials
recorded at the midline early before movement (Filipovic et al. 1997; Ikeda et al.
1997). It is true that this reduction does not correlate with their reaction times to
external stimuli (Filipovic et al. 1997), but the SMA is primarily involved in self-
generated movements rather than movements that are externally initiated (Okano
and Tanji 1987; Mushiake et al. 1991; Passingham 1993).

1 Intention

Given the evidence that there are events in the brain that occur at least one second
before a spontaneous movement, the question arises as to when subjects make the
decision to move. Libet et al. (1983) introduced a method by which subjects could
report the earliest moment at which they were aware of the intention to move. They
did so by viewing a clock with a spot revolving around the outside, and later report-
ing at what time they first “wanted or intended” to act. This judgment (W) could
also be compared with the time at which they timed their actual movement (M).
The finding was that the subjects judged W to occur earlier than M, as one might
expect, but roughly 350 milliseconds after the start of the readiness potential. Even
if trials were only included in which the subjects were sure that they had genuinely
acted spontaneously and had not prepared in any way, the difference was still 150 
milliseconds. The finding that it is possible to measure brain activity before W judg-
ments has been confirmed by Haggard and Eimer (1999). These authors showed
that this was true whether the subjects simply decided when to move a finger, as in
the experiment of Libet et al. (1983), or decided whether to move their left or right
finger.

The Libet task requires subjects to attend to their internal states. Lau et al.
(2004b) therefore used fMRI to scan subjects while they attended either to the urge
to move (W) or to their movement (M). The subjects reported the time at which
they were aware of W or M after a variable delay period, and did so by using a game
pad to move a cursor to the appropriate point on the clock’s face. In both W and
M the subjects judged timing by using the clock, and therefore activity related to
the use of the clock is subtracted out by the comparison of W with M. This com-
parison therefore reveals activity associated with attention to intention (W). The
result of the experiment was that there was more activity in the Pre-SMA for the
W than for the M judgment (figure 4.1). The diagram shows the anatomical loca-
tion of the activity in the Pre-SMA, and the graph shows that activity was greater
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at this location for the W than for the M judgment. As already described, activity
in the SMA and the Pre-SMA is associated with the early part of the readiness
potential (Jahanshahi et al. 1995; Erdler et al. 2001). Functional magnetic resonance
imaging (fMRI) has also been used to record activity in the Pre-SMA and the SMA
when subjects decide when to move a finger (Jenkins et al. 2000; Weilke et al. 2001;
Cunnington et al. 2002) or decide which finger to move and when to do so (Hunter
et al. 2003).

However, the activity reported by Lau et al. (2004b) in the Pre-SMA when sub-
jects judge their intention cannot be accounted for simply by pointing to the fact
that the subjects were making spontaneous finger movements. In this experiment
they did this in both conditions, W and M, and therefore activity due simply to the
generation of movement would be subtracted out in the comparison of W and M.
What the experiment shows is that activity in the Pre-SMA is enhanced when sub-
jects attend to their intention compared with attending to the execution of the
movement. (See figure 4.1.)

Subjects differ in the degree of this enhancement. In a follow-up study (Lau et
al., submitted), we re-analyzed the data from the earlier study (Lau et al. 2004b)
and plotted for each subject the degree of enhancement for activity in the Pre-SMA
when comparing W with M. These values were then related to the times at which
each subject judged W to occur. There was a significant negative correlation 
(-0.576), that is, the greater the degree of enhancement the earlier the subject
judged W to occur (figure 4.2a).
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Figure 4.1
The diagram at left shows the activation in the pre-supplementary motor cortex when subjects attend to
their intention (W) compared with attending to their movement (M). The plot at right shows the
enhanced haemodynamic response for the two conditions. Adapted from Lau et al. 2004a.



It could be argued that this means that the more subjects attend, the more accu-
rate they are in judging the time of W. The conclusion would then be that the true
time of W may be earlier than many subjects report it to be. However, we have no
independent measure of W, and therefore no way of estimating the accuracy of W
judgments. On the other hand, we do have an independent measure of M, and that
is the actual time at which the subjects perform the movement. Lau et al. (submit-
ted) scanned subjects while they judged the time of their movement (M).When sub-
jects judged M, compared with a matched condition in which they also made
spontaneous movements but did not judge the time of M, there was activity in the
cingulate motor area. Again the degree of enhancement differed between subjects,
and there was a significant negative correlation (-0.565) between the degree of
enhancement and the time at which the subjects reported that their movement
occurred; the greater the enhancement, the earlier before the actual movement sub-
jects reported it to occur (figure 4.2b).

It could again be argued that the more that subjects attended the more sensitive
they were to early signs of movement. The argument would be that we know from
electrophysiological recordings in monkeys that there is activity in motor cortex
immediately before the actual movement (Halsband et al. 1994; Tanji and Shima
1994). Perhaps subjects use this activity to judge the time of the actual movement
rather than waiting for kinesthetic feedback from the finger. However, the instruc-
tion given to the subjects was to judge the actual time of the movement, and thus
judgments of M that occurred before the actual movement were objectively 
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Figure 4.2
a: Correlation between enhancement of activity (timing W vs. non-timing control) in the pre-SMA and
the time at which W was reported. b: Correlation between enhancement of activity (timing M vs. non-
timing control) in the cingulate motor area and the time at which M was reported.



inaccurate. Three subjects did not judge M to occur earlier than the actual time of
the button press, and in these subjects there was no significant enhancement of activ-
ity in the cingulate motor cortex. Putting these results together with those for W, we
conclude that the demand to attend may bias the temporal judgments to be too
early.

Under normal circumstances subjects make spontaneous movements without
being required to attend to what they are doing, but the Libet task makes the
unusual demand that subjects attend to their internal states. We know from other
imaging studies that when either the demands of the task or the instructions given
to the subjects require or allow attention to external stimuli there is enhancement
of activity in the relevant sensory areas (Rees et al. 1997; Brefczynski and De Yoe
1999). There may be a link between visual awareness and this enhancement.
Moutoussis and Zeki (2002) used fMRI to show that there is enhanced activity in
higher visual areas when subjects are aware of a visual stimulus rather than unaware.
The problem with the Libet task is that the demand to attend to the intention may
influence the time at which subjects report awareness.

2 Ideo-Motor Theory of Action

The ideo-motor theory of action, as described by William James (1890), proposes
that voluntary actions are preceded by the idea of the action, and that subjects are
aware of this intention. James argues that even when movements have become auto-
matic, as in well-rehearsed piano playing, the idea or representation of the action is
still present in consciousness, however briefly. The assumption is that the represen-
tation causes the action. This assumption has been questioned by Wegner (2002,
2003), who argues that subjects wrongly conclude that it is their intentions that cause
their actions because they are correlated with them in time. The way to test whether
correlations genuinely reflect causes is to intervene: if A and B are correlated in
time, one can test whether preventing A has the effect of preventing B.

This suggests an experiment in which one prevents awareness of W and tests the
effect on spontaneous actions. This could be done by using transcranial magnetic
brain stimulation (TMS) to interfere with activity in the Pre-SMA. In TMS, a coil
is placed over the skull, and magnetic pulses are imposed through the skull on the
underlying brain tissue, causing a temporary disruption in the normal pattern of
electrical activity (Walsh and Cowey 2000). Thus, TMS can be thought of as a tool
for introducing neural noise.

However, such an experiment poses a technical challenge because we have no
way of knowing in advance when W will occur, and thus no way of acting to prevent
it. On the other hand, we do know when the movement itself occurs. If TMS after
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the time of the movement were to influence W, this might have implications for the
hypothesis that W causes the action. Therefore, we used TMS to interfere with 
activity in the Pre-SMA either at the time at which the movement occurs or 200
milliseconds afterward (Lau et al., submitted).

In our experiment the subjects were required to judge W on some trials and M
on other trials. As in our earlier experiment (Lau et al. 2004b) the subjects reported
the time at which they were aware of W and M after a variable delay period by
moving a cursor to the appropriate point on the clock’s face. On TMS trials, whether
a single pulse was imposed at 0 second (the time of the movement) or 200 
milliseconds afterward, the subjects judged W to occur significantly earlier than on
control trials in which a sham coil was used (figure 4.3). On the other hand, TMS
also caused judgments of M to be delayed (figure 4.3). There was a significant dif-
ference between the effect on W and M (figure 4.4, first histogram). Yet, there was
no effect if TMS was applied 500 milliseconds later, or at the time at which the sub-
jects moved the cursor to make their report (figure 4.4, second histogram). This
shows that the effect is not simply to disrupt the memory of W. It is crucial in inter-
preting this result to show that TMS over the Pre-SMA does not have a similar
effect on the timing of other events. For this reason we included a condition in which
the subjects judged the time of tactile stimulation. The tactile stimulus was vibra-
tion applied to the fingertip. The stimulus started at low amplitude and gradually
increased in strength. It was set up this way so as to mimic the slow change in the
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Figure 4.3
The effect of TMS at 0 and 200ms on the time at which intention (W) and movement (M) were reported.
The data are plotted against the baseline for sham TMS trials.



readiness potential. This allowed us to distinguish two judgments, the time of onset
and the peak. The subjects judged the time of onset to be 133 milliseconds earlier
than the time of the peak; this figure was similar to the difference of 98 milliseconds
between judgments of W and M on trials in which no TMS was applied. The third
histogram in figure 4.4 shows that TMS over the Pre-SMA at 0 and 200 milliseconds
did not change the difference between the times at which onset and peak were
reported. TMS over motor cortex had no effect (figure 4.4, fourth histogram). Thus,
the effect was spatially and temporally specific.

The first conclusion from this experiment is that temporarily inactivating the 
Pre-SMA has a different effect on judgments of W and M. This fits with our earlier
finding (Lau et al. 2004b) that there is more activity in the Pre-SMA when subjects
judge W than M. However, the results also suggest that the neural activity under-
lying the experience of W continues for at least 200 milliseconds after the actual
movement. It is true that this in itself does not prove that W could not cause the
movement as supposed by the ideo-motor theory. However, it does show that
causing the action cannot be the only function of W, since the activity that con-
tinues after the action cannot in principal be viewed as its cause.
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Figure 4.4
The effect of TMS for the comparison of the difference in the times for W – M. The data are plotted
against the baseline for sham TMS trials. The first histogram give the data for W – M with TMS over the
pre-SMA at 0 and 200 ms combined. The second histogram the data for W – M for TMS over the pre-
SMA at 500 ms and the time of report combined. The third histogram gives the data for judgments of the
onset of the tactile stimulus minus the peak for TMS over the pre-SMA at 0 and 200 ms combined. The
fourth histogram gives the data for W – M with TMS over the motor cortex at 0 and 200 ms combined.



3 Willed Actions

The debate so far has centered on spontaneous finger movements. But it could be
argued that performing such movements is normally a relatively automatic process.
We do not usually need to attend to them. William James (1890) suggested that the
key to will was the holding in mind and attention to an idea in the face of compet-
ing alternatives. Frith et al. (1991) therefore used the term ‘willed action’ to refer to
choices to which we must attend. The task they gave subjects was to make a series
of movements, moving either the forefinger or the second finger as they chose, but
avoiding a stereotyped sequence. Similar instructions were given in a study con-
ducted at the same time by Deiber et al. (1991) in which the subjects chose in which
of four directions to move a joystick. In both studies there was activity in the dorsal
prefrontal cortex when comparing such movements with movements instructed by
external cues. This finding has since been replicated (Spence et al. 1998; Rowe et al.
2004).

There are two ways in which this activity could be explained. The first is that it
reflects the need to hold items in working memory. The instructions stress that the
subjects should not engage in stereotyped sequences, and subjects may try to achieve
this by holding the last few moves in mind so as to avoid repeating them (Spence
and Frith 1999). We have investigated this possibility by trying to eliminate the
requirement for working memory. In the first study, Hadland et al. (2001) instructed
subjects to move each of their eight fingers in any order but without repeating a
finger movement. Each time they moved a finger, lights appeared on the screen to
indicate the fingers that had been moved, and these lights remained on throughout
the sequence.Thus, the subjects could always see which fingers they had moved.Yet,
when repetitive TMS (rTMS) was applied over the dorsal prefrontal cortex, there
was a disruption in their movements as measured by inter-response times; this did
not occur when the movements were made in response to visual cues.

This study does not eliminate the possibility that the subjects were preparing
sequences of moves and holding these in working memory. So Lau et al. (2004a)
gave subjects the choice between colored pictures; these were computer-generated
“fractals.”The instruction was to choose the fractal that the subject “preferred,” and
new fractals were presented on every trial.Thus, the subjects made new choices each
time, they could not prepare their choice for the next trial, and past choices were
irrelevant. Again there was activity in the dorsal prefrontal cortex. This activity
cannot be explained in terms of working memory or response preparation.

It is important, however, not to draw a stronger conclusion than is warranted.
What these results show is that when working memory has been minimized or
excluded it is still possible to demonstrate activity in the dorsal prefrontal cortex.
What the results do not show is that none of the activity reported in this area on
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free selection tasks (Deiber et al. 1991; Frith et al. 1991; Spence et al. 1998; Rowe
et al. 2004) can be accounted for by working memory. It is certainly the case that
when subjects are asked to produce a random series of finger movements, respond-
ing every three seconds or so, they remember the last few moves, and this almost
certainly contributes to the activity seen in the dorsal prefrontal cortex. It is well
established that this area is activated when subjects must hold a series of recent
items in mind and must select between them on the basis of some rule (Cohen et
al. 1997; Owen et al. 1998).

There is a second way in which activity in the dorsal prefrontal cortex might be
explained when subjects choose between alternatives. This is that the task requires
attention to the selection of action. It was this that led Frith et al. (1991) to use the
term ‘willed action’. Psychologists assess the degree to which a task demands atten-
tion by studying the extent to which performance of a secondary task at the same
time interferes with the primary task. If the primary task is to generate a series of
finger movements, the movements become less random (that is, more stereotyped)
if the subjects have to generate digits at the same time (Baddeley et al. 1998). If on
the other hand the secondary task is not attentionally demanding, for example
simple counting, there is no such interference effect.

There is evidence that activation occurs in the dorsal prefrontal cortex when sub-
jects have to attend to the selection of their actions. Rowe et al. (2002b) taught sub-
jects a simple motor sequence which they could perform automatically. In a separate
condition the subjects were then instructed to attend to their performance. There
was no significant activity in the dorsal prefrontal cortex when the subjects per-
formed the sequence without attention, but considerable activity when the task was
performed under attentional control (figure 4.5). Thus, even though the moves were
the same and could be performed automatically, the simple requirement to attend
to the upcoming response was enough to activate the dorsal prefrontal cortex. This
raises the question of whether prefrontal activation when subjects are given a free
choice reflects the fact that the subjects attend to the selection of their actions or
the fact that the choice is free. Lau et al. (2004a) investigated this by varying the
attentional load by presenting two, three or five fractals from which to choose. As
already described, in one condition the subjects freely chose the fractal that they
preferred. However, in another condition a smaller central fractal was presented
which matched one of the others, and the task was to choose the match.As expected,
in both conditions response times increased with the number of fractals. However,
there was activity in the dorsal prefrontal cortex not only when the subjects freely
chose between the fractals but also when they performed the task of matching. Lau
et al. interpreted these results to imply that the crucial factor for activation of the
dorsal prefrontal cortex is not freedom of choice but the attentional demands of 
the task.

62 Passingham and Lau



Frith (2000) has suggested an alternative explanation for the activation of the
dorsal prefrontal cortex when subjects select between actions. He points out that
when subjects are required to generate a series of actions in the laboratory they
must select the set of responses that are appropriate given the instructions. He calls
this “sculpting the response space.” He argues that holding the set of potential
responses in mind continues throughout a series of trials, and that it is this that
accounts for the activation in the dorsal prefrontal cortex. He supports this argu-
ment by pointing to data from Jahanshahi et al. (2000) showing that the activity in
the dorsal prefrontal cortex did not increase the more frequently the responses were
generated, as might be expected if the activity was time-locked to the response.

However, in the study by Lau et al. (2004a) the fMRI data were specifically ana-
lyzed so as to reveal activity at the time of the action. The “event-related” analysis
looked for activity that was time-locked to a particular event, and in these studies
the event was the response. The fact that the analysis revealed prefrontal activity in
these studies suggests at the least that there was a change in that activity when the
subjects selected the action. These results are consistent with the view that the pre-
frontal cortex is involved in the selection of the particular action.
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Figure 4.5
Parasaggital slices showing the activations for automatic performance of the sequence (Move – Rest)
and for performance of the sequence under attentional control (Attend – Rest). The brain at the bottom
shows the planes at which the sections were taken, and marks the central sulcus. The sections are 
oriented with the frontal lobes to the right.



4 Relation between Prefrontal Cortex and Pre-SMA

If this is the case, the question arises as to the relative contributions of the prefrontal
cortex and the Pre-SMA and SMA when subjects decide on action. It is known that
in macaque monkeys the dorsal prefrontal cortex is interconnected with the Pre-
SMA as well as the premotor cortex on the lateral surface (Lu et al. 1994). When
subjects perform spontaneous finger movements, the earliest signal that can be
picked up by MEG is in the dorsal prefrontal cortex, followed by activity in the Pre-
SMA/SMA and premotor cortex (Pedersen et al. 1998). Though spontaneous finger
movements could be performed without attention, in the laboratory the subjects are
required to perform a series of such movements and instructed not to move their
finger at stereotyped intervals, and this may encourage attention to the task.

It is possible to analyze the covariance in activity between the dorsal prefrontal
cortex and Pre-SMA in imaging data. Rowe et al. (2002b) used structural equation
modeling to do this. The covariance in activity between two areas is accounted for
in part by the connections between them. By setting up an anatomical model that
includes these, as well as other connections, one can work out the functional
strengths of the paths that minimize the difference between the observed covari-
ance and that implied by the model. Rowe et al. (2002b) were able to show in this
way that when subjects attended to the selection of their actions there was an
increase in the functional path strengths between the dorsal prefrontal cortex and
the SMA, and also between the dorsal prefrontal cortex and the lateral premotor
cortex. These changes were specific to the connections with the prefrontal cortex,
since they were not found for the path between the parietal cortex and the pre-
motor cortex (Rowe et al. 2002a).

In these studies attention was manipulated by instructing the subjects to attend
in one condition, and this is inelegant. It is more usual for psychologists to manip-
ulate attention by comparing different tasks that make different demands on atten-
tion. As already described above, Lau et al. (2004a) manipulated the object of
attention by requiring subjects to time either their intention or their actual move-
ment.When subjects attended to their intention, there was an enhancement of activ-
ity in the Pre-SMA, but there were similar enhancements in the dorsal prefrontal
cortex and the parietal cortex. But, whereas there was an increase in the effective-
ness of the interconnections between the prefrontal cortex and the Pre-SMA, this
was not found for the parietal cortex and the Pre-SMA.

The fact that the dorsal prefrontal cortex and the Pre-SMA are connected does
not mean that their functions are identical. Lau et al. (2004a) specifically compared
activity in these two areas when subjects chose between pictures. As already men-
tioned above, there was activity in the dorsal prefrontal cortex irrespective of
whether the choice was determined by the subject or specified by the match between
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two of the pictures. However, there was only activity in the Pre-SMA in the first of
these conditions—that is, when the subjects made the choice on the basis of their
own preference.This fits with other data suggesting a specialization of the Pre-SMA
and the SMA for self-generated actions (Passingham 1993). For example, Mushiake
et al. (1991) compared cell activity in the SMA and in the lateral premotor cortex,
and found that there was a bias for cells in the SMA to fire when movements were
not specified by visual cues, but for cells in the lateral premotor cortex to fire when
movements were so specified. Monkeys with lesions of the Pre-SMA and SMA fail
to produce self-initiated actions, though they still respond when the actions are trig-
gered by tones (Thaler et al. 1995). By comparison, monkeys with lateral premotor
lesions still produced self-initiated actions (ibid.).

5 Attention, Awareness, and the Global Workspace

We have argued above for a role for the dorsal prefrontal cortex in attention to the
selection of action, and have demonstrated activity in the prefrontal cortex and the
Pre-SMA that is associated with attention to intention. It has been suggested that
the prefrontal cortex forms part of a “global workspace” (Dehaene et al. 1998;
Dehaene and Naccache 2001). This concept bears some relation to the “central 
executive” of Baddeley (2003). The crucial difference is that both Dehaene and col-
leagues (Dehaene et al. 1998; Dehaene and Naccache 2001) and Baars and Franklin
(2003) have produced computational models that permit testable predictions.

The critical notion is that there is a stage at which information processing
becomes integrated and serial (Baars 2002; Baars and Franklin 2003). The sugges-
tion is that at earlier stages the processing is carried out by distributed specialized
processors which can operate in parallel, but that where the response is not auto-
matic information must be integrated so as to determine the appropriate response.
At this stage, processing is serial in the sense that it is not possible to handle two
tasks simultaneously—that is, only one consistent content can be dominant at any
one moment (Baars 2002).

There is evidence that processing in the prefrontal cortex fits both criteria. First,
the prefrontal cortex receives inputs from all posterior regions of association cortex
(Barbas 2000; Miller and Cohen 2001). It is the only area that receives information
from all sense modalities, and the information that it receives is already highly
processed. Thus, it can be regarded as sitting at the top of the hierarchy of infor-
mation processing (Fuster 1997; Passingham et al. 2005).

To demonstrate that information is integrated at this stage, one can record the
activity from cells in macaque monkeys. In this way it has been shown that the same
cells can become active, for example, to both taste inputs and smell inputs (Rolls
and Baylis 1994). Many cells in the prefrontal cortex fire both when monkeys
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remember spatial locations and when they remember objects (Rolls and Baylis
1994; Rao et al. 1997), even though the inputs for spatial and object information
enter the prefrontal cortex by different routes (Wilson et al. 1993). Finally, there is
cell activity in the dorsal prefrontal cortex that reflects the integration of informa-
tion about spatial location and information about rewards (Kobayashi et al. 2002;
Wallis and Miller 2003). Information about rewards is first processed by cells in the
orbito-frontal cortex, but can be integrated with information about location through
connections between the orbito-frontal and lateral frontal cortex (Barbas 1988;
Wallis and Miller 2003).

Processing in the prefrontal cortex also fits the second criterion: that it be serial.
This can be demonstrated by studying the interference with performance of a
primary task by the requirement to carry out a secondary task at the same time. We
have taught subjects a motor sequence by trial and error (Passingham 1998). Early
in learning, performance of the sequence was considerably disrupted if the subjects
were required to generate verbs from nouns at the same time. However, we also
gave the subjects long practice on the task until it became automatic, and at that
stage there was minimal interference in the dual task condition.

An explanation of these results is provided by the activity that can be recorded
in the prefrontal cortex during performance of these tasks. There is activity in the
prefrontal cortex both when subjects learn a motor sequence (Jueptner et al. 1997;
Toni et al. 1998) and when they generate verbs (Raichle et al. 1994). However, as
learning progresses the activity in the prefrontal cortex falls to near baseline levels
at the time when the task is becoming automatic (Toni et al. 1998). Thus, early in
learning the prefrontal cortex is engaged both by motor sequence learning and by
verb generation, and decisions concerning both responses cannot be carried out at
exactly the same time. Late in motor learning, the prefrontal cortex is no longer
engaged in motor learning, and thus there is no interference (Passingham 1998).

It is a critical observation that the prefrontal cortex is not engaged once the task
has become automatic. Dehaene and Naccache (2001) suggest that the global 
workspace is needed when responses are not automatic—for example, when the 
situation is novel. This is also a feature of the “supervisory attentional system” that
was modeled by Norman and Shallice (1980). Novel situations require considera-
tion of the current context and reference to current goals. Dehaene and Naccache
(2001) specifically cite the spontaneous generation of intentional behavior as
making demands on the global workspace, since there is no stereotyped response.

Evidence that the prefrontal cortex might form part of a global workspace can
be derived from its anatomical connections and the properties of cells in this area,
and we can collect data on these from macaque monkeys, as outlined above.
However, both Dehaene and Nacchache (2001) and Baars (2002) further suggest
that the contents of the global workspace are conscious, and this cannot be tested
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on animal models. The reason is that the operational index of consciousness is the
ability to report (Weiskrantz 1997).

There are at least two approaches to studying the neural correlates of con-
sciousness.The first approach proposes that information must reach particular brain
areas to be conscious (Weiskrantz 1997). For example, Crick and Koch (1998) and
Jack and Shallice (2001) stress processing in the prefrontal cortex. The second
approach suggests differences in the type of processing, involving, for example, syn-
chronous high-frequency oscillations (Engel and Singer 2001) or enhanced activity
under conditions of awareness (Moutoussis and Zeki 2002). For example, if a stim-
ulus such as a word is immediately followed by another stimulus, the subject can be
unaware of the first one; this is “backward masking.” There is roughly a tenfold
increase in activity in the temporal cortex when human subjects view unmasked
words of which they are aware compared with masked words of which they are
unaware (Dehaene et al. 2001). The cell activity continues significantly longer for
unmasked stimuli (Rolls et al. 1999).

We make no claims to solve here the issue of the neural basis of consciousness.
We claim only that the prefrontal cortex is part of the global workspace and that
there is more activity in the prefrontal cortex under conditions of attentional
control.We hesitate to say that the presence of activity in the prefrontal cortex guar-
antees awareness, for two reasons. First, activity can be recorded in the prefrontal
cortex even when subjects are unaware, for example during implicit motor learn-
ing, though it is much more extensive during explicit learning when subjects are
aware that there is a task to be learned (Aizenstein et al. 2004). Second, enhanced
activity in parietal and visual areas also correlates with conscious awareness (Rees
et al. 2002a,b).

6 Conscious Decisions and Deliberation

We started with the Libet task and the ideo-motor theory. It is the results on this
task that have much exercised philosophers as well as psychologists. They appear to
challenge the view that the action is first represented in awareness before the mech-
anisms for the preparation of action are engaged.

However, it may be that the problem is misconceived. When subjects perform the
Libet task they are well aware of the aim of the task. This was set up by the verbal
instructions they were given beforehand. Since a series of spontaneous movements
is required, the instructions stress that the subject should act randomly, not repeat-
ing a stereotyped sequence of intervals. The activity recorded in this situation in the
prefrontal cortex (Jahanshahi et al. 1995; Pedersen et al. 1998; Jenkins et al. 2000)
represents in part the attentional control of performance according to this instruc-
tion. Furthermore, Sakai, and Passingham (2003) have suggested that the prefrontal
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cortex establishes a task set by interacting with posterior areas. Even if subjects only
become aware of their specific intention just before action, they are aware of what
they are supposed to be doing well before this.

Whereas the goals of action are set in the laboratory by the instructions given, in
the everyday world they are set by the goals that people set for themselves. The
sorts of decisions over which they deliberate are not when to make a random finger
movement. The decisions are ones that have consequences. These decisions require
the integration of all the relevant information about the current context, the alter-
native possibilities and the costs and values associated with them. It is for such 
decisions that the global workspace model has been proposed. Evidence that the
prefrontal cortex plays a role comes from imaging studies in which subjects choose,
for example, between menus (Arana et al. 2003) or between gambles (Rogers et al.
2004). Furthermore, it has been shown that there is an integration of information
about goals and action in the human anterior prefrontal cortex (Ramnani and Miall
2003). It is not the purpose of this chapter to say whether the fact that we are aware
of these decisions implies a causal role for awareness. It is true both that decisions
of this sort demand the neural integration of highly processed information and that
we report awareness of our deliberations. It is for the philosophers contributing to
this volume to comment on the relation between the brain events and awareness.
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5 Consciousness, Intentionality, and Causality

Walter J. Freeman

What is consciousness? It is known through experience of the activities of one’s own
body and observation of the bodies of others. In this respect, the question whether
it arises from the soul (Eccles 1994), or from panpsychic properties of matter
(Whitehead 1938; Penrose 1994; Chalmers 1996), or as a function of brain opera-
tions (Searle 1992; Dennett 1991; Crick 1994) is not relevant. The pertinent ques-
tions are—however it arises and is experienced—how and in what senses does it
cause the functions of brains and bodies, and how do brain and body functions cause
it? How do actions cause perceptions; how do perceptions cause awareness; how do
states of awareness cause actions? Analysis of causality is a necessary step toward
a comprehension of consciousness, because the forms of answers depend on the
choice among meanings that are assigned to “cause”: (a) to make, move and 
modulate (an agency in linear causality); (b) to explain, rationalize and blame 
(cognition in circular causality without agency but with top-down-bottom-up 
interaction); or (c) to flow in parallel as a meaningful experience, by-product, or
epiphenomenon (noncausal interrelation).

The elements of linear causality (a) are shown in figure 5.1 in terms of stimulus-
response determinism. A stimulus initiates a chain of events that includes activation
of receptors, transmission by serial synapses to cortex, integration with memory,
selection of a motor pattern, descending transmission to motor neurons, and acti-
vation of muscles. At one or more nodes along the chain awareness occurs, and
meaning and emotion are attached to the response. Temporal sequencing is crucial;
no effect can precede or occur simultaneously with its cause. At some instant each
effect becomes a cause. The demonstration of causal invariance must be based on
repetition of trials.The time line is reinitiated at zero in observer time, and S-R pairs
are collected. Some form of generalization is used, in the illustration it is by time
ensemble averaging. Events with small variance in time of onset close to stimulus
arrival are retained. Later events with varying latencies are lost. The double dot
indicates a point in real time; it is artificial in observer time. This conceptualization
is inherently limited, because awareness cannot be defined at a point in time.



The elements of circular causality (b) are shown in figure 5.2. The double dot
shows a point moving counterclockwise on a trajectory idealized as a circle, in order
to show that an event exists irresolvably as a state through a period of inner time,
which we reduce to a point in real time. Stimuli from the world impinge on this
state. So also do stimuli arising from the self-organizing dynamics within the brain.
Most stimuli are ineffective, but occasionally one succeeds as a “hit” on the brain
state, and a response occurs. The impact and motor action are followed by a change
in brain structure that begins a new orbit.

Noncausal relations (c) are described by statistical models, differential equations,
phase portraits, and so on, in which time may be implicit or reversible. Once the
constructions are completed by the calculation of risk factors and degrees of cer-
tainty from distributions of observed events and objects, the assignment of causa-
tion is optional. In describing brain functions awareness is treated as irrelevant or
epiphenomenal.

These concepts are applied to animal consciousness on the premise that the struc-
tures and activities of brains and bodies are comparable over a broad variety of
animals including humans. The hypothesis is that the elementary properties of con-
sciousness are manifested in even the simplest of extant vertebrates, and that struc-
tural and functional complexity increases with the evolution of brains into higher
mammals. The dynamics of simpler brains is described in terms of neural operations
that provide goal-oriented behavior.

In sections 1–5 I describe the neural mechanisms of intention, reafference, and
learning, as I see them. I compare explanations of neural mechanisms using linear
and circular causality at three levels of hierarchical function. In the remaining 
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Figure 5.1
Linear causality of the observer. Linear causality is the view of connected events by which causal chains
are constructed. The weaknesses lie in requirements to assign points in time to the beginning and the
end of each chain, and to intervening events in the chain in strict order, and to repeat pairs of observa-
tions in varying circumstances in order to connect pairs of classes of events. As Davidson (1980)
remarked, events have causes; classes have relations. In the example, analysis of stimulus-dependent
events such as evoked potentials is done by time ensemble averaging, which degrades nonsynchronized
events, and which leads to further attempts at segmentation in terms of the successive peaks, thus losing
sight of an event extended in time. The notion of ‘agency’ is implicit in each event in the chain acting to
produce an effect, which then becomes the next cause.



sections I describe some applications of this view in the fields of natural sciences.
The materials I use to answer the question “What is causality?” come from several
disciplines, including heavy reliance on neurobiology and nonlinear dynamics. In the
words of computer technologists, these two disciplines make up God’s own firewall,
which keeps hackers from burning in to access and crack the brain codes. For
reviews on neuroflaming I recommend as introductory texts Brain, Mind, and
Behavior (Bloom and Lazerson 1988) and A Visual Introduction to Dynamical
Systems Theory for Psychology (Abraham et al. 1990).

1 Level 1: The Circular Causality of Intentionality

An elementary process requiring the dynamic interaction between brain, body,
and world in all animals is an act of observation. This is not a passive receipt of
information from the world, as expressed implicitly in figure 5.1. It is the culmina-
tion of purposive action by which an animal directs its sense organs toward a
selected aspect of the world and abstracts, interprets, and learns from the resulting
sensory stimuli (figure 5.2). The act requires a prior state of readiness that 
expresses the existence of a goal, a preparation for motor action to position 
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Figure 5.2
Circular causality of the self. Circular causality expresses the interrelations between levels in a hierar-
chy: a top-down macroscopic state simultaneously influences microscopic particles that bottom-up create
and sustain the macroscopic state. The state exists over a span of inner time in the system that can be
collapsed to a point in external time. Events in real time are marked by changes in the state of the system,
which are discrete.This conceptualization is widely used in the social and physical sciences. In an example
used by Haken (1983), the excited atoms in a laser cause coherent light emission, and the light imposes
order on the atoms. The laser was also used by Cartwright (1989) to exemplify levels of causality, by
which she contrasted simple, direct cause-effect relations not having significant interactions or second-
order perturbations with higher order “capacities” (according to her, closely related to Mill’s “tenden-
cies,” but differing by “material abstraction,” p. 226), which by virtue of abstraction have an enlarged
scope of forward action, but which lack the circular relation between microscopic and macroscopic enti-
ties that is essential for explaining lasers—and brains. The notion of an ‘agency’ does not enter, and mul-
tiple scales of time and space are required for the different levels.A succession of orbits can be conceived
as a cylinder with its axis in real time, extending from birth to death of an individual and its brain. Events
are intrinsically not reproducible. Trajectories in inner time may be viewed as fusing past and future into
an extended present by state transitions. The circle is a candidate for representing a state of awareness.



the sense organs, and selective sensitization of the sensory cortices. Their excitabil-
ity has already been shaped by the past experience that is relevant to the goal 
and the expectancy of stimuli. A concept that can serve as a principle by which to
assemble and interrelate these multiple facets is intentionality. This concept has
been used in different contexts since its synthesis by Thomas Aquinas (1272) 700
years ago. The properties of intentionality as it is developed here are its intent or
directedness toward some future state or goal, its unity, and its wholeness (Freeman
1995).

Intent comprises the endogenous initiation, construction, and direction of behav-
ior into the world, combined with changing the self by learning in accordance with
the perceived consequences of the behavior. Its origin lies within brains. Humans
and other animals select their own goals, plan their own tactics, and choose when
to begin, modify, and stop sequences of action. Humans at least are subjectively
aware of themselves acting. This facet is commonly given the meaning of purpose
and motivation by psychologists, because, unlike lawyers, they usually do not dis-
tinguish between intent and motive. Intent is a forthcoming action, and motive is
the reason.

Unity appears in the combining of input from all sensory modalities into Gestal-
ten; in the coordination of all parts of the body, both musculoskeletal and auto-
nomic, into adaptive, flexible, yet focused movements; and in the full weight of all
past experience in the directing of each action. Subjectively, unity may appear in the
awareness of self. Unity and intent find expression in modern analytic philosophy
as “aboutness,” meaning the way in which beliefs and thoughts symbolized by
mental representations refer to objects and events in the world, whether real or
imaginary. The distinction between inner image and outer object calls up a
dichotomy between subject and object that was not part of the originating Thomistic
view.

Wholeness is revealed by the orderly changes in the self and its behavior that con-
stitute the development and maturation of the self through learning, within the con-
straints of its genes and its material, social, and cultural environments. Subjectively,
wholeness is revealed in the striving for the fulfillment of the potential of the self
through its lifetime of change. Its root meaning is “tending,” the Aristotelian view
that biology is destiny. It is also seen in the process of healing of the brain and body
from damage and disruption. The concept appears in the description by a four-
teenth-century surgeon, LaFranchi of Milan, of two forms of healing, by first inten-
tion with a clean scar, and by second intention with suppuration. It is implicit in the
epitaph of the sixteenth-century French surgeon Ambroise Paré: Je le pansay, Dieu
le guarit [I bound his wounds, God healed him]. Pain is intentional in that it directs
behavior toward facilitation of healing, and that it mediates learning when actions
have gone wrong with deleterious, unintended consequences. Pain serves to 
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exemplify the differences between volition, desire, and intent; it is willed by sadists,
desired by masochists, and essential for normal living.

Intentionality cannot be explained by linear causality, because actions under that
concept must be attributed to environmental (Skinner 1969) and genetic (Herrn-
stein and Murray 1994) determinants, leaving no opening for self-determination.
Acausal theories (Hull 1943; Grossberg 1982) describe statistical and mathematical
regularities of behavior without reference to intentionality. Circular causality
explains intentionality in terms of “action-perception cycles” (Merleau-Ponty 1945)
and “affordances” (Gibson 1979), in which each perception concomitantly is the
outcome of a preceding action and the condition for a following action. Dewey
(1914) phrased the same idea in different words: an organism does not react to a
stimulus but acts into it and incorporates it. That which is perceived already exists
in the perceiver, because it is posited by the action of search and is actualized in the
fulfillment of expectation. The unity of the cycle is reflected in the impossibility of
defining a moving instant of “now” in subjective time, as an object is conceived
under linear causality. The Cartesian distinction between subject and object does
not appear, because they are joined by assimilation in a seamless flow.

2 Level 2: The Circular Causality of Reafference

Brain scientists have known for over a century that the necessary and sufficient part
of the vertebrate brain to sustain minimal intentional action, a component of inten-
tionality, is the ventral forebrain, including those parts that comprise the external
shell of the phylogenetically oldest part of the forebrain, the paleocortex, and the
underlying nuclei such as the amygdala with which the cortex is interconnected.
These components suffice to support identifiable patterns of intentional behavior in
animals, when all of the newer parts of the forebrain have been surgically removed
(Goltz 1892) or chemically inactivated by spreading depression (Bures et al. 1974).
Intentional behavior is severely altered or lost following major damage to these
parts. Phylogenetic evidence comes from observing intentional behavior in sala-
manders, which have the simplest of the existing vertebrate forebrains (Herrick
1948; Roth 1987) comprising only the limbic system. Its three cortical areas are
sensory (which is predominantly the olfactory bulb), motor (the pyriform cortex),
and associational (figure 5.3). The latter has the primordial hippocampus connected
to the septal, amygdaloid, and striatal nuclei. It is identified in higher vertebrates as
the locus of the functions of spatial orientation (the “cognitive map”) and tempo-
ral orientation in learning (“short-term memory”). These integrative frameworks
are essential for intentional action into the world. Even the simplest actions, such
as observation, searching for food, and evading predators, require an animal to 

Consciousness, Intentionality, and Causality 77



coordinate its position in the world with that of its prey or refuge, and to evaluate
its progress during evaluation, attack, or escape.

The crucial question for neuroscientists is “How are the patterns of neural activ-
ity that sustain intentional behavior constructed in brains?” A route to an answer
is provided by studies of the electrical activity of the primary sensory cortices of
animals that have been trained to identify and respond to conditioned stimuli. An
answer appears in the capacity of the cortices to construct novel patterns of neural
activity by virtue of their self-organizing dynamics.

Two approaches to the study of sensory cortical dynamics are in contrast. One is
based in linear causality (figure 5.1).An experimenter identifies a neuron in sensory
cortex by recording its action potential with a microelectrode, and then determines
the sensory stimulus to which that neuron is most sensitive. The pulse train of the
neuron is treated as a symbol to “represent” that stimulus as the “feature” of an
object—for example, the color, contour, or motion of an eye or a nose. The pathway
of activation from the sensory receptor through relay nuclei to the primary sensory
cortex and then beyond is described as a series of maps, in which successive repre-
sentations of the stimulus are activated. The firings of the feature detector neurons
must then be synchronized or “bound” together to represent the object, such as a
moving colored ball, as it is conceived by the experimenter. This representation is
thought to be transmitted to a higher cortex, where it is compared with represen-
tations of previous objects that are retrieved from memory storage. A solution to
the “binding problem” is still being sought (Gray 1994; Hardcastle 1994; Singer and
Gray 1995).
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Figure 5.3
Schematic diagram of the dorsal view of the right cerebral hemisphere of the salamander (adapted from
Herrick 1948). The unbroken sheet of superficial neuropil sustains bidirectional interactions between all
of its parts, which are demarcated by their axonal connections with sensory receptors (olfactory bulb and
‘Transitional zone’ for all other senses, descending connections to the corpus striatum, amygdaloid and
septum from the pyriform area, and the intrinsic connections between these areas and the primordial
hippocampus posteromedially. This primitive forebrain suffices as an organ of intentionality, comprising
the limbic system with little else besides.



The other approach is based in circular causality (figure 5.2). In this view, the
experimenter trains a subject to cooperate through the use of positive or negative
reinforcement, thereby inducing a state of expectancy and search for a stimulus, as
it is conceived by the subject. When the expected stimulus arrives, the activated
receptors transmit pulses to the sensory cortex, where they elicit the construction
by nonlinear dynamics of a macroscopic, spatially coherent oscillatory pattern that
covers the entire cortex (Freeman 1975, 1991). It is observed by means of the elec-
troencephalogram (EEG) from electrode arrays on all the sensory cortices
(Freeman 1975, 1992, 1995; Barrie et al. 1996; Kay and Freeman 1998). It is not seen
in recordings from single neuronal action potentials, because the fraction of the vari-
ance in the single neuronal pulse train that is covariant with the neural mass is far
too small, on the order of 0.1 percent.

The emergent pattern is not a representation of a stimulus, nor a ringing as when
a bell is struck, nor a resonance as when one string of a guitar vibrates when another
string does so at its natural frequency. It is a phase transition that is induced by a
stimulus, followed by a construction of a pattern that is shaped by the synaptic 
modifications among cortical neurons from prior learning. It is also dependent on
the brain-stem nuclei that bathe the forebrain in neuromodulatory chemicals. It is
a dynamic action pattern that creates and carries the meaning of the stimulus for
the subject. It reflects the individual history, present context, and expectancy, cor-
responding to the unity and the wholeness of intentionality. Owing to dependence
on history, the patterns created in each cortex are unique to each subject.

The visual, auditory, somesthetic, and olfactory cortices serving the distance
receptors all converge their constructions through the entorhinal cortex into the
limbic system, where they are integrated with each other over time. Clearly 
they must have similar dynamics, in order that the messages be combined into
Gestalten. The resultant integrated meaning is transmitted back to the cortices in
the processes of selective attending, expectancy, and the prediction of future inputs
(Freeman 1995; Kay and Freeman 1998).

The same wave forms of EEG activity as those found in the sensory cortices are
found in various parts of the limbic system. This similarity indicates that the limbic
system also has the capacity to create its own spatiotemporal patterns of neural
activity. They are embedded in past experience and convergent multisensory input,
but they are self-organized. The limbic system provides interconnected populations
of neurons that, according to the hypothesis being proposed, generate continually
the patterns of neural activity that form goals and direct behavior toward them.

EEG evidence shows that the process in the various parts occurs in discon-
tinuous steps (figure 5.2), like frames in a motion picture (Freeman 1975; Barrie,
Freeman, and Lenhart 1996). Being intrinsically unstable, the limbic system contin-
ually transits across states that emerge, transmit to other parts of the brain, and then
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dissolve to give place to new ones. Its output controls the brain-stem nuclei that
serve to regulate its excitability levels, implying that it regulates its own neurohu-
moral context, enabling it to respond with equal facility to changes, both in the body
and in the environment, that call for arousal and adaptation or rest and recreation.
Again by inference it is the neurodynamics of the limbic system, with contributions
from other parts of the forebrain such as the frontal lobes and basal ganglia, that
initiates the novel and creative behavior seen in search by trial and error.

The limbic activity patterns of directed arousal and search are sent into the motor
systems of the brain stem and the spinal cord (figure 5.4). Simultaneously, patterns
are transmitted to the primary sensory cortices, preparing them for the conse-
quences of motor actions.This process has been called “reafference” (von Holst and
Mittelstädt 1950; Freeman 1995), “corollary discharge” (Sperry 1950), “focused
arousal,” and “preafference” (Kay and Freeman 1998). It compensates for the self-
induced changes in sensory input that accompany the actions organized by the
limbic system, and it sensitizes sensory systems to anticipated stimuli prior to their
expected times of arrival.

The concept of preafference began with an observation by Helmholtz (1872) on
patients with paralysis of lateral gaze, who, on trying and being unable to move an
eye, reported that the visual field appeared to move in the opposite direction.
Helmholtz concluded that “an impulse of the will” that accompanied voluntary

80 Freeman

Figure 5.4
The dynamic architecture of the limbic system. In the view of dynamics the limbic architecture is formed
by multiple loops. The mammalian entorhinal cortex is the target of convergence of all sensory input,
the chief source of input for the hippocampus, its principal target for its output, and a source of cen-
trifugal input to all of the primary sensory cortices. The hypothesis is proposed that intentional action is
engendered by counterclockwise flow of activity around the loops into the body and the world, com-
prising implicit cognition, and that awareness and consciousness are engendered by clockwise flow within
the brain, comprising explicit cognition. The intentional flow consists in the microscopic activity of brain
subsystems, and the back flow is the macroscopic order parameter that by circular causality regulates
and holds or releases the activity of the subsystems.



behavior was unmasked by the paralysis: “These phenomena place it beyond doubt
that we judge the direction of the visual axis only by the volitional act by means of
which we seek to alter the position of the eyes.” J. Hughlings Jackson (1931)
repeated the observation, but postulated alternatively that the phenomenon was
caused by “an in-going current,” which was a signal from the non-paralyzed eye that
moved too far in the attempt to fixate an object, and which was not a recursive signal
from a “motor centre.” He was joined in this interpretation by William James (1893)
and Edward Titchener (1907). Thus was deployment of the concept of neural feed-
back in re-entrant cognitive processes delayed until late in the twentieth century.

The sensory cortical constructions consist of brief staccato messages to the limbic
system, which convey what is sought and the result of the search. After multisen-
sory convergence, the spatiotemporal activity pattern in the limbic system is updated
through temporal integration in the hippocampus. Accompanying sensory messages
there are return updates from the limbic system to the sensory cortices, whereby
each cortex receives input that has been integrated with the input from all others,
reflecting the unity of intentionality. Everything that a human or an animal knows
comes from the circular causality of action, preafference, perception, and updating.
It is done by successive frames of self-organized activity patterns in the sensory and
limbic cortices.

3 Level 3: Circular Causality among Neurons and Neural Masses

The “state” of the brain is a description of what it is doing in some specified time
period. A phase transition occurs when the brain changes and does something else.
For example, locomotion is a state within which walking is a rhythmic pattern of
activity that involves large parts of the brain, spinal cord, muscles, and bones.
The entire neuromuscular system changes almost instantly with the transition to a
pattern of jogging or running. Similarly, a sleeping state can be taken as a whole or
divided into a sequence of slow wave and REM stages. Transit to a waking state can
occur in a fraction of a second, whereby the entire brain and body “shift gears.” The
state of a neuron can be described as active and firing or as silent, with sudden
changes in patterns of firing constituting phase transitions. Populations of neurons
also have a range of states, such as slow wave, fast activity, seizure, or silence. The
science of dynamics describes states and their phase transitions.

The most critical question to ask about a state concerns its degree of stability or
resistance to change. Stability is evaluated by perturbing an object or a system
(Freeman 1975). For example, an egg on a flat surface is unstable, but a coffee mug
is stable. A person standing on a moving bus and holding on to a railing is stable,
but someone walking in the aisle is not. If a person regains his chosen posture after
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each perturbation, no matter in which direction the displacement occurred, that
state is regarded as stable, and it is said to be governed by an attractor. This is a
metaphor to say that the system goes (“is attracted to”) the state through interim
transiency. The range of displacement from which recovery can occur defines the
basin of attraction, in analogy to a ball rolling to the bottom of a bowl. If a pertur-
bation is so strong that it causes concussion or a broken leg, and the person cannot
stand up again, then the system has been placed outside the basin of attraction, and
a new state supervenes, with its own attractor and basin of attraction.

Stability is always relative to the time duration of observation and to the criteria
for what is chosen to be observed. In the perspective of a lifetime, brains appear to
be highly stable in their numbers of neurons, in their architectures and major pat-
terns of connection, and in the patterns of behavior they produce (including the
character and identity of the individual, which can be recognized and followed for
many years). A brain undergoes repeated transitions from waking to sleeping and
back again, coming up refreshed with a good night or irritable with insomnia but
still giving arguably the same person as the night before. But in the perspective of
the short term, brains are highly unstable. Thoughts go fleeting through awareness,
and the face and the body twitch with the passing of emotions. Glimpses of the inter-
nal states of neural activity reveal patterns that are more like hurricanes than the
orderly march of symbols in a computer, with the difference that hurricanes don’t
learn. Brain states and the states of populations of neurons that interact to give
brain function are highly irregular in spatial form and time course. They emerge,
persist for a small fraction of a second, then disappear and are replaced by other
states. We neuroscientists aim to describe and measure these states and to tell what
they mean both to observations of behavior and to experiences with awareness. We
approach the dynamics by defining three kinds of stable state, each with its type of
attractor. The simplest is the point attractor. The system is at rest unless perturbed,
and it returns to rest when allowed to do so.As it relaxes to rest, it has a brief history,
but loses it on convergence to rest. Examples of point attractors are neurons or
neural populations that have been isolated from the brain, and also the brain that
is depressed into inactivity by injury or a strong anesthetic to the point where the
EEG has gone flat. A special case of a point attractor is noise. This state is observed
in populations of neurons in the brain of a subject at rest, with no evidence of overt
behavior or awareness. The neurons fire continually but not in concert with 
each other.Their pulses occur in long trains at irregular times. Knowledge about the
prior pulse trains from each neuron and those of its neighbors up to the present
fails to support the prediction of when the next pulse will occur. The state of noise
has continual activity with no history of how it started, and it gives only the expec-
tation that its average amplitude and other statistical properties will persist
unchanged.
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A system that gives periodic behavior is said to have a limit cycle attractor. The
classic example is the clock. When it is viewed in terms of its ceaseless motion, it is
regarded as unstable until it winds down, runs out of power, and goes to a point
attractor. If it resumes its regular beat after it is re-set or otherwise perturbed, it is
stable as long as its power lasts. Its history is limited to one cycle, after which there
is no retention of its transient approach in its basin to its attractor. Neurons and
populations rarely fire periodically, and when they appear to do so, close inspection
shows that the activities are in fact irregular and unpredictable in detail, and when
periodic activity does occur, it is either intentional, as in rhythmic drumming, or
pathological, as in nystagmus and Parkinsonian tremor.

The third type of attractor gives aperiodic oscillation of the kind that is observed
in recordings of EEGs and of physiological tremors. There is no frequency or small
number of frequencies at which the system oscillates.The system’s behavior is there-
fore unpredictable, because performance can only be projected far into the future
for periodic behavior. This type was first called “strange”; it is now widely known
as “chaotic.” The existence of this type of oscillation was known to mathematicians
a century ago, but systematic study was possible only recently after the full devel-
opment of digital computers.The best-known simple systems with chaotic attractors
have a small number of components and a few degrees of freedom—for example,
the double-hinged pendulum and the dripping faucet. Large and complex systems
such as neurons and neural populations are thought to be capable of chaotic 
behavior, but proof is not yet possible at the present level of developments in 
mathematics.

The discovery of chaos has profound implications for the study of brain function
(Skarda and Freeman 1987). A dynamic system has a collection of attractors, each
with its basin, which forms an “attractor landscape” with all three types. The system
can jump from one state to another in an itinerant trajectory (Tsuda 1991). Capture
by a point or limit cycle attractor wipes the history of the system clean upon asymp-
totic convergence, but capture in a chaotic basin engenders continual aperiodic activ-
ity, thereby creating novel, unpredictable patterns that retain the system’s history.

Although the trajectory is not predictable, the statistical properties such as the
mean and the standard deviation of the state variables of the system serve as mea-
sures of its steady state. Chaotic fluctuations carry the system endlessly around in
the basin. However, if energy is fed into the system so that the fluctuations increase
in amplitude, or if the landscape of the system is changed so that the basin shrinks
or flattens, a microscopic fluctuation can carry the trajectory across the boundary
between basins to another attractor. This crossing constitutes a first-order phase
transition.

In each sensory cortex there are multiple chaotic attractors with basins corre-
sponding to previously learned classes of stimuli, including that for the learned 
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background stimulus configuration, which constitutes an attractor landscape. This
chaotic prestimulus state of expectancy establishes the sensitivity of the cortex by
warping the landscape, so that a very small number of sensory action potentials
driven by an expected stimulus can carry the cortical trajectory into the basin of an
appropriate attractor. Circular causality enters in the following way. The state of a
neural population in an area of cortex is a macroscopic event that arises through
the interactions of the microscopic activity of the neurons comprising the neuropil.
The global state is upwardly generated by the microscopic neurons, and simultane-
ously the global state downwardly organizes the activities of the individual neurons.

Each cortical phase transition requires this circularity. It is preceded by a con-
junction of antecedents. A stimulus is sought by the limbic brain through orienta-
tion of the sensory receptors in sniffing, looking, and listening. The landscape of 
the basins of attraction is shaped by limbic preafference, which facilitates access 
to an attractor by expanding its basin for the reception of a desired class of 
stimuli. Preafference provides the ambient context by multisensory divergence. The
web of synaptic connections modified by prior learning maintains the basins and
attractors. Pre-existing chaotic fluctuations are enhanced by input, forcing the selec-
tion of a new macroscopic state that then engulfs the stimulus-driven microscopic
activity.

The first proposed reason that all the sensory systems (visual, auditory, somatic,
and olfactory) operate this way is the finite capacity of the brain faced with the infi-
nite complexity of the environment. In olfaction, for example, a significant odorant
may consist of a few molecules mixed in a rich and powerful background of unde-
fined substances, and it may be continually changing in age, temperature, and con-
centration. Each sniff in a succession with the same chemical activates a different
subset of equivalent olfactory receptors, so the microscopic input is unpredictable
and unknowable in detail. Detection and tracking require an invariant pattern over
trials.This is provided by the attractor, and the generalization over equivalent recep-
tors is provided by the basin. The attractor determines the response, not the partic-
ular stimulus. Unlike the view proposed by stimulus-response reflex determinism,
the dynamics give no linear chain of cause and effect from stimulus to response that
can lead to the necessity of environmental determinism. The second proposed
reason is the requirement that all sensory patterns have the same basic form, so that
they can be combined into Gestalten once they are converged to be integrated over
time.

4 Circular Causality in Awareness

Circular causality, then, occurs with each phase transition in sensory cortices 
and the olfactory bulb, when fluctuations in microscopic activity exceed a certain
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threshold, such that a new macroscopic oscillation emerges to force cooperation on
the very neurons that have brought the pattern into being. EEG measurements
show that multiple patterns self-organize independently in overlapping time frames
in the several sensory and limbic cortices, coexisting with stimulus-driven activity in
different areas of the neocortex, which structurally is an undivided sheet of neuropil
in each hemisphere receiving the projections of sensory pathways in separated
areas.

Circular causality can serve as the framework for explaining the operation of
awareness in the following way. The multimodal macroscopic patterns converge
simultaneously into the limbic system, and the results of integration over time and
space are simultaneously returned to all of the sensory systems. Here I propose that
another level of hierarchy exists in brain function as a hemispheric attractor, for
which the local macroscopic activity patterns are the components. The forward limb
of the circle provides the bursts of oscillations converging into the limbic system
that destabilize it to form new patterns. The feedback limb incorporates the limbic
and sensory cortical patterns into a global activity pattern or order parameter that
enslaves all of the components. The enslavement enhances the coherence among all
of them, which dampens the chaotic fluctuation instead of enhancing it, as the recep-
tor input does in the sensory cortices.

A global operator of this kind must exist, for the following reason. The synthesis
of sense data first into cortical wave packets and then into a multimodal 
packet takes time. After a Gestalt has been achieved through embedding in 
past experience, a decision is required as to what the organism is to do next.
This also takes time for an evolutionary trajectory through a sequence of attractors
constituting the attractor landscape of possible goals and actions (Tsuda 1991).
The triggering of a phase transition in the motor system may occur at any time,
if the fluctuations in its multiple inputs are large enough, thereby terminating 
the search trajectory. In some emergent behavioral situations an early response 
is most effective: action without reflection. In complex situations with unclear 
ramifications into the future, precipitate action may lead to disastrous consequences.
More generally, the forebrain appears to have developed in phylogenetic evolution
as an organ taking advantage of the time provided by distance receptors for 
the interpretation of raw sense data. The quenching function of a global 
operator to delay decision and action can be seen as a necessary complement 
on the motor side, to prevent premature closure of the process of constructing 
and evaluating possible courses of action. This view is comparable to that of 
William James (1879), who wrote that “the study a posteriori of the distribution
of consciousness shows it to be exactly such as we might expect in an organ 
added for the sake of steering a nervous system grown too complex to regulate
itself,” except that consciousness is provided not by another “organ” (an add-on part
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of the human brain) but by a new hierarchical level of organization of brain 
dynamics.

Action without the deferral that is implicit in awareness can be found in “auto-
matic” sequences of action in the performance of familiar complex routines.
Actions “flow” without awareness. Implicit cognition is continuous, and it is simply
unmasked in the conditions that lead to “blindsight.” In this view, emotion is defined
as the impetus for action—more specifically, as impending action. Its degree is pro-
portional to the amplitude of the chaotic fluctuations in the limbic system, which
appears as the modulation depth of the carrier waves of limbic neural activity pat-
terns. In accordance with the James-Lange theory of emotion (James 1893), it is expe-
rienced through awareness of the activation of the autonomic nervous system in
preparation for and support of overt action, as described by Cannon (1939). It is
observed in the patterns of behavior that social animals have acquired through evo-
lution (Darwin 1872). Emotion is not in opposition to reason. Behaviors that are
seen as irrational and “incontinent” (Davidson 1980) result from premature escape
of the chaotic fluctuations from the leavening and smoothing of the awareness oper-
ator. The most intensely emotional behavior, experienced in artistic creation, in 
scientific discovery, and in religious awe, occurs as the intensity of awareness rises in
concert with the strength of the fluctuations (Freeman 1995). As with all other dif-
ficult human endeavors, self-control is achieved through long and arduous practice.

Evidence for the existence of the postulated global operator is found in the high
level of covariance in the EEGs simultaneously recorded from the bulb and the
visual, auditory, somatic, and limbic (entorhinal) cortices of animals and from the
scalp of humans (Lehmann and Michel 1990). The magnitude of the shared activity
can be measured in limited circumstances by the largest component in principal-
components analysis (PCA). Even though the wave forms of the several sites vary
independently and unpredictably, the first component has 50–70 percent of the total
variance (Smart et al. 1997; Gaál and Freeman 1997). These levels are lower than
those found within each area of 90–98 percent (Barrie, Freeman, and Lenhart 1996),
but they are far greater than can be accounted for by any of a variety of statistical
artefacts or sources of correlation, such as volume conduction, pacemaker driving,
or contamination by the reference lead in monopolar recording. The high level of
coherence holds for all parts of the EEG spectrum and for aperiodic as well as near-
periodic waves.

The maximal coherence appears to have zero phase lag over distances up to
several centimeters between recording sites and even between hemispheres (Singer
and Gray 1995). Attempts are being made to model the observed zero time lag
among the structures by cancellation of delays in bidirectional feedback transmis-
sion (König and Schillen 1991; Traub et al. 1996; Roelfsma et al. 1997).
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5 Consciousness Viewed as a System Parameter Controlling Chaos

A clear choice can be made now between the three meanings of causality proposed
in the introduction.Awareness and neural activity are not acausal parallel processes,
nor does either make or move the other as an agency in temporal sequence. Circu-
lar causality is a form of explanation that can be applied at several hierarchical levels
without recourse to agency. This formulation provides the sense or feeling of neces-
sity that is essential for human comprehension, by addressing the elemental expe-
rience of cause and effect in acts of observation, even though logically it is very
different from linear causality in all aspects of temporal order, spatial contiguity,
and invariant reproducibility. The phrase is a cognitive metaphor. It lacks the
attribute of agency, unless and until the loop is broken into the forward (micro-
scopic) limb and the recurrent (macroscopic) limb, in which case the agency that is
so compelling in linear causality can be re-introduced. This move acquiesces to the
needs of the human observers to use it in order to comprehend dynamic events and
processes in the world.

I propose that the globally coherent activity, which is an order parameter, may be
an objective correlate of awareness through preafference, comprising expectation
and attention, which are based in prior proprioceptive and exteroceptive feedback
of the sensory consequences of previous actions, after they have undergone limbic
integration to form Gestalten, and in the goals that are emergent in the limbic
system. In this view, awareness is basically akin to the intervening state variable in
a homeostatic mechanism, which is both a physical quantity, a dynamic operator,
and the carrier of influence from the past into the future that supports the relation
between a desired set point and an existing state.The content of the awareness oper-
ator may be found in the spatial pattern of amplitude modulation of the shared
wave form component, which is comparable to the amplitude modulation of the
carrier waves in the primary sensory receiving areas.

What is most remarkable about this operator is that it appears to be antithetical
to initiating action. It provides a pervasive neuronal bias that does not induce phase
transitions, but defers them by quenching local fluctuations (Prigogine 1980). It
alters the attractor landscapes of the lower-order interactive masses of neurons that
it enslaves. In the dynamicist view, intervention by states of awareness in the process
of consciousness organizes the attractor landscape of the motor systems, prior to
the instant of its next phase transition, the moment of choosing in the limbo of inde-
cision, when the global dynamic brain activity pattern is increasing its complexity
and fine-tuning the guidance of overt action. This state of uncertainty and unreadi-
ness to act may last a fraction of a second, a minute, a week, or a lifetime.Then when
a contemplated act occurs, awareness follows the onset of the act and does not
precede it.
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In that hesitancy, between the last act and the next, comes the window of oppor-
tunity, when the breaking of symmetry in the next limbic phase transition will make
apparent what has been chosen. The observer of the self intervenes by awareness
that organizes the attractor landscape, just before the instant of the next transition:

Between the conception
And the creation
Between the emotion
And the response
Falls the Shadow

Life is very long
—T. S. Eliot, “The Hollow Men” (1936)

The causal technology of self-control is familiar to everyone: hold off fear and
anger; defer closure; avoid temptation; take time to study; read and reflect on the
opportunity, the meaning, and the consequences; take the long view as it has been
inculcated in the educational process. According to Mill (1843, p. 550): “We cannot,
indeed, directly will to be different from what we are; but neither did those who 
are supposed to have formed our characters directly will that we should be what we
are. Their will had no direct power except over their own actions. . . . We are exactly
as capable of making our own character, if we will, as others are of making it for
us.”

There are numerous unsolved problems with this hypothesis. Although strong
advances are being made in analyzing the dynamics of the limbic system and its cen-
terpieces, the entorhinal cortex and the hippocampus (Boeijinga and Lopes da Silva
1988; O’Keefe and Nadel 1978; Rolls et al. 1989; McNaughton 1993; Wilson and
McNaughton 1993; Buzsaki 1996; Eichenbaum 1997; Traub et al. 1996), their self-
organized spatial patterns, their precise intentional contents, and their mechanisms
of formation in relation to intentional action are still unknown.The pyriform cortex,
to which the bulb transmits, is strongly driven by its input, and it lacks the phase
cones that indicate self-organizing capabilities comparable to those of the sensory
cortices. Whether the hippocampus has those capabilities or is likewise a driven
structure is unknown. The neural mechanisms by which the entire neocortical neu-
ropil in each hemisphere maintains spatially coherent activity over a broad spec-
trum with nearly zero time lag are unknown. The significance of this coherent
activity for behavior is dependent on finding correlates with behaviors, but these
are unknown. If those correlates are meanings, then the subjects must be asked to
make representations of the meanings in order to communicate them, so that they
are far removed from overt behavior. Knowledge of human brain function is beyond
the present reach of neurodynamics because our brains are too complex, owing to
their mechanisms for language and self-awareness.
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6 Causality Belongs in Technology, Not in Science

The case has now been made on the grounds of neurodynamics that causality is a
form of knowing through intentional action. Thus causality is inferred not to exist
in material objects, but to be assigned to them by humans with the intent to predict
and control them. The determinants of human actions include not only genetic and
environmental factors but also self-organizing dynamics in brains, operating pri-
marily through the dynamics of intentional action and secondarily through neural
processes that support consciousness, which is commonly but mistakenly attached
to free will.Though this inference is not new, it is given new cogency by recent devel-
opments in neuroscience.What, then, might be the consequences for natural science,
philosophy, and medicine if this inference is accepted?

The concept of causality is fundamental in all aspects of human behavior and
understanding, which includes our efforts in laboratory experiments and the analy-
sis of data to comprehend the causal relations of world, brain and mind. In my own
work I studied the impact on brain activity of stimuli that animals were trained to
ignore or to respond to, seeking to determine how the stimuli might cause new 
patterns of brain activity to form, and how the new patterns might shape how the
animals behaved in response to the stimuli. I attempted to interpret my findings and
those of others in terms of chains of cause and effect, which I learned to identify as
linear causality (Freeman 1975).

These attempts repeatedly foundered in the complexities of neural activity and
in the incompatibility of self-organized, goal-directed behavior of my animals with
behaviorist models based on input-output determinism. I found that I was adapting
to the animals at least as much as they were being shaped by me. My resort to
acausal correlation based in multivariate statistical prediction was unsatisfying.
Through my readings in physics and philosophy I learned the concept of 
circular causality, which invokes hierarchical interactions of immense numbers 
of semiautonomous elements such as neurons, which form nonlinear systems.
These exchanges lead to the formation of macroscopic population dynamics 
that shapes the patterns of activity of the contributing individuals. I found this
concept to be applicable at several levels, including the interactions between
neurons and neural masses, between component masses of the forebrain, and
between the behaving animal and its environment, under the rubric of intentional-
ity (Freeman 1995).

By adopting this alternative concept I changed my perspective (Freeman 1995).
I now sought not to pin events at instants of time, but to conceive of intervals at 
differing time scales; not to fill the gaps in the linear chains, but to construct the
feedback pathways from the surround; not to average the single responses to monot-
onously repeated stimuli, but to analyze each event in its uniqueness before gener-
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alizing; not to explain events exclusively in terms of external stimuli and context,
but to allow for the contribution of self-organizing dynamics.

Circular causality departs so strongly from the classical tenets of necessity, invari-
ance, and precise temporal order that the only reason to call it that is to satisfy the
human habitual need for causes. The most subtle shift is the disappearance of
agency, which is equivalent to loss of Aristotle’s efficient cause. Agency is a power-
ful metaphor. For example, it is common sense to assert that an assassin causes a
victim’s death, that an undersea quake causes a tsunami, that a fallen tree causes a
power failure by breaking a transmission line, that an acid-fast bacillus causes tuber-
culosis, that an action potential releases transmitter molecules at a synapse, and so
forth. But interactions across hierarchical levels do not make sense in these terms.
Molecules that cooperate in a hurricane cannot be regarded as the agents that cause
the storm. Neurons cannot be viewed as the agents that make consciousness by their
firing.

The very strong appeal of agency to explain events may come from the subjec-
tive experience of cause and effect that develops early in human life, before the
acquisition of language, when as infants we go through the somatomotor phase
(Piaget 1930; Thelen and Smith 1994) and learn to control our limbs and to focus
our sensory receptors. “I act (cause); therefore I feel (effect).” Granted that causal-
ity can be experienced through the neurodynamics of acquiring knowledge by the
use of the body, the question I raise here is whether brains share this property with
other material objects in the world.The answer I propose is that assignment of cause
and effect to one’s self and to others having self-awareness is entirely appropriate,
but that investing insensate objects with causation is comparable to investing them
with teleology and soul.

The further question is: Does it matter whether or not causality is assigned to
objects? The answer here is “Very much.” Several examples are given of scientific
errors attributable to thinking in terms of linear causality. The most important, with
wide ramifications, is the assumption of universal determinacy, by which the causes
of human behavior are limited to environmental and genetic factors, and the causal
power of self-determination is excluded from scientific consideration. We know that
linear extrapolation often fails in a nonlinear world. Proof of the failure of this infer-
ence is by reductio ad absurdum. It is absurd in the name of causal doctrine to deny
our capacity as humans to make choices and decisions regarding our own futures,
when we exercise the causal power that we experience as free will.

7 Anthropocentricity in Acts of Human Observation

Our ancestors have a history of interpreting phenomena in human terms appropri-
ate to the scales and dynamics of our brains and bodies. An example of our limita-

90 Freeman



tions and our cognitive means for surmounting them is our spatial conception of
the earth as flat. This belief is still quite valid for lengths of the size of the human
body, such as pool tables, floors, and playing fields, where we use levels, transits, and
gradometers, and even for distances that we can cover by walking and swimming.
The subtleties of ships that were hull-down over the horizon were mere curiosities,
until feats of intellect and exploration such as circumnavigation of the earth opened
a new spatial scale. Inversely, at microscopic dimensions of molecules flatness has
no meaning. Under an electron microscope the edge of a razor looks like a moun-
tain range.

In respect to time scales, we tend to think of our neurons and brains as 
having static anatomies, despite the evidence of continual change from time 
lapse cinematography, as well as the cumulative changes that passing decades 
reveal to us in our bodies. An intellectual leap is required to understand that form
and function are both dynamic, differing essentially in our time scales of measure-
ments and experiences with them. The embryological and phylogenetic develop-
ments of brains are described by sequences of geometric forms and the
spatiotemporal operations by which each stage emerges from the one preceding.
The time scales are in days and eons, not in seconds as in behavior and its neuro-
physiological correlates.

The growth of structure and the formation of the proper internal axonal and den-
dritic connections is described by fields of attraction and repulsion, with gradient
descents mediated by contact sensitivities and the diffusion of chemicals. Moreover,
recent research shows that synapses undergo a process of continual dynamic for-
mation, growth and deletion throughout life (Smythies 1997). The same and similar
terms are used in mathematics and the physical sciences such as astronomy and 
cosmology, over a variety of temporal and spatial scales, many of which are far from
the scales of kinesthesia to which we are accustomed. On the one hand, morpho-
genesis is the geometry of motion, which we can grasp intuitively through time lapse
photography. On the other hand, the motions of speeding bullets and hummingbird
wings are revealed to us by high-speed cinematography.

The attribution of intention as a property of material objects was common in
earlier times by the assignment of spirits to trees, rocks, and the earth. An example
is the rising sun. From the human perspective the sun seems to ascend above the
horizon and move across the sky. In mythology this motion was assigned to an
agency such as a chariot carrying the sun, or to motivation by the music of Orpheus,
because music caused people to dance. In the Middle Ages the sun, moon, planets
and stars were thought to be carried by spheres that encircled the earth and gave
ineffable music as they rotated. The current geometric explanation is that an
observer on the earth’s surface shifts across the terminator with inertial rotation in
an acausal space-time relation. Still, we watch the sun move.
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Similarly, humans once thought that an object fell because it desired to be close
to the earth, tending to its natural state. In Newtonian mechanics it was pulled down
by gravity. In acausal, relativistic terms, it follows a geodesic to a minimal energy
state. The Newtonian view required action at a distance, which was thought to be
mediated by the postulated quintessence held over from Aristotle, the “ether.”
Physicists were misled by this fiction, which stemmed from the felt need for a
medium to transmit a causal agent. The experimental proof by Michaelson and
Morley that the ether did not exist opened the path to relativistic physics and an
implicit renunciation of gravitational causality. But physicists failed to pursue this
revolution to its completion, and instead persisted in the subject-object distinction
by appealing to the dependence of the objective observation on the subjective ref-
erence frame of the observer.

In complex, multivariate systems interactive at several levels like brains, causal
sequences are virtually impossible to specify unequivocally. Because it introduced
indeterminacy, evidence for feedback in the nervous system was deliberately sup-
pressed in the first third of the twentieth century. It was thought that a neuron in a
feedback loop could not distinguish its external input from its own output. An
example was the reaction of Ramón y Cajal to a 1929 report by his student Rafael
Lorente de Nó, who presented Cajal with his Golgi study of neurons in the entorhi-
nal cortex (Freeman 1984). He constructed diagrams of axodendritic connections
among the neurons with arrows to indicate the direction of transmission, and he
deduced that they formed feedback loops. Cajal told him that his inference was
unacceptable, because brains were deterministic and could not work if they had
feedback. He withdrew his report from publication until Cajal’s death, in 1934.After
he published it (Lorente de Nó 1934), it became an enduring classic, leading to the
concept of the nerve cell assembly by its influence on Donald Hebb (1949), and to
neural networks and digital computers by inspiring Warren McCulloch and through
him John von Neumann (1958). The concept of linear causality similarly slowed
recognition and acceptance of processes of self-organization in complex systems, by
the maxim that “nothing can cause itself.”The phrase “self-determination” was com-
monly regarded as an oxymoron. A similar exclusion delayed acceptance of the
concept of reafference, also called corollary discharge (Freeman 1995).

8 Applications in Philosophy

Description of a linear causal connection is based on appeal to an invariant rela-
tionship between two events. If an effect follows, the cause is sufficient; if an effect
is always preceded by it, then the cause is necessary. From the temporal order and
its invariance, as attested by double-blind experimental controls to parcellate the
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antecedents, an appearance of necessity is derived.The search concludes with assign-
ment of an agency, that has responsibility for production, direction, control or 
stimulation, and that has its own prior agency, since every cause must also be an
effect.

According to David Hume (1739), causation does not arise in the events; it
emerges in the minds of the observers. The temporal succession and spatial conti-
guity of events that are interpreted as causes and effects comprise the invariant con-
nection. It is the felt force of conjoined impressions that constitutes the quale of
causality. Since the repetition of these relations adds no new idea, the feeling of the
necessity has to be explained psychologically. He came to this conclusion from an
abstract premise in the doctrine of the nominalism, according to which there are no
universal essences in reality, so the mind cannot frame a concept or image that cor-
responds to any universal or general term, such as causality. This was opposed, then
as now, to the doctrine of scientific realism. Hume and his nominalist colleagues
were anticipated 500 years earlier by the work of Thomas Aquinas (1272), who 
conceived that the individual forms of matter are abstracted by the imagination
(“phantasia”) to create universals that exist only in the intellect, not in matter.
Early-twentieth-century physicists should have completed the Humean revolution
in their development of quantum mechanics, but they lost their nerve and formu-
lated instead the Copenhagen interpretations, which reaffirmed the subject-object
distinction of Plato and Descartes, despite the force of their own discoveries staring
them in the face. Phenomenologists before Heidegger maintained the error, and
postmodern structuralists persist in it. For example, instead of saying “Causality is
a form of knowing,” they say “The attribution of causality is a form of knowing.”
That is, “Causality really does exist in matter, but it is a matter of choice by humans
whether to believe it.”

Conversely, Mill (1873, pp. 101–102)) accepted “the universal law of causation”
but not necessity: “. . . the doctrine of what is called Philosophical Necessity”
weighed on my existence like an incubus. . . . I pondered painfully on the subject,
till gradually I saw light through it. I perceived, that the word Necessity, as a name
for the doctrine of Cause and Effect applied to human action, carried with it a mis-
leading association; and that this association was the operative force in the depress-
ing and paralyzing influence which I had experienced.” Mill developed his position
fully in “A System of Logic” (1843).

Kant (1781) insisted that science could not exist without causality. Since causal-
ity was for him a category in mind, it follows that science is a body of knowledge
about the world but is not in the world. Causality then becomes a basis for agree-
ment among scientists regarding the validation of relationships between events, and
the prediction of actions to be taken for control of events in the world. Since it could
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not be validated by inductive generalization from sense data, but was nevertheless
essential to give wholeness and completion to experience [Apperzeption], Kant con-
cluded that it must be “a priori” and “transcendental” over the sense data. This led
him to designate causality as a category [Kategorie] in and of the mind, along with
space and time as the forms of perception [Anschauungsformen] by which the sense
data were irretrievably modified during assembly into perceptions, making the real
world [das Ding an sich] inaccessible to direct observation.

Friedrich Nietzsche (1886, p. 48) placed causality in the mind as the expression of
free will: “The question is in the end whether we really recognize the will as effi-
cient, whether we believe in the causality of the will: if we do—and at bottom our
faith in this is nothing less than our faith in causality itself—then we have to make
the experiment of positing the causality of the will hypothetically as the only one
. . . the will to power.”

Hilary Putnam (1990, p. 81) assigned causality to the operation of brains in the
process of observation: “Hume’s account of causation . . . is anathema to most
present-day philosophers. Nothing could be more contrary to the spirit of recent
philosophical writing than the idea that there is nothing more to causality than reg-
ularity or the idea that, if there is something more, that something more is largely
subjective.” Putnam (ibid., p, 75) also wrote: “If we cannot give a single example of
an ordinary observation report which does not, directly or indirectly, presuppose
causal judgments, then the empirical distinction between the ‘regularities’ we
‘observe’ and the ‘causality’ we ‘project onto’ the objects and events involved in the
regularities collapses. Perhaps the notion of causality is so primitive that the very
notion of observation presupposes it?”

Davidson (1980, p. 19) made a case for “anomalous monism” to resolve the appar-
ent contradiction between the deterministic laws of physics, the necessity for
embodiment of mental processes in materials governed by those fixed laws, and the
weakness of the “laws” governing psychophysical events as distinct from statistical
classes of events: “Why on earth should a cause turn an action into a mere hap-
pening and a person into a helpless victim? Is it because we tend to assume, at least
in the arena of action, that a cause demands a causer, agency and agent? So we press
the question; if my action is caused, what caused it? If I did, then there is the absur-
dity of an infinite regress; if I did not, I am a victim. But of course the alternatives
are not exhaustive. Some causes have no agents. Among these agentless causes are
the states and changes of state in persons which, because they are reasons as well
as causes, constitute certain events free and intentional actions.”

Davidson’s premises have been superseded in two respects. First, he postulated
that brains are material systems, for which the laws of physics support accurate pre-
diction. He described brains as “closed systems.” In the past three decades numer-
ous investigators have realized that brains are open systems, as are all organs and
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living systems, with an infinite sink in the venous return for waste heat and entropy,
so that the 1st and 2nd laws of thermodynamics do not hold for brains, thus negat-
ing one of his two main premises. Second, he postulated that, with respect to
meaning, minds are “open” systems, on the basis that they are continually acting
into the world and learning about it.The analyses of electrophysiological data taken
during the operations of sensory cortices during acts of perception indicate that
meaning in each mind is a closed system, and that meaning is based in chaotic 
constructions, not in information processing, thus negating the other of his two 
main premises. In my view, neurons engage in complex biochemical operations 
that have no meaning or information in themselves, but inspire meaning in
researchers who measure them.The degree of unpredictability of mental and behav-
ioral events is in full accord with the extent of variations in the space-time patterns
of the activity of chaotic systems, thus removing the requirement for the adjective,
“anomalous,” because it applies to both sets of laws for the material and mental
aspects of living systems. Moreover, the adoption of the concept “circular causality”
from physics and psychology removes agency. That which remains is “dynamical
monism.”

9 Applications of Causality in Medical Technology

Causality is properly attributed to intentional systems, whose mechanisms of explor-
ing, learning, choosing, deciding, and acting constitute the actualization of the feeling
of necessary connection, and of the cognitive metaphor of agency. It is properly used
to describe technological intervention into processes of the material world after
analysis of the interrelations of events. Surmounting linear causal thinking may
enable neuroscientists to pursue studies in the dynamics of the limbic system to
clarify the meanings of statistical regularities in chaotic, self-organizing systems and
change their outcomes by experimental manipulation. Social scientists may take
advantage of the discovery of a biological basis for choice and individual responsi-
bility to strengthen our social and legal institutions by complementing environ-
mental and genetic linear causation.The nature-nurture debate has neglected a third
of the determinant triad: the self. People can and do make something of themselves.
Neurophilosophers studying consciousness in brain function may find new answers
to old questions by re-opening the debate on causality. What acausal relations arise
among the still inadequately defined entities comprising brains? What is the global
operator of consciousness? The mind-brain problem is not solved, but it can be
transplanted to more fertile ground.

My proposal is not to deny or abandon causality, but to adapt it as an essential
aspect of the human mind/brain by virtue of its attachment to intentionality. This
can be done by using the term ‘circular causality’ divorced from agency in the 
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sciences, and the term ‘linear causality’ in combination with agency in the tech-
nologies, including medical, social, legal, and engineering applications.

For example, medical research is widely conceived as the search for the causes of
diseases and the means for intervention to prevent or cure them. A keystone in
microbiology is expressed in the postulates Robert Koch formulated in 1881 to
specify the conditions that must be met in order to assign a causal relation between
a microorganism and a disease:

(1) the germ must always be found in the disease; (2) it must be isolated in pure culture from
the diseased individual; (3) inoculation with the isolated culture must be followed by the same
disease in a suitable test animal; and (4) the same germ must be isolated in pure culture from
the diseased test animal.

These postulates have served well for understanding transmissible diseases and pro-
viding a biological foundation for developing chemotherapies, vaccines, and other
preventatives. Public health measures addressing housing, nutrition, waste disposal,
and water supplies had already been well advanced in the nineteenth century for
the prevention of pandemics such as cholera, typhoid, tuberculosis, and dysentery,
on the basis of associations and to a considerable extent on the basis of the maxim
“Cleanliness is next to godliness.” This was intentional behavior of a high order
indeed. The new science brought an unequivocal set of targets for research on
methods of prevention and treatment.

The most dramatic development in neuropsychiatry was the finding of spirochetes
in the brains of patients with general paresis, for which the assigned causes had been
lifestyles of dissolution and moral turpitude.The discovery of the “magic bullet” 606
(arsphenamine) established the medical model for management of neuropsychiatric
illness, which was rapidly extended to viruses (rabies, polio, measles), environmen-
tal toxins (lead, mercury, ergot), vitamin and mineral deficiencies (cretinism,
pellagra), hormonal deficits (hypothyroidism, diabetic coma, lack of dopamine in
postencephalitic and other types of Parkinson’s disease), and genetic abnormalities
(phenylketonuria, Tourette’s Syndrome, Huntington’s chorea). Massive research
programs are under way to find the unitary causes and the magic bullets of
chemotherapies, replacement genes, and vaccines for Alzheimer’s, neuroses, psy-
choses, and schizophrenias. The current explanations of the affective disorders—too
much or too little dopamine, serotonin, etc. —resemble the Hippocratic doctrine of
the four humors, imbalances of which were seen as the causes of diseases.

There are compelling examples of necessary connections. Who can doubt that
Vibrio causes cholera, or that a now-eradicated virus caused smallpox? However,
these examples come from medical technology, in which several specific conditions
hold. First, the discoveries in bacteriology came through an extension of human per-
ception through the microscope to a new spatial scale. This led to the development
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by Rudolf Virchow of the cellular basis of human pathology. The bacterial adver-
saries were then seen as having the same spatial dimensions as the cells with which
they were at war. The bacterial invaders and the varieties of their modes of attack
did not qualitatively differ from the macroscopic predators with which mankind had
always been familiar, such as wolves and crocodiles, which humans eradicate, avoid,
or maintain in laboratories and zoos. Second, the causal metaphor motivated the
application of controlled experiments to the isolation and analysis of target bacte-
rial and viral species, vitamins, toxic chemicals, hormones, and genes. It still does
motivate researchers, with the peculiar potency of intermittent reinforcement by
occasional success. The latest example is the recognition that pyloric ulcers are
caused by a bacillus and not by psychic stress or a deleterious lifestyle, implying that
the cause is “real” and not just “psychosomatic.” Third, the research and therapies
are directly addressed to humans, who take action by ingesting drugs and seeking
vaccinations, and who perceive changes in their bodies thereafter.A feeling of causal
efficacy is very powerful in these circumstances, and many patients commit them-
selves without reservation to treatments, well after FDA scientists by controlled
studies have shown them to be ineffective. The urgency of conceptualizing causal-
ity to motivate beneficial human actions does not thereby establish the validity of
that agency among the objects under study. Feeling is believing, but it is not knowing.
The feeling of causal agency in medicine has led to victories, but also to mistakes
with injury and death on a grand scale.

Koch’s postulates approach a necessary connection of a bacillus to an infectious
disease, but not the sufficient conditions. Pathogens are found in healthy individu-
als as well, and often not in the sick. Inoculation does not always succeed in pro-
ducing the disease. These anomalies can be, and commonly are, ignored, if the
preponderance of evidence justifies doing so, but the classical criteria for causality
are violated, or are replaced with statistical judgments. A positive culture of a bacil-
lus is sufficient reason to initiate treatment with an antibiotic, even if it is the wrong
disease. Similarly, pathologists cannot tell the cause of death from their findings at
autopsy. They are trained to state what the patient died “with” and not “of.” It is the
job of the coroner or a licensed physician to assign the cause of death. The causes
of death are not scientific.They are social and technological, and they concern public
health, economic well being, and the apprehension of criminals.

Another example of the social value of causality is the statement “Smoking causes
cancer.” This is a clear and valid warning that a particular form of behavior is likely
to end in early and painful death. On the one hand, society has a legitimate inter-
est in maintaining health and reducing monetary and emotional costs by investing
the strong statistical connection with the motivating status of causality. On the other
hand, the “causal chain” by which tobacco tars are connected to the unbridled pro-
liferation of pulmonary epithelial tissue is still being explored, and a continuing
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weakness of evidence for the complete linear causal chain is being used by tobacco
companies to claim that there is no proof that smoking causes cancer. Thus the
causal argument has been turned against society’s justifiable efforts to prevent
tobacco-related illnesses.

10 The Technology of Mental Illness

The most complex and ambiguous field of medicine concerns the causes and treat-
ments of mental disorders. Diagnosis and treatment for the past century have been
polarized between the medical model of the causes of diseases, currently held in
biological psychiatry, and psychoanalysis, the talking cure. Sigmund Freud was
impressed with the phenomena of hysteria, in which patients suffered transient dis-
abilities, such as blindness and paralysis, but presented no evidence of infection or
anatomical degeneration in their brains. He drew on his background in clinical neu-
rology to develop a biological hypothesis (1895) for behavior, based on the flow of
nerve energy between neurons through “contact barriers” (named ‘synapses’ by
Foster and Sherrington 3 years later). Some axonal pathways developed excessive
resistance at these barriers, deflecting nerve energy into unusual channels by “neu-
ronic inertia,” giving rise to hysterical symptoms.Within a decade he had abandoned
the biological approach as “premature,” working instead with his symbolic model
of the id, the ego, and the superego, but his ideas were generalized to distinguish
“functional” from “organic” diseases. Traumatic childhood experiences warped the
development of the contact barriers. Treatment was to explore the recesses of
memory, bring the resistances to awareness, and reduce them by client and thera-
pist reasoning together following transference and countertransference.

The bipolarization between the organic and the functional has been stable for a
century. Patients and practitioners have been able to choose their positions in this
spectrum of causes according to their beliefs and preferences. Some patients are
delighted to be informed that their disorders are due to chemical imbalances, that
are correctable by drugs and are not their fault or responsibility. Others bitterly
resent the perceived betrayal by their bodies, and they seek healing through the
exercise of mental discipline and the power of positive thinking. But the balance
has become unstable with two new circumstances. One is the cost of medical care.
Health maintenance organizations are pressuring psychiatrists to see more patients
in shorter visits, to dispense with oral histories and the meanings of symptoms for
the patients, and to get them quickly out the door with packets of pills. The power
of biological causality is clearly in operation as a social, not a scientific, impetus,
operating to the detriment of people with complex histories and concerns.

The other circumstance is the growing realization among mental health care 
specialists that chemical imbalances, poor genes, and unfortunate experiences of
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individuals are insufficient explanations to provide the foundations for treatment.
Of particular importance for the onset, the course, and the resolution of an illness
are the social relations of individuals, families, neighborhoods, and religious com-
munities and the milieu of national policies and events. Conflicts rage over the
assignment of the cause of chronic fatigue syndrome to neuroticism or to a virus, of
“Gulf War Syndrome” to malingering or a neurotoxin, and of post-traumatic stress
disorder to battle fatigue or a character deficit. The dependence of the debates on
causality is fueled by technological questions of human action: What research is to
be done? What treatments are to be given? Who is to pay for the treatments? Suc-
cessful outcomes are known to depend less on pills and counseling than on mobi-
lization of community support for distressed individuals (Frankl 1973). These
complex relations, involving faith and meaning among family and friends, may be
seriously violated by reduction to unidirectional causes. Patients may be restored to
perfect chemical balance and then die anyway in despair. Families may disintegrate
into endless recrimination and self-justification, from lack of tolerance of misdi-
rected parental and filial intentions and honest mistakes. So it is with patient-doctor
relations. To seek and find a cause is to lay the blame, opening the legal right to sue
for compensation for psychological injury and distress. These, too, are legacies of
linear causal thinking.

Abnormal behavior in states of trance or seizure was attributed in past centuries
to the loss or willing surrender of self-control to possession by exotic spirits. In the
West the failure of responsibility was codified as legal insanity in 1846 according to
the McNaughton Rule: “[To] establish a defense on the grounds of insanity, it must
be clearly proven that at the time of the committing of the act, the party accused
was laboring under such a defect of reason, from disease of the mind, as not to know
the nature and quality of the act he was doing, or, if he did know it, that he did not
know he was doing what was wrong.” In the terms of the present analysis, for behav-
ior to be insane the neural components of the limbic system must have entered into
basins of attraction that are sufficiently strange or unusually stable to escape control
by the global state variable.This view encompasses the two facets of causality, micro-
scopic and macroscopic, that compete for control of the self, but it is not an ade-
quate statement of the problem. In fact the case on which the rule was based was
decided on political grounds (Moran 1981). Daniel McNaughton was a Scotsman
engaged in ideal-driven assassination, and his transfer by the British authorities
from Newgate Prison to Bethlam Hospital was designed to prevent him from testi-
fying in public. A similar move for similar reasons was made by the American gov-
ernment by sending the poet Ezra Pound, charged with treason in World War II, to
St. Elizabeth’s Hospital rather than to the federal prison at Leavenworth. The point
is that judgments about which acts are intentional and which are not are made by
society, in last resort by judges and juries in courts of law, not by doctors, scientists,
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or individuals in isolation. What biology can offer is a foundation on which to con-
struct a social theory of self-control.

11 The Science versus the Technology of Self-Control

The role of causality in self-awareness is close to the essence of what it is to be
human. Nowhere is this more poignant than in the feeling of the need for self-
control. Materialists and psychoanalysts see the limbic self as a machine driven by
metabolic needs and inherited instincts, the id, that carries the ego as a rational critic
that struggles to maintain causal control, as befits the Cartesian metaphor of the
soul as the pilot of a boat, by adjudicating blind forces. Structure and chemistry are
genetically determined. Behaviorist psychologists confuse motivation with intention
and view behavior as the sum of reflexes, caused by environmental inputs and socio-
biological processes, while consciousness is epiphenomenal.

Functionalists see the mind as equivalent to software that can be adapted to run
on any platform, once the algorithms and rules have been discovered. Logical oper-
ations on symbols as representations are the causes of rational behavior, and the
unsolved problems for research concern the linkage of the symbols with activities
of neurons and with whatever the symbols represent in the world.That research will
be unnecessary, if the linkages can made instead to the components of intelligent
machines resembling computers (Fodor 1981). Unfortunately the only existing intel-
ligent beings have evolved from lower species, and our brains contain the limbic
system as irrational baggage. Outputs from the logic circuits in the neocortex, before
reaching the motor apparatus, are filtered through the limbic system, where emo-
tions are attached that distort and degrade the rational output. Consciousness is a
mystery to be explained by “new laws of physics” (Penrose 1994; Chalmers 1996).

Existentialists hold that humans choose what they become by their own actions.
The cause of behavior is the self, which is here described as emerging through the
dynamics in the limbic system. The ego constituting awareness of the self discovers
its own nature by observing and analyzing its actions and creations, but cannot claim
credit for them. In extreme claims advanced by Nietzsche and Sartre, the ego is
unconstrained by reality. In more modest terms, because of the circularity of the
relation of the self and its awareness, the future actions of the self are shaped in the
context of its irrevocable past, its body, its given cultural and physical environment,
and its present state of awareness, which is its own creation. The finite brain grap-
ples with the infinity of the world and the uncertainty of the interlocked futures of
world and brain, by continually seeking the invariances that will support reliable
predictions. Those predictions exist as awareness of future possibilities, without
which the self cannot prevail. They are expressed in the feeling of hope: the future
need not merely happen; to some extent it can be caused.
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Conclusion

The interactions between microscopic and macroscopic domains lie at the heart of
self-organization. How do all those neurons simultaneously get together in a virtual
instant, and switch from one harmonious pattern to another in an orderly dance,
like the shuttle of lights on the “magic loom” of Sherrington (1940)? The same
problem holds for the excitation of atoms in a laser, leading to the emergence of
coherent light from the organization of the whole mass; for the coordinated motions
of molecules of water and air in a hurricane; for the orchestration of the organelles
of caterpillars in metamorphosing to butterflies; and for the inflammatory spread of
behavioral fads, rebellions, and revolutions that sweep entire nations.All these kinds
of events call for new laws such as those developed in physics by Haken (1983), in
chemistry by Prigogine (1980), in biology by Eigen and Schuster (1979), in sociol-
ogy by Foucault (1976), and in neurobiology by Edelman (1987), which can address
new levels of complexity that have heretofore been inaccessible to human compre-
hension. Perhaps these will serve as the “new laws” called for by Penrose (1994)
and Chalmers (1996), but they need not lead to dualism or panpsychism. They can
arise as logical extensions from the bases of understanding we already have in these
several realms of science, none of which can be fully reduced to the others.

Consciousness in the neurodynamic view is a global internal state variable com-
posed of a sequence of momentary states of awareness. Its regulatory role is com-
parable to that of the operator in a thermostat, that instantiates the difference
between the sensed temperature and a set point, and that initiates corrective action
by turning a heater on or off. The machine state variable has little history and no
capacities for learning or determining its own set point, but the principle is the same:
the internal state is a form of energy, an operator, a predictor of the future, and a
carrier of information that is available to the system as a whole. It is a prototype,
an evolutionary precursor, not to be confused with awareness, any more than
tropism in plants and bacteria is to be confused with intentionality. In humans, the
operations and informational contents of the global state variable, which are 
sensations, images, feelings, thoughts, and beliefs, constitute the experience of 
causation.

To deny this comparability and assert that humans are not machines is to miss
the point. Two things distinguish humans from all other beings. One is the form and
function of the human body, including the brain, which has been given to us by 3
billion years of biological evolution.The other is the heritage given to us by 2 million
years of cultural evolution. Our mental attributes have been characterized for mil-
lennia as the soul or spirit or consciousness that makes us not-machines.The unique-
ness of the human condition is not thereby explained, but the concept of circular
causality provides a tool for intervention, when something has gone wrong, because
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the circle can be broken into forward and feedback limbs. Each of them can be
explained by linear causality, which tells us where and how to intervene. The only
error would be to assign causal agency to the parts of the machine.

Science provides knowledge of relations among objects in the world, whereas
technology provides tools for intervention into the relations by humans with intent
to control the objects. The acausal science of understanding the self distinctively
differs from the causal technology of self-control. “Circular causality” in self-
organizing systems is a concept that is useful to describe interactions between 
microscopic neurons in assemblies and the macroscopic emergent state variable that
organizes them. In this review intentional action is ascribed to the activities of the
subsystems.Awareness (fleeting frames) and consciousness (continual operator) are
ascribed to a hemisphere-wide order parameter constituting a global brain state.
Linear causal inference is appropriate and essential for planning and interpreting
human actions and personal relations, but it can be misleading when it is applied to
microscopic-microscopic relations in brains. It is paradoxical to assign linear causal-
ity to brains, and thereby cast doubt on the validity of causal agency (free will) in
choices in and by humans, just because they are materialized in phase transitions in
their brains.
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II PHILOSOPHY





Some philosophers argue that Descartes was wrong when he characterized animals
as purely physical automata—robots devoid of consciousness. It seems to them
obvious that animals (tigers, lions, and bears, as well as chimps, dogs, and dolphins,
and so forth) are conscious. There are other philosophers who argue that it is not
beyond the realm of possibility that robots and other artificial agents may someday
be conscious—and it is certainly practical to take the intentional stance toward 
them (the robots as well as the philosophers) even now. I’m not sure that there 
are philosophers who would deny consciousness to animals but affirm the 
possibility of consciousness in robots. In any case, and in whatever way these 
various philosophers define consciousness, the majority of them do attribute 
consciousness to humans. Among this group, however, are philosophers and 
scientists who want to reaffirm the idea, explicated by Shadworth Holloway
Hodgson in 1870, that in regard to action the presence of consciousness does not
matter, since it plays no causal role. Hodgson’s brain generated the following
thought: Neural events form an autonomous causal chain that is independent of any
accompanying conscious mental states. Consciousness is epiphenomenal, incapable
of having any effect on the nervous system. James (1890, p. 130) summarizes the 
situation:

To Descartes belongs the credit of having first been bold enough to conceive of a completely
self-sufficing nervous mechanism which should be able to perform complicated and appar-
ently intelligent acts. By a singularly arbitrary restriction, however, Descartes stopped short
at man, and while contending that in beasts the nervous machinery was all, he held that the
higher acts of man were the result of the agency of his rational soul. The opinion that beasts
have no consciousness at all was of course too paradoxical to maintain itself long as anything
more than a curious item in the history of philosophy. And with its abandonment the very
notion that the nervous system per se might work the work of intelligence, which was an inte-
gral, though detachable part of the whole theory, seemed also to slip out of men’s concep-
tion, until, in this century, the elaboration of the doctrine of reflex action made it possible
and natural that it should again arise. But it was not till 1870, I believe, that Mr. Hodgson
made the decisive step, by saying that feelings, no matter how intensely they may be present,

6 Where’s the Action? Epiphenomenalism and the Problem of 
Free Will
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can have no causal efficacy whatever, and comparing them to the colors laid on the surface
of a mosaic, of which the events in the nervous system are represented by the stones. Obvi-
ously the stones are held in place by each other and not by the several colors which they
support.1

The question “Does consciousness cause behavior?” is thus answered in the nega-
tive by epiphenomenalists. It is often thought that (1) this question, as it is com-
monly understood,2 is directly related to the question of free will, and (2) if one is
an epiphenomenalist one cannot accept the idea of free will. Although it seems that
the truth of the second statement would imply the truth of first one, I will argue that
(1) is false, even if (2) is true (although, to be clear, I don’t think that (2) is true).
The reason for this has to do with what I am calling the common understanding of
the question. This understanding can be stated succinctly as follows: when we ask
whether consciousness causes behavior we are asking whether consciousness plays
a role in the initiation of bodily movement and motor control. I do not want to claim
that this understanding controls the entire discussion of free will. I suggest, however,
that it does characterize a large part of the thinking that goes on in one corner of
the discussion, specifically in the debates between epiphenomenalists and interac-
tionists. I’ll try to present evidence or examples for how pervasive this understand-
ing is, at least in this one small corner of philosophical discussion.

1 The Question as Commonly Understood

The common understanding of the question can be seen in the epiphenomenalist
answer where causal efficacy is attributed to neural mechanisms but not to con-
sciousness. Neural events cause bodily movement and consciousness, but con-
sciousness cannot cause neural events or bodily movement. The understanding of
the question itself, however, had already been set by Descartes and involves the
Cartesian concept of mind as a mental space in which I control my own thoughts
and actions. Strictly speaking, for Descartes, only mental actions (volitions) are free;
actions of the body are not free, but are governed by physical laws.3 This concept of
the mind, as an interior space that is accessible to reflection, frames the modern
question. On the Cartesian view, the problem is to explain how the mind directs the
body, since what makes a certain bodily movement an action is the contribution of
these mental processes. Descartes suggested that the mental events somehow inter-
act with the brain, which then activates the muscles.4 Without such interaction we
have mere behavior, the sort of thing possible for automata and animals. Unless the
action is initiated in the mind—acted out, in some cases, explicitly in imagination—
then the external behavior is not really an action. Action on this definition is always
voluntary or intentional action. If my bodily movement is not intentional, then it is
mere behavior, something like reflex behavior. If my bodily movement is deter-
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mined by something other than my own reflective thought, then it is involuntary
movement, but not action.

The epiphenomenalist adopts the same Cartesian framework and simply answers
No to the question. Action is nothing more than motor behavior determined by
processes other than conscious thought. The epiphenomenalist does not deny that
there is conscious thought, or even necessarily that conscious thought appears to be
something similar to that which Descartes describes. But consciousness simply does
not have causal efficacy in regard to the organism’s behavior.

On this reading, it is possible for a Cartesian and an epiphenomenalist to agree
on the phenomenology, but disagree on the etiology of action. What is the pheno-
menology that they could agree on? Allegedly it is just this: when I act I reflec-
tively experience having a desire or intention and then in some way experience the
generation of bodily movement. My action appears to be formed in these mental
processes, and insofar as I am conscious of these mental processes along with my
bodily movements, my actions appear to be under my conscious control. The Carte-
sian will then say that what appears to be the case is the case; the epiphenomenal-
ist will say that what appears to be the case is not the case. Both are answering the
same question. Do these mental processes cause the bodily movements which con-
stitute my behavior? The idea of free action emerges if the answer is Yes. The inten-
tion that we experience and the movement that follows is the result of our willing
to do the action. If the answer is No, then the intention is nothing more than a feeling
produced by brain processes that really control the action. My sense of agency is
simply a by-product of neural happenings, and it lacks veracity.

The concept of free will, then, commonly gets understood in terms of this ques-
tion. Does the conscious mental event operate as a cause that moves or directs the
body? Is there some kind of direct transformation from conscious willing to moving
muscles? Within this Cartesian frame of mind, Carpenter (1874) describes the
mental state as closing a physical circuit in the “nerve-force” or as a translation
between the psychical and the physical. For the epiphenomenalist, however, there
is no interaction, no circuit to be closed, no translation. To say there is, is to say that
physical causality is insufficient to explain physical events.

2 Reflective and Perceptual Theories

Within this debate different views of how consciousness relates to action are some-
times cast in terms of a reflective theory of how movements are under conscious
control. On this kind of theory consciousness enters into the explanation of action
just insofar as my action is controlled by my introspectively reflective choice-
making, together with a self-monitoring of movement. The reflective theory, as
Naomi Eilan characterizes it,“holds that it is some form of reflection on some aspect
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of the intention or the action that makes the action conscious” (2003, p. 189), and
that puts me in control. That is, attentional consciousness is directed at my inner
intention, and at how that intention is translated into bodily movement.5 Perceptual
theories, in contrast, state that “it is some form of consciousness of the environment
that makes the action conscious” (ibid.). Eilan specifies this by explaining that 
perception plays two knowledge-yielding roles in regard to action. First, it delivers
knowledge of the environmental objects or events that we target with the action.
Second, perceptual feedback provides knowledge of whether the action was prop-
erly accomplished (see Eilan 2003, p. 190).

We can clarify the difference between the reflective and perceptual theories by
considering a simple case of normal action such as getting a drink. I’m thirsty and
decide to get a drink. I get up from my desk and walk to the fridge, open it and
reach in for a drink. On the reflective theory, my action originates in (is caused by)
my conscious decision to get a drink, and this conscious decision is usually described
in terms of becoming aware of my desire for a drink motivated by thirst sensations,
having a belief that there is something to drink in the fridge, and then, for just these
reasons consciously moving my body in the direction of the drink. This may be an
oversimplified version of the story, but it provides a clear indication of the kinds of
conscious processes required to effect the action according to this theory. The basic
idea is that I initiate and control my action by consciously deciding on what I want,
and consciously moving my body to accomplish the goal. Consciousness, on this
view, is self-attending or self-monitoring. On the perceptual theory, in contrast, con-
sciousness is primarily directed toward the world. I’m conscious of the thing that I
want to get, where I’m moving and what I’m looking for—the fridge, the drink. This
perception-for-action is complemented by perceptual feedback—proprioceptive
and visual—that tells me that I’ve accomplished (or failed to accomplish) my goal.
Perceptual consciousness seems important for making the action successful, and so
plays a necessary and causal role in moving the action along.

The perceptual theory of how consciousness causes behavior, however, fares no
better than the reflective theory from the point of view of epiphenomenalism. All
the perceptual aspects described above can be causally explained in terms of third-
person physical mechanisms. The kind of perceptual information described by the
perceptual theory is precisely the kind of perceptual input that is required for motor
control. Indeed, most perceptual information of this sort is unconsciously processed,
and, according to epiphenomenalism, it is that information processing that is
running the show (see e.g., Jeannerod 2003; Pockett, this volume, for a summary of
such accounts). It is clear that we can build a non-conscious robot that could retrieve
a drink from the fridge, and it is also quite clear that the initial motivation—our
thirst—is itself reducible to non-conscious processes that launch the larger action
process. Consciousness may keep us informed about what is going on in broad and
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general terms, it can act as a “dormant monitor” (Jeannerod 2003, p. 162), and so
allow us to know what we are doing, but it plays no role in the causal processes that
move us. We, as conscious animals, are seemingly just along for the ride.

Differences between reflective and perceptual theories aside, what becomes clear
about the way the question gets asked (and, as I will argue, what is problematic
about this discourse when it is applied to the issue of free will), is summarized nicely
by Joëlle Proust (2003, p. 202):“Standard philosophical approaches [to] action define
action in terms of a particular psychological state causing a relevant bodily move-
ment.” She indicates that there is “now widespread convergence on this causal
approach,” even if there is some disagreement about the kind of psychological state
involved. The familiar candidates, at least on the reflective approach, are desire and
belief (Davidson 1980; Goldman 1970) or intentions (Searle 1983; Mele 1992), pro-
viding conceptual reasons for acting. The best arguments for giving causal efficacy
to consciousness are posed in these terms, and these terms are precisely the ones
rejected by epiphenomenalism.An epiphenomenalist might say that there is no nec-
essary connection between the justification of action and the cause of action, since
animals are capable of purposeful actions without having a worked out conceptual
understanding of why they acted that way (Proust 2003, pp. 203–204). And we know
that even humans who may have well-thought out reasons for acting in a particu-
lar way, may in fact be acting in that way due to different and unconscious reasons.

Proust’s examination of “minimal” actions (Bach 1978), for example, postural
shifts, pre-attentive movements such as the scratching of an itch or avoiding an
object in the environment—even cast in terms of Searle’s (1983) notion of “inten-
tion in action,” which specifies the details of how intentions are to be realized, and
even if it drops the quest for large or complex psychological states in favor of more
perceptual models—retains the focus on causal control of relevant bodily move-
ments. “An intention in action has to do with the routine, unplanned ways of coping
with the environment . . . it also accounts for the specific dynamics of the bodily
movements through which an action is being performed” (Proust 2003, p. 206). This
brings us back to perceptual processes, and, as Proust notes, the difficulty (although
not for epiphenomenalists) is that these minimal actions may be fully unconscious.
For Proust, “what is pertinent is whether or not the bodily movements tend to be
under the agent’s guidance. . . . Whatever the causal antecedents of a specific goal-
directed movement may be, what makes it an action is the contribution of the cor-
responding agent to actively maintain the orientation of his bodily effort towards
achieving a target event.” (p. 207) On this view, as on the “standard philosophical
approaches,” or on what I have called the common understanding of the question,
which includes the epiphenomenal view, the agent performs its action by keeping
its body under control. It does this either explicitly for reflective conscious reasons,
or in an implicit (pre-reflective) perceptual way, or unconsciously.
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In general terms I think that a good understanding of motor control and the per-
formance of action can be worked out in terms of perceptual and non-conscious
processes (Gallagher 1995). However, these issues get carried over into questions
about whether action is free or not, and more generally into debates about free will,
and this is where things start to go wrong.

3 Libetarian Experiments

A good example of how things can go wrong can be found in the debates that sur-
round the experiments conducted by Benjamin Libet (1985; 1992; 1996; Libet et al.
1983). As Libet says, “the operational definition of free will in these experiments
was in accord with common views” (1999, p. 47). Libet’s experiments show that
motor action and the sense of agency depend on neurological events that we do not
consciously control, and that happen before our conscious awareness of deciding or
moving. In one of Libet’s experiments, subjects with their hands on a tabletop are
asked to flick their wrists whenever they want to. Their brain activity is monitored,
with special attention given to the time course of brain activity leading up to the
movement, between 500 milliseconds and 1 second. Just before the flick, there is 
50ms of activity in the motor nerves descending from motor cortex to the wrist. But
this is preceded by several hundred (up to 800) ms of brain activity known as the
readiness potential (RP). Subjects report when they were first aware of their deci-
sion (or urge or intention) to move their wrists by referencing a large clock that
allows them to report fractions of a second. On average, 350ms before they are con-
scious of deciding (or of having an urge) to move, their brains are already working
on the motor processes that will result in the movement. Thus, voluntary acts are
“initiated by unconscious cerebral processes before conscious intention appears”
(Libet 1985). The brain seemingly decides and then enacts its decisions in a 
nonconscious fashion, on a subpersonal level, but also inventively tricks us 
into thinking that we consciously decide matters and that our actions are personal
events.

These results motivate a question, which Libet poses in precise terms: “The initi-
ation of the freely voluntary act appears to begin in the brain unconsciously, well
before the person consciously knows he wants to act. Is there, then, any role for con-
scious will in the performance of a voluntary act?” (1999, p. 51). The epiphenome-
nalist interpretation of these results is that what we call free will is nothing more
than a false sense or impression, an illusion (Wegner 2002). Libet himself answers
in the positive: Consciousness can have an effect on our action, and free will is pos-
sible, because there is still approximately 150ms remaining after we become con-
scious of our intent to move, and before we move. So, he suggests, we have time to
consciously veto the movement (1985, p. 2003).
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Do these experiments actually address the question of free will? Only on the sup-
position that the question is correctly framed in terms of initiation and control 
of bodily movement, which is, as I indicated, the common understanding of the 
question. Patrick Haggard, who extends Libet’s experiments to demonstrate 
the importance of efferent binding, clearly makes this supposition, suggesting that
the experiments reframe the standard philosophical views: “A further consequence
of the efferent binding approach is to reorder the traditional philosophical priori-
ties in this area. The central philosophical question about action has been whether
conscious free will exits. That is, how can ‘I’ control my body?” (Haggard 2003, p.
113).6 Although Haggard maintains that the question of free will becomes unim-
portant, he does not attempt to make a clear distinction between the question of
motor control and the question of free will; indeed, for him, apparently, the ques-
tion of free will is a question about motor control. Rather, his concern is to dismiss
reflective theories of free will and to focus on a more specific aspect of motor
control, namely, in Searle’s terms, intention in action rather than prior intention.The
question becomes “How does my will or intention become associated with the
actions [i.e., the bodily movements] that it causes?” (ibid.) Will or intention, in
action, is captured, for Haggard, in the milliseconds of physiological signals of the
lateralized readiness potential, which is a more specific part of the RP. Approxi-
mately 500ms prior to the onset of movement, the bilateral RP activity begins to
lateralize to the motor cortex contralateral to the hand that will move. It is this lat-
eralized signal that generates not only the movement, but our awareness of initiat-
ing the movement. “This view places consciousness of intention much closer to the
detailed pattern of motor execution than some other accounts. [Awareness of
willing] thus looks rather like intention in action, and much less like prior inten-
tion.” (ibid., p. 118) Thus, consciousness of an action is “intertwined with the inter-
nal models thought to underlie movement control” (119).

The common understanding in the standard reflective, perceptual, or epiphe-
nomenal theories, as well as in the recent debates richly informed by neuroscience,
is that free will is either explained or explained away by what we have learned about
motor control—that is, about how “I” control my body. I propose, however, that
these are two different questions, in the same way that “Shall we go for a ride?” is
different from “How does this car work?” You should think it strange if in response
to your question “Shall we go for a ride today?” I start to tell you in precise terms
how the internal-combustion engine in my car turns the wheels. Developing a good
answer to one of these questions is not the same as answering the other.

The best answers we have to the question of motor control indicate that most
control processes happen at a sub-personal, unconscious level. As we move through
the world we do not normally monitor the specifics of our motor action in any
explicitly conscious way. As I walk out to the beach I am not normally conscious of
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how I am activating my leg muscles. The object of my awareness is the beach, the
ocean, the anticipated enjoyment of sitting in the sun and reading the latest volume
on voluntary action, or perhaps a troubling discussion I’ve just had with my friend.
Body schematic processes that involve proprioception, efference copy, forward com-
parators, and ecological information keep me moving in the right direction. Both
phenomenology and neuropsychology support a combination of perceptual and
non-conscious explanations of how we control bodily movements, and they rule out
reflective theory in the normal case. That is, in the normal situation, we do not
require a second-order representation of the bodily movement; we do not have to
be reflectively conscious of the onset of the action or the course of the movement
as we execute it. Rather, in moving, input from our perceptual experience of the
objects that we target and perceptual-ecological feedback about our bodily perfor-
mance contribute to motor control. In this context, some of the information required
for motor control is consciously generated, as when I decide to reach and grasp this
particular object rather than another, or when I have a general idea which way the
beach is located. In addition, however, much of the information (for example, the
precise visual information that guides the shape of my grasp) is generated non-
consciously (Jeannerod 1997, 2003). In regard to these latter aspects, where 
conscious awareness adds nothing to motor control and may even interfere with the
timing or smoothness of action, the epiphenomenalist view is correct.

We should expect that answers to questions about how I control my body or how
I make my body move will be of this sort. That most of this control happens non-
consciously is for the best. If, as in the case of deafferentation (which involves loss
of proprioceptive feedback), we had to control our movement consciously or reflec-
tively (Gallagher and Cole 1995), or if we were normally required to consciously
represent our movements in a Cartesian mental space before we effected them in
worldly space, we would have to exert great cognitive effort and slow things down
to a significant degree.7 Libet’s results, then, are of no surprise unless we think that
we control our bodily movements in a conscious and primarily reflective way. The
Libetarian experiments are precisely about the control of bodily movement, and
even in this regard they are limited insofar as they effect an atypical involution of
the question of motor control. In the experimental situation, we are asked to pay
attention to all the processes that we normally do not attend to, and to move our
body in a way that we do not usually move it (in a rough sense, we are asked to act
in a way that is similar to the way a deafferented subject is required to act).

These experiments, however, and more generally the broader discussions of
motor control, have nothing to tell us about free will per se. If they contribute to a
justification of perceptual or epiphenomenal theories of how we control our move-
ment, these are not theories that address the question of free will. The question of
free will is a different question.
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4 The Question of Free Will

As in the experiments, something similar happens in standard philosophical con-
texts when philosophers try to find examples of free action. There is a long tradi-
tion of appealing to examples of bodily movements in discussions of free will, e.g.,
“Look how I can freely raise my arm” (Chisholm 1964; Searle 1984; Mohrhoff
1999).8 Lowe (1999, pp. 235–236) makes the following claim:

In the case of normal voluntary action, movements of the agent’s body have amongst their
causes intentional states of that agent which are ‘about’ just such movements. For instance,
when I try to raise my arm and succeed in doing so, my arm goes up—and amongst the causes
of its going up are such items as a desire of mine that my arm should go up. The intentional
causes of physical events are always ‘directed’ upon the occurrence of just such events, at
least where normal voluntary action is concerned.

Zhu, who characterizes free will as “a mediating executive mental process, which
somehow puts the bodily parts into action,” thinks of motor control as the “proto-
type” of free action (2003, p. 64). Such philosophical reflections, often cast in terms
of interactionism (mind-body or mind-brain) and specifically framed by the mind-
body problem, may be what send the neuroscientists looking for free will in the
wrong place—namely, in the realm of motor control processes, which generally turn
out to be subpersonal processes.9

The attempt to frame the question of free will in terms of these subpersonal,
motor control processes—either to dismiss it or to save it—is misguided for at least
two reasons. First, free will cannot be squeezed into time frames of 150–350ms; free
will is a longer-term phenomenon, is too slow for normal motor control, and, I will
argue, depends on consciousness. Second, the notion of free will does not apply pri-
marily to abstract motor processes or even to bodily movements that make up inten-
tional actions; rather, it applies to intentional actions themselves, described at the
highest pragmatic level of description. I have offered a clarification of these points
in other places (Gallagher 2005; Gazzaniga and Gallagher 1998). Here I will provide
a summary with the help of an example.

First, in regard to time frame, the kinds of processes associated with free actions
are not made at the spur of the moment—they are not momentary, and they cannot
fit within the thin phenomenology of the milliseconds between RP and movement.
The following example reflects the distinction between fast movement under auto-
matic control and slower voluntary action. Let me note, however, that automatic
movement is not the opposite of voluntary movement. Fast automatic movement
may be purely reflex, or it may be voluntary in the sense that it may fit into and
serve an intentional action.

At time T something moves in the grass next to my feet. At T + 150 ms the amyg-
dala in my brain is activated, and before I know why, at T + 200 ms, I jump and
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move several yards away. Here, the entire set of movements can be explained purely
in terms of non-conscious perceptual processes, neurons firing and muscles con-
tracting, together with an evolutionary account of why our system is designed in this
way. My behavior, of course, motivates my awareness of what is happening, and by
T + 1,000 ms I see that what moved in the grass was a small harmless lizard. My
next move is not of the same sort. At T + 5,000 ms, after observing the kind of lizard
it is, I decide to catch it for my lizard collection. At T + 5,150 ms I take a step back
and voluntarily make a quick reach for the lizard.

My choice to catch the lizard is quite different from the reflex behavior. What
goes into this decision involves awareness of what has just happened (I would not
have decided to catch the lizard if I had not become conscious that there was a lizard
there) and recognition of the lizard as something I could appreciate. At T +
5,150 ms I take a step back and reach for it. One could focus on this movement and
say that at T + 4,650 ms, without my awareness, processes in my brain were already
underway to prepare for my reaching action, before I had even decided to catch the
lizard—therefore, what seemed to be my free decision was actually predetermined
by my brain. But this ignores the context defined by the larger time frame, which
involves previous movement and a conscious recognition of the lizard. Furthermore,
it could easily happen that things don’t go as fast as I have portrayed, and perhaps,
waiting for the strategic moment, I don’t actually reach for the lizard until 10
seconds after I made the decision that it would be a good addition to my collection.
Now Libet and some philosophers might insist that an extra decision would have
to be made to initiate my bodily movement precisely at that time. But it is clear that
any such decision about moving is already under the influence of the initial con-
scious decision to catch the lizard. Although I do not deny that the bodily move-
ment is intimately connected with my action, my action is not well described in terms
of making bodily movements, but rather in terms of attempting to catch the lizard
for my collection, and this is spread out over a larger time frame than the experi-
mental framework of milliseconds.

This leads to the second point, which concerns the proper level of description rel-
evant to free will. As I have been suggesting, and in contrast to the common under-
standing, the question of free will is not about bodily movements but about
intentional actions. The kinds of actions that we freely decide are not the kinds of
involuted bodily movements described by Libet’s experiments. If I am reaching to
catch the lizard and you stop and ask what I am doing, I am very unlikely to say
any of the following: “I am activating my neurons.” “I am flexing my muscles.” “I
am moving my arm.” “I am reaching and grasping.” These are descriptions appro-
priate for a discussion of motor control and bodily movement, but not for the action
in which I am engaged. Rather, I would probably say “I am trying to catch this lizard
for my collection.” And this is a good description of what I freely decided to do.
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I suggest that the temporal framework for the exercise of free will is, at a
minimum, the temporal framework that allows for the process to be informed by a
conscious reflection of a certain type. This conscious reflection is not of the sort
described by the reflective theory. According to that theory, my reflective regard
would be focused on my beliefs and desires and on how to move my body in order
to achieve a goal. But when I am reaching for the lizard I am not at all thinking
about either my mental states or how to move my body—if I’m thinking about 
anything, I’m thinking about catching the lizard. My decision to catch the lizard 
is the result of a conscious reflection that is embedded or situated in the particular
context that is defined by the present circumstance of encountering the lizard 
and by the fact that I have a lizard collection. This embedded or situated reflection
is neither introspective nor focused on my body. As described by Gallagher 
and Marcel (1999, p. 25), it is “a first-person reflective consciousness that is 
embedded in a pragmatically or socially contextualized situation” that “involves the
type of activity that I engage in when someone asks me what I am doing or what I
plan to do.” In such reflection I do not make consciousness the direct introspective
object of my reflection; I do not reflect on my beliefs and desires as states within a
mental space; nor do I reflectively consider how I ought to move my arm or shape
my grasp. Rather, I start to think matters through in terms of the object to which I
am attending (the lizard), the collection I have, and the actions I can take (leave it
or catch it). When I decide to catch the lizard, I make what, in contrast to a reflex
action, must be described as a conscious free choice, and this choice shapes my
actions.10

In conscious deliberation of the sort found in situated reflection, certain things in
the environment begin to matter to the agent. Meaning and interpretation come
into the picture. The conscious deliberation of the agent, which involves memory
and knowledge about lizards and such things, is not epiphenomenal; it has a real
effect on behavior. Why I reach to catch the lizard would be inexplicable without
recourse to this kind of situated reflection. Some epiphenomenalists might object
that this relegates the explanation to a “space of reasons” rather than a “space of
causes,” and at best explains the motivation, but not the cause of the action (cf.
McDowell 1996). My reflective decision to catch the lizard does not cause me to try
to do so. But this narrow definition of causality begs the question and limits the
notion of causality to the determined mechanics of motor control. That is, as I am
suggesting, it frames the question of free will in precisely the wrong way. If the
notion of causality at stake in this debate is narrowly construed on the traditional
billiard ball model of determined mechanisms, then the question of free will is not
about causality at all. Yet it seems to me undeniable that the embedded reflection
described here does have an effect on my action, and must play a role in the expla-
nation of how (and not just why) that action is generated.
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To the extent that consciousness enters into the ongoing production of action,
and contributes to the production of further action, even if significant aspects of this
action rely on automatic non-conscious motor control, our actions are voluntary.
Voluntary actions are not about neurons, muscles, body parts, or even movement—
each of which plays some part in what is happening, and for the most part non-
consciously. Rather, all such processes are carried along by (and are intentional
because of) my conscious decision to catch the lizard—that is, by what is best
described on a personal level as my intentional action. The exercise of free will
cannot be captured in a description of neural activity or of muscle activation or of
bodily movement.

In contrast to the position I have just outlined, Daniel Dennett (2003) suggests
that the processes that constitute free will need not be conscious and need not
depend on conscious decision. Indeed, he considers it Cartesian to suggest that con-
sciousness is necessary for free will (Dennett 2003, p. 242, n. 3). The notion of a 
situated reflection, however, is not at all Cartesian, nor is it opposed to a properly
conceived epiphenomenalism. The truth of epiphenomenalism is narrowly circum-
scribed. It pertains to some of the specifics of motor control. When epiphenome-
nalist claims are made in regard to the question of free will, however, it’s a different
matter, as I have tried to show in this chapter.

I am not arguing here for a disembodied notion of free will, as something that
occurs in a Cartesian mind, nor do I mean to imply that the non-conscious brain
events that make up the elements of motor control are simply irrelevant to free will.
Indeed, for two closely related reasons, such non-conscious embodied processes,
including the kind of neurological events described by Libet, are essential to a free
will that is specifically human. First, as I have suggested elsewhere (Gallagher 2005),
non-conscious body-schematic mechanisms of motor control support intentional
action and are structured and regulated by relevant intentional goals. Following
Anscombe (1957), I would argue that these levels of operation are intentional, even
if they are not intentional actions. All such relevant processes are structured and
regulated by my intentional goals; they also limit and enable my action. When I
decide to reach for the lizard, all the appropriate physical movements fall into place
without my willing them to do so.These embodied mechanisms thus enable the exer-
cise of free will. Second, precisely to the extent that we are not required to con-
sciously deliberate about bodily movement or such things as autonomic processes,
our deliberation can be directed at the more meaningful level of intentional action.
Our possibilities for action are diminished to the extent that these supporting mech-
anisms fail. Nonetheless, proposals to answer the question of free will in terms of
mind-body or mind-brain interaction are looking in the wrong place. The relevant
interaction to consider is the interaction between a situated mind-body system and
its physical-social environment, a level of interaction found in the collecting of
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lizards, the helping of friends, and in the variety of deliberate actions that we engage
in everyday.

Thus, the exercise of free will should not be conceived as equivalent to those
processes that contribute to motor control, or to something that is generated at a
purely subpersonal level, or to something instantaneous, an event that takes place
in a knife-edge moment located between being undecided and being decided. Free
will involves temporally extended deliberative consciousness that is best described
as a situated reflection. This doesn’t mean that freely willed action is something that
occurs in the head—whether that is conceived, following a long philosophical tra-
dition, as in a mental space, or following a more recent neuroscientific conception,
as in the brain. Nor is it accomplished in a mindless way. Freely willed action is
something accomplished in the world, in situations that motivate embedded reflec-
tion, and among the things that I reach for and the people that I affect.

Notes

1. The idea that even if the animal were conscious nothing would be added to the production of behav-
ior, even in animals of the human type, was first voiced by La Mettrie (1745), and then by Cabanis (1802),
and was further explicated by Hodgson (1870) and Huxley (1874).

2. I will outline what I call the “common understanding” of this question below. By this I mean an under-
standing (or misunderstanding) that is found among many philosophers and scientists.

3. The roots of this modern idea go back at least as far as the Stoics. They helped to relocate certain
important aspects of action. For Aristotle and other Ancient Greek thinkers, morally significant action
was something that happened publicly, in the world, as a display of moral character (Arendt 1958). In
Stoic philosophy, the better parts of action are moved into the interior of the person. It no longer matters
whether the external expression of action is even possible—and it can be made impossible by the con-
straints of the situation (for example, being chained up in prison).What matters is the integrity and inten-
tions of one’s interior life; what one does, one does primarily within the space of one’s own mental realm.
As we find this thought developed in Augustine (395), one will be judged not simply by external behav-
ior, but by one’s internal intentions, which define the significance of one’s actions. As is well known,
Descartes’ concept of the mind as an interior mental space in which the exercise of will means affirm-
ing or denying ideas, derives from this tradition. For Descartes it is difficult to speak of the freedom of
mixed or composite actions, i.e., those involving mental states (volitions) followed by bodily movement
(Gaukroger 1997; Chappell 1994).

4. “Now the action of the soul consists entirely in this, that simply by willing it makes the small [pineal]
gland to which it is closely united move in the way requisite for producing the effect aimed at in the voli-
tion. . . . When we will to walk or to move the body in any manner, this volition causes the gland to impel
the spirits toward the muscles which bring about this effect.” (Descartes 1649, §§ xli, xliii) Concerning
the will, Descartes also writes: “Our volitions, in turn, are also of two kinds. Some actions of the soul ter-
minate in the soul itself, as when we will to love God, or in general apply our thought to some non-
material object. Our other actions terminate in our body, as when from our merely willing to walk, it
follows that our legs are moved and that we walk.” (1649, § xviii)

5. A recent example of this view can be found in Metzinger (2003: 422), explicated in Metzinger’s 
own specialized terminology: “Conscious volition is generated by integrating abstract goal representa-
tions or concrete self-simulations into the current model of the phenomenal intentionality relations 
as object components, in a process of decision or selection.” The self-simulation, which forms the 
object component of this process, is in fact a conscious “opaque simulation” of “a possible motor pattern”
(ibid., p. 423), i.e., a possible movement of my own body. An opaque simulation is one of which we 
are explicitly conscious. “A volitional first-person perspective—the phenomenal experience of practical
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intentionality—emerges if two conditions are satisfied. First, the object component must be constituted
by a particular self-simulatum, by a mental simulation of a concrete behavioral pattern, for example, like
getting up and walking toward the refrigerator. Second, the relationship depicted on the level of con-
scious experience is one of currently selecting this particular behavioral pattern, as simulated.”

6. Haggard and Libet (2001, p. 47) frame the question in the same way, referring to it as the traditional
concept of free will: “How can a mental state (my conscious intention) initiate the neural events in the
motor areas of the brain that lead to my body movement?”

7. Jeannerod (2003: 159) notes: “The shift from automatic to [consciously monitored] controlled execu-
tion involves a change in the kinematics of the whole [grasping] movement; movement time increases,
maximum grip aperture is larger, and the general accuracy degrades.” See also Gallagher 2005.

8. Even Aristotle offers this example: “An agent acts voluntarily because the initiative in moving the
parts of the body which act as instruments rests with the agent himself.” (Nicomachean Ethics 1110a15)

9. I am reminded here of the airplane crash that occurred because the entire cockpit crew had focused
their attention on a malfunctioning signal light in an attempt to fix it, but had lost track of the fact that
the plane was losing altitude. They were clearly looking in the wrong place and at the wrong problem.

10. I think this view is consistent with the general sense of Josef Perner’s (2003) “dual control” theory
of action, setting aside his requirement for a higher-order-thought (HOT) account of consciousness.
Embedded reflection need not be at a higher level, and the problem that Perner attempts to solve with
the HOT theory can be addressed by the phenomenological notion of pre-reflective self-consciousness
(Gallagher and Zahavi 2005). Perner’s theory is helped along by Searle’s widely cited distinction between
prior intention and intention-in-action. The notion of embedded reflection does not have to be a matter
of prior intention, but neither is it reducible to intention-in-action (if that is understood in terms of motor
control, as in perceptual theory). Situated reflection contributes to the formation of what Pacherie (this
volume) calls “present-directed intention,” which initiates and sustains the action and which is distinct
from motor intentions and from future-directed intentions.
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7 Empirical Constraints on the Problem of Free Will

Peter W. Ross

With the success of cognitive science’s interdisciplinary approach to studying the
mind, many theorists have taken up the strategy of appealing to science to address
long-standing disputes about metaphysics and the mind. For example, in the 1980s
C. L. Hardin’s Color for Philosophers introduced perceptual psychology into the
discussion of the metaphysics of color. Psychological research, Hardin showed, can
provide constraints for the philosophical debate, ruling out certain positions on the
nature of color. To provide an example of such a constraint, psychophysics shows
that for any determinate color, physical objects in the same viewing condition may
differ in indefinitely many ways with respect to their spectrally relevant physical
properties, and nevertheless look precisely that color. Neurophysiology explains
how such physically distinct objects, called metamers, can occur.These scientific find-
ings now provide constraints on philosophical accounts of color—anyone writing on
the philosophy of color must acknowledge these scientific findings, which rule out,
for instance, the proposal that colors are properties of physical objects which are
physical natural kinds.1

Recently, philosophers and psychologists have also begun to explore how science
can be brought to bear on the debate about the problem of free will. Prominent
examples have been Robert Kane’s (1996, 1999) attempt to shore up libertarianism
through an appeal to physics and neuroscience, Daniel Dennett’s (2003) account of
compatibilist freedom in evolutionary terms, and Daniel Wegner’s (2002) psycho-
logical model of our experience of mental causation.

I take the problem of free will to be the problem of whether we control our
actions.2 (The problem of free will is best stated in terms of the first-person point of
view. But in stating the problem this way I don’t mean to endorse a necessary con-
nection between consciousness and control, or to prejudge any theoretical positions
at all.) Science has traditionally been central to the problem, for one standard way
of viewing it is through considering whether we can fit ourselves as free agents into
the natural world characterized by science. If our actions are brought about by a
combination of genetic and environmental factors, we can fit ourselves into the



natural world. But in that case, since we ultimately control neither our genes nor
our environments,3 it seems that we don’t control our actions. The standard
responses are that our actions are in fact brought about by genetic and environ-
mental factors and this rules out control (hard determinism); that our actions are
so brought about but nevertheless this doesn’t rule out control (compatibilism);
and that the bringing about of our actions involves a third factor, namely causal
indeterminacy, which is necessary and in certain contexts sufficient for control 
(libertarianism).

Despite the centrality of science to the problem of free will, even Kane, Dennett,
and Wegner do not consider the general question of how scientific research can
provide constraints that serve to rule out certain positions on the problem; their use
of empirical findings is tailored to support specific philosophical or psychological
proposals. I will attempt to clarify the debate by taking up the general question of
empirical constraints.

The debate can be viewed according to two basic dimensions: a dimension oppos-
ing compatibilism and incompatibilism, where the disagreement is about whether
the bringing about of our actions by genetics and environment is compatible with
control, and a dimension opposing indeterminism and determinism, where the
dispute is about whether causal indeterminacy can ever be sufficient for control. I
will argue that empirical findings don’t apply at all to the dispute between compat-
ibilism and incompatibilism. However, I will show that empirical research can
provide constraints in connection with the other fundamental dimension, namely
the dispute between libertarianism, which claims that causal indeterminacy is in
certain contexts sufficient for controlling our actions, and the other positions, which
deny this sufficiency claim. I will argue that psychological research into the accu-
racy of introspection has the potential to decide the truth of naturalized libertari-
anism, and thus that this research provides the source of the most powerful
constraint, that is, the constraint that rules out the broadest category of positions.

1 Compatibilism versus Incompatibilism: A Semantic Debate

One of the fundamental issues associated with the problem of free will is whether
the bringing about of our actions by genetic and environmental factors rules out
control. A strong intuition supports the incompatibilist claim, embraced by hard
determinists and libertarians, that it does. The intuition is that, despite our ordinary
thought that we control at least some of our actions, if our actions in fact are pro-
duced by genetics and environment—factors ultimately outside of our control—
then this ordinary thought is mistaken.

But of course a strong intuition also supports the ordinary thought that we control
at least some of our actions. The compatibilist accepts that our actions are brought
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about by genetics and environment and nevertheless attempts to hold on to the intu-
ition of control. Consequently, the compatibilist seeks to counter the incompatibilist
intuition by having us consider what we really mean by “control.” If we mean self-
formation, where some of our goal-directed states become causally efficacious in
producing action in a way that is not the result of genetics and environment alone
but is also the result of a third necessary factor (indeterminacy), then we don’t have
control in that sense.4 But, compatibilists argue, why think that by “control” we mean
self-formation?

As an alternative, compatibilists give a variety of sophisticated accounts of the
psychological complexity that allows us to take a standpoint from which—they
contend—it makes sense to say that we control our actions despite their being
brought about by genetics and environment. So, for example, Harry Frankfurt
(1971) claims that free will is a matter of taking a standpoint from which we reflec-
tively want certain desires to be effective in producing action and acting on those
desires (rather than on desires which we reflectively don’t want to be effective).
Thus we control our actions in the sense that we take a reflective standpoint from
which we choose our effective desires. Dennett’s recent account also characterizes
a reflective standpoint from which we choose our effective desires, a standpoint from
which our choice is “rational, self-controlled, and not wildly misinformed” (2003, p.
284). In addition, Dennett attempts to explain the development of the standpoint
so characterized in evolutionary terms.

Yet no matter how sophisticated and persuasive an account of a reflective stand-
point may be, the incompatibilist contends that its perspective on desire and action
produces mere illusion. We have the psychological complexity enabling us to take
a standpoint from which it seems to make sense to say that we control our actions.
But, the incompatibilist insists, if our actions are brought about genetics and envi-
ronment—a point to which the compatibilist is committed—then they are out of our
control.5

The debate between these positions amounts to whether we should accept that
“control” means self-formation—which takes indeterminacy as a necessary factor—
or that it has a meaning consistent with the bringing about of our actions by genet-
ics and environment alone. But nothing is at stake here except what we mean by
“control.”

Although the debate between compatibilism and incompatibilism is semantic, it
is not trivial. Both the compatibilist meaning of “control” and the incompatibilist
meaning have intuitive pull. Yet the question of which of these meanings is funda-
mental is not one that we can address through the empirical sciences. (It is inter-
esting to consider whether this debate could be settled at all, and if so, how. In view
of my limited purposes here, I will set these questions aside.)
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To illustrate the point that the empirical sciences can’t address which meaning of
“control” is fundamental, consider that the issue dividing compatibilists and hard
determinists is merely incompatibilism (the issue of whether the bringing about of
our actions by genetics and environment is compatible with control) and not any
aspect of a scientific description of the world. Rather than disagree about a scien-
tific description of the world, they disagree about how a scientific description of the
world relates to our normative terms.

While the hard determinist understands an interrelated set of normative terms
on the basis of self-formation, the compatibilist understands a homophonic set on
the basis of a meaning of control without self-formation. As a result, they often talk
past each other. However, because a hard determinist can accept that there is an
ersatz control (that is, control without self-formation) from which we can derive
similarly ersatz but nevertheless useful justification for punishment, this theorist is
in a position to accept both sets of terms.6 As far as a hard determinist is concerned,
compatibilism is correct in its account of ersatz control.Thus, a hard determinist can
accept a compatibilist sense of “control” as practically indispensable, but retain a
distinct sense of “control” which requires self-formation (and thus, by the hard
determinist’s lights is non-ersatz or genuine control); and, likewise, accept a com-
patibilist sense of “punishment” as justified in terms of its practical indispensability,
but retain a distinct sense of “punishment” the justification of which requires 
self-formation (and thus, by the hard determinist’s lights is genuine punishment);
and so on.

Because these views do not differ on any aspect of a scientific description of the
world with regard to ersatz control, and because they agree that we can’t achieve
self-formation, they don’t differ on any aspect of a scientific description of the world
at all. But then there is no way to address their dispute through the empirical sci-
ences. Given any amount of empirical research, the compatibilist and the hard deter-
minist will remain divided, flaunting different meanings of “control.”7

Moreover, suggestions that compatibilists can refute hard determinism on non-
semantic grounds are misguided, building more into hard determinism than an
adherent of this view needs to accept. For instance, although Skinner’s influential
version of hard determinism was combined with a crude behaviorism, and the
success of cognitive science has shown the empirical inadequacy of this behavior-
ism, hard determinism doesn’t rely on Skinnerian behaviorism. Hard determinism
merely claims that our actions are brought about by genetics and environment, and
that this rules out control.

However, setting aside the dispute between hard determinism and compatibilism,
whether libertarianism provides a tenable alternative is not a semantic issue. Lib-
ertarians are incompatibilists. But libertarians claim more than that what is meant
by “control” is self-formation. They also contend that at least sometimes we achieve
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self-formation, and thus that the conditions sufficient for self-formation exist. It is
at this point that empirical research becomes relevant, at least if the metaphysics of
self-formation is naturalistic, that is, scientifically tractable.

Thus, empirical findings apply only to the dimension of the debate pitting liber-
tarianism, which claims that indeterminacy is in certain contexts sufficient for
control, against the other positions, which deny this. In what follows, I will consider
how scientific research can provide constraints for the debate between naturalized
libertarianism and the so-called determinist views.

2 Quantum Indeterminacy: At Best a Weak Constraint

The general area of the problem of free will is, of course, standardly characterized
as a problem having to do with determinism. And determinism, which claims that
at any point in time there is only one physically possible future and thus rules out
causal indeterminacy, is an empirical claim. However, framing the debate in terms
of determinism is a vestige of outmoded Newtonian science. By now the standard
interpretation of quantum mechanics holds that determinism is false. But current
versions of the so-called determinist views, hard determinism and compatibilism,
don’t reject quantum indeterminacy. Instead, “determinism” has in effect become a
label for the idea that there is no context in which any indeterminacy that does exist
is sufficient for control.8 Thus the discovery of quantum indeterminacy has not had
the impact of refuting the so-called determinist views.

Ironically, it is the naturalized libertarians, more so than the so-called determin-
ists, who are vulnerable to the question of the existence of quantum indeterminacy.
For while most who write on free will—including most so-called determinists—
accept the standard interpretation of quantum mechanics, this interpretation might
be false and the behavior of subatomic particles might be deterministic. If this were
so, it would seem to be grounds for rejecting naturalized libertarianism since it
would eliminate what seems to be the only indeterminacy purported to be scientif-
ically acceptable.

Nevertheless, this appearance is deceiving. If the standard interpretation of
quantum mechanics is false, this would be grounds to reject certain versions of nat-
uralized libertarianism. But it would not affect all versions. For example, it would
not affect Timothy O’Connor’s version of naturalized libertarianism (discussed
below), which doesn’t appeal to quantum indeterminacy.Thus, the falsity of the stan-
dard interpretation of quantum mechanics would provide only a weak constraint,
ruling out only a narrow range of views.

Yet, if the standard interpretation is correct, perhaps empirical considerations can
establish a naturalized libertarianism which appeals to quantum indeterminacy.



Kane offers this strategy, attempting to turn the question of libertarian freedom into
one for physics and neuroscience.

I will argue, however, that Kane’s strategy fails. In fact, resolving the question of
the standard interpretation does little to further the free will debate. If the standard
interpretation is correct, the question remains whether it makes sense to think that
quantum indeterminacy is sometimes sufficient for controlling our actions. If it is
false, its falsity provides only a weak constraint.

Kane’s Naturalized Libertarianism: Trying to Make Quantum Indeterminacy
Matter

Traditionally, libertarianism has rejected the attempt to fit ourselves as free agents
into the natural world characterized by science.9 Over the past three decades,
however, Robert Kane has developed libertarianism in new ways, striving to natu-
ralize it (1996, pp. 17, 115–117; 1999, p. 163). Kane’s hope is to lead us out of the
mystery of older libertarian views, and he uses the strategy of rendering libertari-
anism scientifically innocuous as a measure of having done this. However, as Kane
recognizes, a naturalized libertarianism continues to face the serious challenge of
addressing how libertarian freedom, in holding that indeterminacy is sometimes suf-
ficient for control, makes sense at all. Kane calls the issue of making sense of lib-
ertarian freedom the Intelligibility Question (1996, p. 13).

It is crucial to libertarianism that it doesn’t hold that just any indeterminacy is
sufficient for control. This claim would render libertarian freedom rather blatantly
unintelligible. Instead, the libertarian claims that indeterminacy in a certain 
context is sufficient for control. The traditional libertarianism filled out the context
(to the extent that this was possible) in terms of a scientifically intractable 
agent. Naturalizing libertarianism amounts to offering a naturalistic context. And
the fundamental problem for naturalized libertarianism is whether it makes sense
to think that there is a naturalistic context in which indeterminacy is sufficient for
control.

Kane spells out the naturalistic context in terms of locating quantum indetermi-
nacy at a particular point in deliberation involving a conflict of values (such as ego-
istic and altruistic values). When distinct values support different courses of action
in a situation, and a conflict ensues where each course of action is supported by a
set of reasons, Kane claims that there is “a kind of stirring up of chaos in the brain
that makes it sensitive to the micro-indeterminacies at the neuronal level” (1999, p.
164). His idea is that being torn due to such conflicts creates chaotic conditions
which amplify quantum indeterminacy so that its effects percolate up, that is, are
manifested at the level of individual neurons, and then at the level of neural net-
works (1996, pp. 128–130). Kane claims that moral conflicts “create tensions that are
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reflected in appropriate regions of the brain by movement further from thermody-
namic equilibrium, which increases the sensitivity to micro indeterminacies at the
neuronal level and magnifies the indeterminacies throughout the complex macro
process which, taken as a whole, is the agent’s effort of will” (ibid., p. 130). Thus,
Kane’s view isn’t that moral conflicts create quantum indeterminacies, but rather
that they create the conditions in which quantum indeterminacies can be amplified
and manifested in our deliberative processes.10

In particular, this amplification of the effects of quantum indeterminacy makes
the outcome of our deliberation indeterminate, since it occurs in the physical basis
of the interaction among neurally realized goal-directed states which express our
values.11 In addition, the feeling that in such cases branching paths are metaphysi-
cally open is a neural sensitivity to these amplified effects of quantum indeter-
minacy (1996, pp. 130, 132–133; 1999, p. 164). But even though the outcome of 
deliberation in such cases is indeterminate, it is backed by reasons—since each of
the competing courses of action is. Kane’s proposal is that the felt indeterminacy
and reasons backing of deliberative outcomes is necessary and sufficient for control
(1996, pp. 133–135, 141; 1999, pp. 174–176).

The proposal is sketchy and highly speculative.Yet, if Kane successfully addresses
the Intelligibility Question, he has converted the issue of libertarian freedom into
the empirical question of whether the effects of quantum indeterminacy are mani-
fested in neural processes. If chaotic amplification of the effects of quantum inde-
terminacy were discovered, then, it seems, libertarianism would receive strong
empirical support.

Kane’s strategy of naturalizing libertarianism has the effect of focusing our atten-
tion on empirical possibilities. Considering the naturalized libertarian’s reconcilia-
tion of incompatibilism, freedom, and science, this position is attractive. And due to
the empirical possibilities and the position’s attractiveness, one might be hopeful
that Kane’s attempt to disarm the Intelligibility Question succeeds.

I will argue, however, that, despite Kane’s ingenious strategy, his attempt to
disarm the Intelligibility Question and transform the question of libertarianism into
one for physics and neuroscience fails. Kane tries to reconcile the arbitrariness of
indeterminacy with libertarian freedom as follows:

An ultimate arbitrariness remains in all undetermined SFAs [self-forming actions] because
there cannot in principle be sufficient or overriding prior reasons for making one set of com-
peting reasons prevail over the other. . . . The absence of an explanation of the difference in
choice in terms of prior reasons does not have the tight connection to issues of responsibil-
ity one might initially credit it with. . . . None of [the conditions necessary and sufficient for
responsibility] is precluded by the absence of an explanation of the difference in choice in
terms of prior reasons. (1999, pp. 176–177)
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Having our attention distracted by the empirical possibilities, Kane’s attempt may
seem an adequate answer to the worry about the arbitrariness of indeterminacy
which the Intelligibility Question poses. But, at best, Kane shows that indetermi-
nacy is consistent with responsibility and, consequently, with the control necessary
for responsibility. Thus, he claims, indeterminacy doesn’t preclude control.12

Yet this approach is vulnerable to the following objection. (This objection was
raised by Galen Strawson (1986, chapter 2).) Strawson, however, takes as his target
libertarianism in general as opposed to just Kane’s variety, and Strawson’s overall
aim is to show that libertarian freedom is incoherent whereas my aim is much more
modest—it is merely to show that Kane’s argument rests on a prior question with
respect to introspective evidence.) The libertarian must render intelligible the idea
that there is a context for indeterminacy where it is sufficient for control, not just
one where it is consistent with control. Kane’s approach involves enriching this
context through the inclusion of the reasons backing of deliberative outcomes. But
the question then becomes whether this inclusion allows us to understand Kane’s
claim of sufficiency by smuggling in the satisfaction of compatibilist sufficient con-
ditions for control while pointing to an indeterminacy which, irrelevant to suffi-
ciency for control, merely plays the role of satisfying the incompatibilist intuition
that indeterminacy is necessary for control.

To make sense of libertarian freedom, and to free libertarianism of the charge
that it is (in Galen Strawson’s phrase) “a covert compatibilism with an idle incom-
patibilist premise danglingly subjoined” (1986, p. 32), Kane needs to demonstrate
that the context for indeterminacy can be enriched in such a way that it is clear that
indeterminacy has a role to play in sufficiency for control.

As a result, even if chaotic amplification of indeterminacy were found, the ques-
tion would remain as to whether we can make sense of naturalized libertarian
freedom. Alternatively, as I will discuss below, even if chaotic amplification of
quantum indeterminacy were not found, the question would remain as to whether
a naturalized libertarianism is true. Consequently, physical and neurophysiological
research into chaotic amplification of quantum indeterminacy would provide only
a weak constraint.

Resolving the question of quantum indeterminacy, either with regard to the cor-
rectness of the standard interpretation of quantum mechanics or with regard to
chaotic amplification, does little to further the debate. If chaotic amplification of
quantum indeterminacy exists, the question remains whether it makes sense to think
that there is a context in which quantum indeterminacy is sufficient for control. If
it doesn’t exist, its absence provides only a weak constraint.

Kane’s Appeal to Introspection

However, Kane suggests that enriching the context for indeterminacy must also
include the first-person perspective:
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. . . when described from a physical perspective alone, free will looks like chance. But the phys-
ical description is not the only one to be considered. . . . the undetermined outcome of the
process, [whether it is settled] one way or the other, is, experientially considered, the agent’s
choice. (1996, p. 147)

The claim is that when considered from the first-person perspective, it is clear that
indeterminacy has a role to play in sufficiency for control. Thus, according to Kane,
the contentions of Banks (this volume) and Prinz (this volume) that physical inde-
terminacy has no such role simply fail to consider this indeterminacy from the first-
person perspective of introspection. But for this reasoning to be compelling, we have
to decide as a prior issue how heavily we can rely on indetrospective evidence.

Furthermore, as I will show in the next section, Timothy O’Connor’s defense of
a version of naturalized libertarianism, which provides the major alternative to
Kane’s, also relies on an appeal to introspection. Thus a broad consideration of the
tenability of naturalized libertarianism must take up the question of the accuracy
of introspection.

3 O’Connor’s Naturalized Libertarianism

O’Connor (2000, p. 67) claims to offer a characterization of libertarian freedom
which is consistent with science, joining Kane in attempting to avoid the mystery of
a scientifically intractable agent. Thus, he purports to offer a version of naturalized
libertarianism. But O’Connor finds Kane’s way of spelling out the naturalistic
context for indeterminacy—in terms of the physical basis of the interaction among
goal-directed states—unconvincing as an attempt to make sense of naturalized lib-
ertarian freedom (2000, pp. 36–42). Instead of attempting to explain libertarian
freedom in terms of a certain context for quantum indeterminacy, O’Connor’s strat-
egy is to tailor his proposal to match our feeling of freedom as exactly as possible,
and contend that agents create indeterminacy.

O’Connor’s view is that free will is a macrodeterminative emergent property of
agents, where a macrodeterminative emergent property is “a qualitatively new,
macro-level feature” of the world (2000, p. 111). While he claims that such proper-
ties are “completely dependent on some set of properties or disjunctive range of
properties in the [instantiating] object’s microstructure” nevertheless, “[they] exert
a causal influence on the micro-level pattern of events that is not reducible to the
immediate causal potentialities of the subvening properties” (ibid., pp. 111–112).
Thus, such properties are “radically new features of the world, in a sense ‘tran-
scending’ the lower level properties from which [they] emerge” (2000, p. 112). In
response to the concern that transcendence indicates that macrodeterminative
emergent properties are not naturalistic, O’Connor counters that we need to expand
our conception of scientifically acceptable causation to include causation at the
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macro-level which is not reducible to the causal properties of micro-level parts (top-
down causation) as well causation at the macro-level which is reducible (bottom-
up causation) (2000, pp. 115, 125).

But rather than address the Intelligibility Question, O’Connor’s characterization
of libertarian freedom as a macrodeterminative emergent property offers a promis-
sory note. Furthermore, there is a serious worry as to whether payment can be made
good. While he holds out the prospect that empirical research may discover other
examples of macrodeterminative emergence, forcing us to enrich our conception of
scientific causation (2000, pp. 110–115),13 he provides no reason at all to think that
we will be able to understand libertarian freedom as a macrodeterminative emer-
gent property.

O’Connor claims that we are “not wholly moved movers” (2000, p. 67). This, of
course, means that we are partly unmoved movers (ibid., p. 97); we are partly moved
as well because our reasons influence our choices. Since O’Connor’s case for
macrodeterminative emergent properties appeals to the possibility of other exam-
ples of such properties than libertarian freedom, simply being a macrodetermina-
tive emergent property isn’t sufficient for libertarian freedom. Rather, libertarian
freedom is a macrodeterminative emergent property of a distinctive sort: a
macrodeterminative property that allows unmoved moving. Setting aside the ques-
tion of whether macrodeterminative emergent properties are consistent with
science, O’Connor gives no reason to think that unmoved moving is.

O’Connor’s view is important, though, not only because it is a proposal of a pur-
ported naturalized libertarianism which doesn’t appeal to quantum indeterminacy,
but also because, as O’Connor points out, agent causation, in which agents create
indeterminacy, is better tailored to the introspective evidence than Kane’s view. As
O’Connor states, we experience ourselves as creating gaps in causal necessitation
by undeterminedly and directly forming a particular intention (2000, p. 124).

For O’Connor, as well as for Kane, the introspective evidence holds out the hope
that libertarian freedom is intelligible. This reliance on introspection points to a
powerful empirical constraint. I will argue that, because it directly addresses the
Intelligibility Question, the question on which the tenability of naturalized liber-
tarianism turns, psychological research into the accuracy of introspection is the
source of the most powerful empirical constraint for the problem of free will.

4 Naturalized Libertarianism and Psychological Constraints

Introspection does seem to indicate that when we struggle with a conflict of values,
branching paths are metaphysically open. Whatever the metaphysics turns out to
be, we experience ourselves as undeterminedly and directly forming the particular
intention which causes our action. Thus we feel that we could have done otherwise
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(in the same circumstances) if we had formed a different intention. This feeling of
freedom is a type of introspective state—that is, it represents a mental state rather
than the world—and this type of introspective state provides evidence in favor of
libertarian freedom. Kane and O’Connor claim this introspective evidence strongly
suggests that, despite our present inability to address the Intelligibility Question,
libertarian freedom is nonetheless intelligible.14

Furthermore, aside from the fact that both Kane and O’Connor appeal to intro-
spective evidence, all libertarians assign introspective evidence some role, for it is
our feeling of metaphysically open branching paths that is the raison d’etre of 
libertarian freedom. It is the first-person perspective that at least seems to give 
self-formation meaning. Even if the naturalized libertarian has yet to achieve the
goal of making sense of self-formation from the third-person perspective of science,
we will not be in a position to confidently conclude that libertarian freedom is 
unintelligible until we address the accuracy of this introspective evidence.

Considering a case of a conflict of values, the libertarian’s claim is that it is meta-
physically indeterminate which intention is formed. According to the libertarian,
some of our intentions are formed in a way that is not merely the result of mental
causation, that is, causation by further mental states that are ultimately caused by
genetics and environment, but is also the result of indeterminacy. Introspective evi-
dence supports this claim by indicating an absence of sufficient mental causation.
The question is whether this introspective evidence is accurate, or whether back-
ground beliefs and desires missed by introspection are causally sufficient with
respect to which intention produces action. O’Connor suggests that introspection is
accurate—that our experience of ourselves as undeterminedly and directly forming
a particular intention is as accurate as our perception of ordinary physical objects:

. . . in the deliberate formation of an intention, the coming to be of my intention doesn’t seem
to me merely to occur at the conclusion of my deliberation; I seem to experience myself
directly bringing it about. . . . This apparent perception of [undetermined] causality could be
mistaken, of course; our experience cannot furnish the basis of a ‘demonstrative proof’ of our
having free will. By the same token, our apparent perception of ordinary physical objects also
could (in this epistemic sense) be mistaken, yet few take that as a reason not to believe that
we do perceive them. (2000, p. 124)

But any answer to the question of the accuracy of introspection is likely to be
quite complex, taking into account such factors as the kind of mental state repre-
sented (for example, whether it is an intention or a background desire), and empir-
ical research is needed to tease out the complexities. In this effort, psychological
research could show that introspection provides a reliable indicator of (the exis-
tence or absence of) sufficient mental causation of intention, so that introspective
evidence of an absence of sufficient mental causation should be taken seriously.This
finding could at least spur us to continue to address the Intelligibility Question.
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Or such research could show not only that introspection provides a poor indica-
tor of mental causation of intention but also why it produces illusions of an absence
of sufficient mental causation, so that introspective evidence of such an absence
should be discarded. In this way, the strongest evidence in support of libertarian
freedom would be undermined. As a result, the naturalists among us would have to
take seriously the conclusion that libertarianism is refuted.

In addition, this research would provide a payoff with respect to a connection that
some, for example Kane, draw between libertarian freedom and consciousness.
According to Kane, in cases of libertarian freedom

indeterminism and the effort [of will] are ‘fused’: the indeterminacy is a property of the effort
and the effort is indeterminate. To fully understand how this fusion could take place would
be . . . to understand the nature of conscious experience and its unity . . . , as well as to under-
stand how consciousness and mind are related, if at all, to the indeterminacy of natural
processes. . . . (1998, p. 151)

While Kane rightly points out that understanding quantum indeterminacy and con-
sciousness are problems for everyone, not just libertarians (1998, p. 151), his pro-
posal of a fusion of indeterminacy and conscious effort of will is meant to make
sense of libertarian freedom in particular. Given the heady level of speculation,
however, the situation cries out for empirical constraints. Kane’s proposal of this
fusion presents the possibility that indeterminacy and consciousness combine to
form something that on the face of it is unintelligible: control for which indetermi-
nacy is necessary and sufficient. If introspection provides a reliable indicator of (the
existence or absence of) sufficient mental causation of intention, then this possibil-
ity should be taken seriously. But if introspection provides a poor indicator of
mental causation of intention, it may be that the introspective evidence in support
of libertarian freedom is systematically illusory. If, in addition, research were to
explain introspective illusions of an absence of sufficient mental causation, the idea
that indeterminacy and consciousness combine to form libertarian freedom would
be undermined. While consciousness may play a role in causing behavior (perhaps
along the lines carefully and compellingly argued by Pacherie in this volume), it
would not in the way that libertarians envision.

Wegner’s Illusion of Conscious Will amasses psychological research which sup-
ports the idea that introspection is a poor indicator of mental causation, at least in
the case of causation of action.15 Wegner’s main focus is not the problem of free will
but the problem of whether the feeling of mental causation of action accurately
tracks mental causation of action, a problem which intersects with the problem of
free will only at certain points. He finds two broad categories of cases where this
tracking goes wrong, which I will call type I and type II inaccuracies (Wegner 2002,
pp. 8–11).
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Type I inaccuracy (false alarm or false positive) One has a feeling that one’s mental
states cause action where no such mental causation exists.

Type II inaccuracy (miss or false negative) One does not have a feeling that one’s
mental states cause action where such mental causation does exist.

Wegner’s elaborate “I Spy” experiment is an example of a type I inaccuracy. In
the experiment, a subject and an experimental confederate sit at a computer,
together controlling a mouse that moves a cursor around a screen which displays a
variety of objects (for example, a swan). Both subject and confederate wear head-
phones; the subject hears 10 seconds of music at the end of each 40-second trial,
and, at some point during each trial, also hears a word which in some cases would
refer to an object on the screen (for example, “swan”). Subject and confederate are
told to stop the cursor sometime during the music. However, the confederate, rather
than hearing music or words, hears instructions including, for some trials, instruc-
tions on when to stop the cursor. After each stop, the subject rates it according to
whether the subject had intended the stop or had allowed it to happen. The exper-
iment found that for trials where the confederate forces the cursor to stop on an
object, when the subject hears the word for the object 1 to 5 seconds before the stop
(versus 30 seconds before or 1 second after the stop), the subject feels more strongly
that he or she had intended the stop (Wegner 2002, pp. 74–78).

This experiment indicates that introspection sometimes misleads us into believ-
ing that we have an intention which causes our actions when they aren’t caused by
our mental states at all (in the experiment, actions are caused by an experimental
confederate’s forcing the subject to act in certain ways). (However, for reasons to
be skeptical about the conclusiveness of this experiment, see Malle’s chapter in this
volume.) Since the experiment identifies an illusion of control, it might seem to tell
against libertarian freedom. But its findings in fact don’t help to constrain the
problem of free will. For the illusion of control which results from a false alarm isn’t
relevant to the ordinary example of free will, that is, the case where one’s intentions
clearly do cause one’s actions. Furthermore, the libertarian can accept that there are
some types of illusions of control; rather, all the libertarian claims is that not all types
of control are systematically illusory—that is, that there are also some types of
control. The relevant question then is whether introspection systematically misses
mental causation whenever we have a feeling of libertarian freedom.

Rather, it is the type II inaccuracies, the misses, that are relevant to the question
of libertarian freedom, for it is in these sorts of cases that introspection misses
mental causation. And, indeed, Wegner shows that these inaccuracies of introspec-
tion sometimes mislead us into believing that our mental states are not sufficient
causes of our actions when in fact they are.Thus, in these cases, an absence of aware-
ness of sufficient mental causation is erroneously taken to be an awareness of an
absence of sufficient mental causation.
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These examples include automatisms such as alien hand syndrome and automatic
writing (Wegner 2002, pp. 4–6, 103–108). In cases of alien hand syndrome, one’s hand
can do things such as turn pages of a book or unzip a jacket while one isn’t aware
that one’s intentions are sufficient to cause such actions, and one can even think that
such intentions have no role in causing such actions.Automatic writing, documented
in spiritualist writings in America and Europe in the middle of the nineteenth
century, involves writing (including gibberish, reverse writing, or ordinary writing)
which one isn’t aware of intentionally producing, instead attributing its production
to disembodied spirits. These cases vividly show that introspection can miss cases of
sufficient mental causation.

Wegner’s presentation of research skeptical of the accuracy of introspection is a
descendant of Nisbett and Wilson’s (1977) influential discussion.16 Nisbett and
Wilson gather research showing that introspection can misidentify or simply miss
mental processes, as well as the external inputs and physiological and nonverbal
behavioral outputs of mental processes. However, Nisbett and Wilson don’t speak
directly to the question of whether introspection sometimes misleads us into believ-
ing that our mental states don’t cause actions when they in fact do. They consider
cases where introspection misidentifies mental causes, and they also take up cases
where there is an absence of awareness of mental causes (for example, in cases of
problem solving), but they don’t consider cases where an absence of awareness 
of sufficient mental causation is mistakenly taken to be an awareness of absence of
sufficient mental causation. Wegner’s discussion is interesting because it does speak
directly to this question.

Yet on the face of it Wegner’s examples of automatic writing and alien-hand syn-
drome have little to do with free will. After all, these are cases where one lacks a
feeling of control. But the connection with free will is this: type II inaccuracies divide
into two subgroups, one group of cases where one feels a lack of control and another
where one feels a presence of control. In cases of the first subgroup (type IIa inac-
curacies), introspection misses the intention producing action. Consequently, the
action is not self-attributed and one feels a lack of control. Automatic writing and
alien-hand syndrome are examples of type IIa inaccuracies.

However, in cases of the second subgroup (type IIb inaccuracies) introspection
misses mental states such as desires producing the intention which produces action,
rather than the intention itself. (Thus the distinction between subgroups appeals in
part to the separation, stressed by both Mele and Malle in this volume, between
desires and intentions.) In cases of type IIb inaccuracies, this ignorance of back-
ground mental states producing the intention creates the feeling that branching
paths are metaphysically open—i.e., that it is metaphysically indeterminate which
intention is formed. As a result, we feel that we initiate action in the strong sense
of self-formation. Of course, even if introspection does systematically miss back-
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ground mental states (an empirical question) and this account of the feeling of lib-
ertarian freedom is along the right lines, much more needs to be said, for the feeling
withstands the appreciation of this point.

But now it is clear that Wegner’s examples are of limited use with respect to the
issue of libertarian freedom. Because Wegner’s focus is introspective inaccuracies
with respect to intentions that cause action, he gives examples of type IIa inaccu-
racies, but not type IIb inaccuracies, where introspection misses mental causes 
producing intentions.17 And even setting this problem aside, Wegner’s examples are
of the wrong sort. His examples where introspection misses cases of sufficient
mental causation involve neuropsychological disorders, as with alien hand syn-
drome, or specific unusual contexts, such as that set up by the spiritualist movement,
which abetted introspective illusions. The libertarian could reasonably contend 
that the experience of metaphysical indeterminacy in a situation of a conflict of
values is neither pathological nor particularly unusual. Wegner’s examples might
show that introspective evidence is fallible in some unusual cases, but they don’t
impugn its reliability in more ordinary cases such as the feeling of libertarian
freedom.18

Moreover, the libertarian might claim that if the introspective evidence support-
ing libertarian freedom were mistaken, this would amount to a systematic illusion.
But, the libertarian might assert, such a systematic illusion should be regarded as
implausible. Nevertheless, as Wegner notes (2002, p. 137), illusions of the absence of
sufficient mental causation can be explained by our background beliefs and desires,
as the case of automatic writing in the context of the spiritualist movement suggests.
And this explanation might be applied even to systematic illusions. Furthermore,
libertarianism’s provision of an absolute autonomy suggests a background 
motivation.19

Yet even if this point is along the right lines, again, much more needs to be said,
for we can appreciate this point and yet the feeling of libertarian freedom remains.
In any event, this isn’t the place for armchair science.

My conclusion is that the only empirical research which provides constraints for
the problem of free will is research relevant to the truth of libertarianism, and, that,
because it directly addresses the Intelligibility Question, psychological research
regarding the accuracy of introspection offers the most powerful empirical con-
straint. The libertarian claims that the best explanation of our feeling that there are
metaphysically open branching paths is that we become aware of an absence of suf-
ficient mental causes. A specific question for research is whether this is the best
explanation. If psychologists were to provide an alternative explanation which not
only indicates that there are sufficient mental causes even in ordinary cases where
our introspection indicates otherwise, but also offers a model explaining the illusion
of their absence, this would undermine any naturalized libertarianism.
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Appendix

With respect to other research relevant to the accuracy of introspection, the physi-
ologist Benjamin Libet’s research (1985) can be interpreted as indicating that our
control of our behavior is limited in a surprising way. Libet’s studies (discussed by
many of the authors in this volume) indicate the existence of two time gaps (mea-
sured in hundreds of milliseconds) in the mental process immediately preceding
action: between unconscious brain activity called a readiness potential and the con-
scious intention to act, and between the conscious intention to act and the muscu-
lar motion involved in action. Also, these studies show that during the gap between
conscious intention and muscular motion, one can veto the conscious intention and
so block action. Furthermore, Libet argues that the veto is itself a “conscious control
function” which need not be unconsciously initiated (1999, pp. 558–559).

Libet’s finding of the first time gap can be interpreted to give the dizzying impres-
sion that our actions are initiated before we consciously intend to act, thus under-
cutting control at this stage; while the ability to veto conscious intentions during the
second time gap provides us with control at a later stage.Thus our control is limited.
Yet Dennett (2003, pp. 227–242) argues that this interpretation of the first time gap
mistakenly assumes that conscious intentions immediately prior to action exhaust
the mental processes involved in control, and thus that such processes don’t also
include unconscious processes or conscious deliberations long before action.

In any event, it is not clear that the possibility of a surprising limitation of control
is a constraint on the problem of free will at all, in that it doesn’t seem to rule out
any positions on the problem. While Libet’s findings show that some of the causes
of our actions are not transparent to introspection, the libertarian needn’t have
claimed otherwise. Furthermore, the power to veto conscious intentions could be
co-opted by libertarians as Campbellian resistance of temptation (a vivid image
repeated by Kane (1996, pp. 126–128)); for this approach to Libet’s data, see Kane
1996, p. 232, note 12. Libet’s findings don’t rule out any versions of compatibilism
or hard determinism either, these views not being committed to the accuracy of
introspection. (For extended discussions of reasons to be skeptical about the impor-
tance of Libet’s findings to the issue of free will, see the chapters in this volume by
Gallagher and Mele.)

In fact, Libet’s conclusion about empirical constraints on the problem of free will
is similar to mine, leaving the introspective evidence of libertarian freedom open to
empirical study. After acknowledging that his findings don’t rule out free will (1999,
pp. 551 and 561), Libet states:

. . . we must recognize that the almost universal experience that we can act with a free, inde-
pendent choice provides a kind of prima facie evidence that conscious mental processes can
causatively control some brain processes.This creates, for an experimental scientist, more dif-
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ficulty for a determinist than for a non-determinist option. The phenomenal fact is that most
of us feel that we do have free will, at least for some of our actions and within certain limits
that may be imposed by our brain’s status and by our environment. The intuitive feelings
about the phenomenon of free will form a fundamental basis for views of our human nature,
and great care should be taken not to believe allegedly scientific conclusions about them that
actually depend upon hidden ad hoc assumptions. A theory that simply interprets the 
phenomenon of free will as illusory and denies the validity of this phenomenal fact is less
attractive than a theory that accepts or accommodates the phenomenal fact. (ibid., p. 563)

Wegner’s claim is that the feeling of conscious control is illusory, and his goal is
to accommodate—that is, explain in naturalistic terms—the phenomenal fact (2003,
chapter 9, especially pp. 318 and 325–334), but, as I have argued, he doesn’t provide
adequate evidence to establish that conscious control in fact is illusory in a rela-
tively ordinary case such as the feeling of libertarian freedom.
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Notes

1. See Hardin 1988. Also see Ross 2001 and peer commentary for further discussion.

2. The problem of free will is commonly stated in terms of whether we control our actions. Stated 
more fully, the problem is whether we control our actions through controlling the goal-directed states—
intentions, desires, or other goal-directed states—which produce action. (Gallagher, in this volume, also
emphasizes that the problem of free will should be characterized in terms of control of environmentally
situated intentional actions rather than control of bodily movement.) If we call the mental capacity for
producing goal-directed states “the will,” then the problem is whether we control our goal-directed states,
and consequently our actions, through controlling the will. (There are other uses of the word ‘will’. For
example, it is sometimes used to refer to the goal-directed states that are products of the mental capac-
ity called the will—see Frankfurt 1971 for this usage.)

3. According to the claim that our actions are brought about by genetics and environment, even if we
can in some ways manipulate our genes through gene therapy and in some ways manipulate our adult
environments, ultimately we control neither our genes nor environments. For our manipulation of our
genes and adult environments is brought about by goal-directed states, and such states are in turn ulti-
mately brought about by aspects of our genetics and environments which we don’t control.

4. For this idea of self-formation, see Kane 1996, pp. 74–77 and 124–125; Kane 1999, pp. 164–165. I have
described self formation as a negative claim along with indeterminacy. Kane seems to suggest more of
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a positive aspect: “Free will . . . is the power of agents to be the ultimate creators (or originators) and
sustainers of their own ends or purposes.” (1996, p. 4) But this description isn’t helpful until we under-
stand what it means to be an ultimate creator, and Kane’s suggestion is largely negative: “Such a notion
of ultimate creation of purposes is obscure. . . . Its meaning can be captured initially by an image: when
we trace the causal or explanatory chains of action back to their sources in the purposes of free agents,
these causal chains must come to an end or terminate in the willings (choices, decisions, or efforts) of
the agents. . . . If these willings were in turn caused by something else, so that the explanatory chains
could be traced back further to heredity or environment, to God, or fate, then the ultimacy would not
lie with the agents but with something else.” (1996, p. 4) However, Kane is clear that ultimate creation
involves metaphysical indeterminacy. Thus, I take the involvement of indeterminacy in the production
of actions to be the sole positive aspect of self formation. I will discuss the relation between indetermi-
nacy and control below.

5. Derk Pereboom (2001, pp. 110–117) offers this argument. For a similar argument, see Taylor 1992, pp.
45–47.

6. For example, hard determinism can accept justification for punishment on the basis of social utility.
For a discussion of a sophisticated hard determinist’s account of ersatz normativity (that is, normativity
without self formation), see chapters 5–7 of Pereboom 2001. Prinz (this volume) also comments on the
social utility of ersatz (“invented”) control.

7. Dennett admits that a sophisticated hard determinism’s account of ersatz normativity is only “termi-
nologically different” from compatibilism (2003, pp. 97–98).

8. Hard determinists and compatibilists divide as to whether indeterminacy is necessary for control, the
hard determinists claiming that it is and the compatibilists claiming that it isn’t. However, both sorts of
determinism reject the libertarian’s claim that indeterminacy is sometimes sufficient for control.

9. An example of a traditional non-naturalist libertarian view is Roderick Chisholm’s proposal that “we
have a prerogative which some would attribute only to God: each of us, when we act, is a prime mover
unmoved” (1964, p. 34).

10. For a helpful discussion of quantum indeterminacy and chaotic amplification, see Bishop 2002, espe-
cially section 3.

11. As far as this discussion is concerned, the goal-directed states that express our values can be char-
acterized as desires or, alternatively, as besires, which are hybrids of beliefs and desires. For discussions
of besires, see van Roojen 1995 and Ross 2002.

12. Similarly, Kane states that “the core meaning of ‘he got lucky,’ which is implied by indeterminism, I
suggest, is that ‘he succeeded despite the probability or chance of failure’; and this core meaning does not
imply lack of responsibility, if he succeeds” (1999, p. 171).

13. Pereboom (2001, pp. 74, 85–86) also considers the existence of top-down causation to be an empir-
ical question, although he is pessimistic about its prospects.

14. Campbell (1957, pp. 176–178) states this point in classic fashion. Also see O’Connor 2000, p. 124.
Kane puts the point in a way reminiscent of Campbell: “. . . when described from a physical perspective
alone, free will looks like chance. But the physical description is not the only one to be considered. The
indeterministic chaotic process is also, experientially considered, the agent’s effort of will; and the unde-
termined outcome of the process, [whether it is settled] one way or the other, is, experientially consid-
ered, the agent’s choice. From a free willist point of view, this experiential or phenomenological
perspective is also important; it cannot simply be dispensed with.” (1996, p. 147) At points Kane con-
flates epistemic and metaphysical indeterminacy. Kane states: “Every free choice (which is a [self formed
willing]) is the initiation of a ‘value experiment’ whose justification lies in the future and is not fully
explained by the past. It says, in effect ‘Let’s try this. It is not required by my past, but it is consistent
with my past and is one branching pathway my life could now meaningfully take. I am willing to take
responsibility for it one way or the other. . . .’ ” (1996, p. 145) Kane repeats this statement in a later work
and continues as follows: “To initiate and take responsibility for such value experiments whose justifi-
cation lies in the future, is to ‘take chances’ without prior guarantees of success. Genuine self-formation
requires this sort of risk-taking and indeterminism is a part of it. If there are persons who need to be
certain in advance just exactly what is the best or right thing to do in every circumstance (perhaps to be
told so by some human or divine authority), then free will is not for them.” (1999, p. 176) Claiming that
my action is “not required by my past” suggests metaphysical indeterminacy. But a lack of certainty with
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respect to the best future action is an epistemic matter. This point is important because while everyone
has to accept that epistemic indeterminacy is involved in processes of deliberation leading to the pro-
duction of action—uncertainty about what action is best is a fact of life—it is only the libertarian who
claims that metaphysical indeterminacy involved in such processes is sufficient for controlling action.
Thus, Kane’s conflation tends to give libertarianism more credibility than it deserves. However, Kane’s
misleading description of the indeterminacy doesn’t detract from the point that libertarians use intro-
spective evidence to support metaphysical indeterminacy.

15. In addition to supporting the idea that introspection is fallible, Wegner puts forth the further claim
that such introspective states are causally inefficacious (2002, pp. 317–318). For a careful elucidation of
Wegner’s claim and a convincing argument that it is false, see Nahmias 2002; also see, in the present
volume, Bayne’s trenchant criticism of this aspect of Wegner’s work. Some of Wegner’s claims seem to
place him in the compatibilist camp (see, for example, pp. 318–319). But because he never makes clear
what he means by “control” in the way that philosophers in the free literature do, it is not clear whether
Wegner is a compatibilist or a hard determinist.

16. Wegner (2002, p. 67) notes this heritage.

17. In addition, while Wegner (2002, pp. 65–95) offers a psychological model for the experience of mental
causation of action, unfortunately it has features that make it specific to causation of action and so doesn’t
straightforwardly apply to the existence or absence of mental causation of mental states.

18. Wegner (2002, p. 327) acknowledges that introspection is accurate much of the time. While Nisbett
and Wilson (1977) offer a more sweeping skepticism about the accuracy of introspection (contending
that the accuracy of first-person verbal reports of mental processes is no better than third-person guesses
(pp. 248–251)), White’s 1988 review of the psychological literature shows that their claims needed to be
modified, and that introspection may be highly accurate in some cases (pp. 36–37).

19. Kane notes that his conception of self formation is closely connected to our “ ‘life-hopes’—includ-
ing dispositions to view ourselves as ultimately responsible for our own characters and achievements
rather than as pawns of nature, fate, or the whims of others, including God” (1996, p. 4).
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8 Toward a Dynamic Theory of Intentions

Elisabeth Pacherie

In this chapter, I shall offer a sketch of a dynamic theory of intentions. I shall argue
that several categories or forms of intentions should be distinguished based on their
different (and complementary) functional roles and on the different contents or
types of contents they involve. I shall further argue that an adequate account 
of the distinctive nature of actions and of their various grades of intentionality 
depends on a large part on a proper understanding of the dynamic transitions 
among these different forms of intentions. I also hope to show that one further
benefit of this approach is to open the way for a more perspicuous account of the
phenomenology of action and of the role of conscious thought in the production of
action.

I take as my point of departure the causal theory of action (CTA). CTA is the
view that behavior qualifies as action just in case it has a certain sort of psycholog-
ical cause or involves a certain sort of psychological causal process. In the last
decades, CTA has gained wide currency. Yet it covers a variety of theories with
importantly different conceptions of what constitutes the requisite type of cause or
causal process qualifying a piece of behavior as an action. Broadly speaking, CTA
takes actions to be associated with sequences of causally related events and attempts
to characterize them in terms of certain causal characteristics they have. Versions
of CTA can take different forms depending on what they take the elements of the
action-relevant causal sequence to be and on what part of the sequence they 
identify as the action.

The earlier belief/desire versions of CTA, made popular most notably by David-
son (1980, essay 1) and Goldman (1970), held that what distinguishes an action from
a mere happening is the nature of its causal antecedent, conceived as a complex of
some of the agent’s beliefs and desires. However, it soon appeared that simple
belief/desire versions of the causal theory are both too narrow and too uncon-
strained. On the one hand, they do not deal with “minimal” actions, those that are
performed routinely, automatically, impulsively, or unthinkingly. On the other hand,
they are unable to exclude aberrant manners of causation when specifying the



causal connection that must hold between the antecedent mental event and the
resultant behavior for the latter to qualify as an (intentional) action.

Belief/desire versions of CTA are also largely incomplete. They account at best
for how an action is initiated, but not for how it is guided, controlled, and moni-
tored until completion. They provide no analysis of the role of the bodily move-
ments that ultimately account for the success or failure of an intended action. They
say next to nothing about the phenomenology of action, and what they say does not
seem right. On their accounting, the phenomenology of passive and active bodily
movements could be exactly the same, which implies that an agent would know that
she is performing an action not in virtue of her immediate awareness that she is
moving, but only because she knows what the antecedent conditions causing her
behavior are.

In order to overcome some of these difficulties and shortcomings, many philoso-
phers have found it necessary to introduce a conception of intentions as distinctive,
sui generis mental states with their own complex and distinctive functional role that
warrants considering them as an irreducible kind of psychological state on a par
with beliefs and desires. Bratman (1987) stresses three functions of intentions. First,
intentions are terminators of practical reasoning in the sense that once we have
formed an intention to A we will not normally continue to deliberate whether to A
or not; in the absence of relevant new information, the intention will resist recon-
sideration. Second, intentions are also prompters of practical reasoning, where prac-
tical reasoning is about means of A-ing. This function of intentions thus involves
devising specific plans for A-ing. Third, intentions also have a coordinative function
and serve to coordinate the activities of the agent over time and to coordinate them
with the activities of other agents.

Brand (1984) and Mele (1992) point out further functions of intentions. They
argue that intentions are motivators of actions and that their role as motivators is
not just to trigger or initiate the intended action (initiating function) but also to
sustain it until completion (sustaining function). Intentions have also been assigned
a guiding function in the production of an action. The cognitive component of an
intention to A incorporates a plan for A-ing, a representation or set of representa-
tions specifying the goal of the action and how it is to be arrived at. It is this com-
ponent of the intention that is relevant to its guiding function. Finally, intentions
have also been assigned a monitoring function involving a capacity to detect
progress toward the goal and to detect, and correct for, deviations from the course
of action as laid out in the guiding representation.

The first three functions of intentions—their roles as terminators of practical rea-
soning about ends, as prompters of practical reasoning about means and as coordi-
nators—are typically played in the period between initial formation of the intention
and initiation of the action. In contrast, the last four functions (initiating, sustain-
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ing, guiding, and monitoring) are played in the period between the initiation of the
action and its completion. Let me call the first set of functions practical-reasoning
functions for short and the second set executive functions.

Attention to these differences has led a number of philosophers to develop dual-
intention theories of action—that is, theories that distinguish between two types of
intentions. For instance, Searle (1983) distinguishes between prior intentions and
intentions-in-action, Bratman (1987) between future-directed and present-directed
intentions, Brand (1984) between prospective and immediate intentions, Bach
(1978) between intentions and executive representations, and Mele (1992) between
distal and proximal intentions.1

My own stance is that all seven functions are proper functions of intentions. I also
think that at least two levels of guiding and monitoring of actions must be distin-
guished, and that taking into account this distinction of levels is important in order
to make sense of certain intuitive differences between intentional actions of varying
grades. Furthermore, although important, a characterization of intentions uniquely
in terms of their different functions remains insufficient. One must also take into
account the different types of content intentions may have, their dynamics, their
temporal scales, and their explanatory roles.

This leads me to draw a more complex picture of the situation. I will try to moti-
vate a threefold distinction among categories or levels of intentions: future-directed
intentions (F-intentions), present-directed intentions (P-intentions), and motor
intentions (M-intentions). I shall also distinguish between two levels of dynamics in
the unfolding of intentions: the local dynamics specific to each level of intention and
the global dynamics involved in the transition from one level to the next. It is also
useful to distinguish for each type of intention two phases of its internal dynamics:
the upstream dynamics (which culminate in the formation of the intention) and the
downstream dynamics (manifested once the intention has been formed). I have tried
to show elsewhere (Pacherie 2003) how certain shortcomings of the more traditional
versions of the causal theory may be overcome in this dynamic framework. Here I
will focus on the phenomenology of action and on the role of conscious thought in
the generation and control of action.

1 Future-Directed Intentions (F-Intentions)

Bratman stressed three functions of F-intentions: as terminators of practical rea-
soning about ends, as prompters of practical reasoning about means and plans, and
as intra- and interpersonal coordinators. The upstream dynamics of F-intentions—
the dynamics of decision making that leads to the formation of an intention—are
associated with the first of these three functions. Practical reasoning has been
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described by Davidson as a two-step process of evaluation of alternative courses of
action. The first step consists in weighting possible alternative actions and reasons
for and against each, and forming a judgment that, all things considered, some
course of action is the best. The second step in the process consists in moving from
this prima facie judgment to an unconditional or all-out judgment that this action
is the best simpliciter. With this move we reach the end point of the upstream
dynamics: to form an all-out judgment is to form an intention to act.

The downstream dynamics of F-intentions are linked to their functions as
prompters of practical reasoning about means and as intra- and interpersonal coor-
dinators. This reasoning must be internally, externally, and globally consistent. All
the intentions that are the building blocks of an action plan must be mutually con-
sistent (internal consistency). The plan as a whole should be consistent with the
agent’s beliefs about the world (external consistency). Finally the plan must take into
account the wider framework of activities and projects in which the agent is also
involved and be coordinated with them in a more global plan (global consistency).

The dynamics of F-intentions, although not completely context-free, are not
strongly dependent on the particular situation in which the agent finds himself when
he forms the F-intention or reasons from it. I can form an F-intention to act an hour
from now, next week, two years from now, or once I retire from work. This tempo-
ral flexibility makes it possible for an agent to form an F-intention to perform an
action of a certain type even though his present situation does not allow its imme-
diate performance. An F-intention is therefore in principle detachable from the
agent’s current situation and is indeed commonly detached from it.

The rationality constraints that bear on F-intentions both at the stage of inten-
tion-formation and at the stage of planning and coordination require the presence
of a network of inferential relations among intentions, beliefs, and desires. Concepts
are the inferentially relevant constituents of intentional states. Their sharing a
common conceptual representational format is what makes possible a form of global
consistency, at the personal level, of our desires, beliefs, intentions and other pre-
positional attitudes. If we accept this common view, what follows is that for F-
intentions to satisfy the rationality constraints to which they are subject they must
have conceptual content.

In a nutshell, then, the content of F-intentions is both conceptual and descriptive;
it specifies a type of action rather than a token of that type. Because many aspects
of an intended action will depend on unpredictable features of the situation in which
it is eventually carried out, the description of the type of action leaves indetermi-
nate many aspects of the action. An F-intention therefore always presupposes some
measure of faith on the part of the agent, in the sense that the agent must trust
herself at least implicitly to be able, once the time to act comes, to adjust her action
plan to the situation at hand.
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2 Present-Directed Intentions (P-Intentions)

Philosophers who draw a distinction between future-directed intentions and
present-directed intentions typically assign four functions to the latter: they trigger
or initiate the intended action (the initiating function), sustain it until completion
(the sustaining function), guide its unfolding (the guiding function), and monitor its
effects (the monitoring function). We may call the first two functions motivational
or volitional functions and the latter two control functions. Although there seems
to be some consensus as to what the initiating and sustaining functions amount to,
the situation is much less clear where the guiding and monitoring or control func-
tions are concerned. My impression is that the disagreements among philosophers
on these issues stem in a large part from the fact that they do not always distinguish
clearly between two levels of guidance and monitoring. I will defend the view that
higher-level guidance and monitoring are indeed functions of P-intentions and are
therefore subject to strong rationality constraints, whereas lower-level guiding and
monitoring functions should properly be assigned to M-intentions.

As we did with F-intentions, we can distinguish two stages in the dynamics of 
P-intentions. Their upstream dynamics are concerned with the transformation of 
an F-intention into an intention to start acting now. The downstream dynamics 
are concerned with the period between the initiation of the action and its 
completion.2

A P-intention often inherits an action plan from an F-intention. Its task is then
to anchor this plan in the situation of action. The temporal anchoring, the decision
to start acting now, is but one aspect of this process. Once the agent has established
a perceptual information-link to the situation of action, she must ensure that the
action plan is implemented in that situation.This means that she must effect a trans-
formation of the purely descriptive contents of the action plan inherited from the
F-intention into indexical contents anchored in the situation. When I decide to act
now on my F-intention to go to the hairdresser, I must think about taking this bus,
getting off at that stop, walking down that street to the salon, pushing this door to
enter the salon, and so on. As I do this I am anchoring my plan in the situation,
making it more specific. When I formed the F-intention to go to the hairdresser a
few days ago, I did not necessarily know where I would be when the time to act
would come and which bus line would be most convenient. Only now, in the situa-
tion of action, can the “getting there” element of the action plan be specified in
detail.

Another essential function of P-intentions is to ensure the rational control of the
ongoing action. It is important to emphasize that what is specifically at stake here
is the rational control of the action, since, as we shall see, motor intentions also have
a control function (although of a different kind).
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What should we understand rational control to be? Here I will follow Buekens,
Maesen, and Vanmechelen (2001),3 who describe rational control as taking two
forms, the second of which is often ignored in the literature. The first type of ratio-
nal control Buekens et al. describe is what they call “tracking control.” Tracking
control enables an agent to keep track of her way of accomplishing an action and
to adjust what she does to maximize her chances of success.The second type of ratio-
nal control is “collateral control”: control of the side effects of accomplishing an
action.The agent may notice undesirable side effects of her ongoing action, and may
correct her way of accomplishing it in order to minimize them, or may even abort
the action. For instance, if I intended to surprise a friend by, for once, being on time
for our appointment, but I find that the traffic is such that I could only do it by
speeding madly in the crowded streets, I might renounce trying to arrive on time
and leave that surprise for some other occasion. Both types of control are rational
insofar as what the agent does in both cases is connect her indexical conception of
her ongoing action to general principles of means-end reasoning, to her desires,
values, general policies, and rules of conduct. The agent exercises rational control
over her action insofar as (1) she is in a position to judge whether or not her way
of accomplishing her action is likely to lead to success and adjusts it so as to maxi-
mize her chances of success (tracking control) and (2) she is also in a position to
judge whether or not it brings about undesirable side effects and corrects it accord-
ingly (collateral control). P-intentions are thus, like F-intentions, subject to strong
rationality constraints. Unlike F-intentions, however, P-intentions don’t have much
temporal flexibility. Rather, insofar as a P-intention is tied to a corresponding
ongoing action and gets deployed concurrently with it, it is subject to severe tem-
poral constraints.

These temporal constraints are of two kinds: cognitive and action-related. First,
P-intentions are responsible for high-level forms of guidance and monitoring—they
are concerned with aspects of the situation of action and of the activity of the agent
that are both consciously perceived and conceptualized. Therefore the time scale of
P-intentions is the time scale of conscious perception and rational thought. Their
temporal grain is a function of the minimal time required for conscious rational
thought. Second, their temporality is also constrained by what we may call the tempo
of the action. This is literally the case when, say, one is playing a piece of music on
the piano and must respect the tempo and rhythm of the piece. It is also the case
in many other kinds of actions. In a game of tennis, one is allowed very little time
to decide on how to return a serve. A slow tempo offers better conditions for online
rational guidance and control of the action, since the agent has more time to decide
on adjustments or to consider and evaluate possible side effects. When the tempo
is extremely fast, possibilities for online rational control may be very limited. In a
nutshell, for a P-intention to play its role of guidance and control, it must be the
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case that the tempo of the action is not faster then the tempo of conscious rational
thought; more accurately, it is only on those aspects of an action the tempo of which
does not exceed the tempo of conscious rational thought that P-intentions can have
rational control.

3 Motor Intentions (M-Intentions)

I claimed in the previous section that it was important to distinguish between two
levels of action: guidance and control. P-intentions are responsible for high-level
forms of guidance and monitoring, applying to aspects of the situation of action and
of the activity of the agent that are both consciously perceived and conceptualized.
However, work in the cognitive neuroscience of action shows that there also exist
levels of guidance and control of an ongoing action that are much finer-grained,
responsible for the precision of the action and the smoothness of its execution.
P-intentions and M-intentions are both responsible for the online control of action,
but whereas the time scale at which the former operate is the time scale of the con-
sciously experienced present, the latter’s time scale is that of a neurological micro-
present, which only partially overlaps the conscious present.

We have seen that the move from F-intention to corresponding P-intention
involves a transformation of a descriptive, conceptual content into a perceptual,
indexical content. The role of an M-intention is to effect a further transformation
of perceptual into sensory-motor information. M-intentions therefore involve what
neuroscientists call motor representations.

I will not attempt here to review the already considerable and fast-growing empir-
ical literature on motor representations.4 A brief description of the main charac-
teristics of these representations will suffice. It is now generally agreed that there
exist two visual systems, dedicated respectively to vision for action and vision for
semantical perception (i.e., the identification and recognition of objects and
scenes).5 The vision-for-action system extracts from visual stimuli information about
the properties of objects and situations that is relevant to action, and uses this to
build motor representations used in effecting rapid visuo-motor transformations.
The motor representations produced by this system have three important charac-
teristics. First, the attributes of objects and situations are represented in a format
useful for the immediate selection of appropriate motor patterns. For instance, if
one wants to grab an object, its spatial position will be represented in terms of 
the movements needed to reach for it and its shape and size will be represented in
terms of the type of hand grip it affords. Second, these representations of the 
movements to be effected reflect an implicit knowledge of biomechanical con-
straints and the kinematic and dynamic rules governing the motor system. For
instance, the movements of the effectors will be programmed so as to avoid
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awkward or uncomfortable hand positions and to minimize the time spent at
extreme joint angles. Third, a motor representation normally codes for transitive
movements, where the goal of the action determines the global organization of the
motor sequence. For instance, the type of grip chosen for a given object is a func-
tion not just of its intrinsic characteristics (its shape and size) but also of the sub-
sequent use one wants to make of it. The same cup will be seized in different ways
depending on whether one wants to carry it to one’s lips or to put it upside down.
A given situation usually affords more than just one possibility for action and can
therefore be pragmatically organized in many different ways. Recent work suggests
that the affordances of an object or a situation are automatically detected even in
the absence of any intention to act. These affordances automatically prepotentiate
corresponding motor programs (Tucker and Ellis 1998; Grèzes and Decety 2002).

One can therefore also distinguish two moments in the dynamics of M-intentions.
The upstream dynamics constitute the process that leads to the selection of one
among (typically) several prepotentialized motor programs. When an M-intention
is governed by a P-intention and inherits its goal from it, the presence of the goal
tends to increase the salience of one of these possible pragmatic organizations of
the situation and thus allow for the selection of the corresponding motor program.
But it can also be the case that M-intentions are formed in the absence of a P-
intention. In such cases, the upstream dynamics work in a different way. According
to the model proposed by Shallice (1988), there is then a competition among motor
programs, with the program showing the strongest activation being triggered as a
result of a process Shallice calls “contention scheduling.”

The guidance and monitoring functions of M-intentions are exercised as part of
their downstream dynamics.According to the neuro-computational models of action
control developed in the last two decades, the motor system makes use of internal
models of action in order to simulate the agent’s behavior and its sensory conse-
quences.6 The internal models that concern us here are of two kinds: inverse models
and forward or predictive models. Inverse models capture the relationships between
intended sensory consequences and the motor commands yielding those conse-
quences. They are computational systems, taking as their inputs representations of
(a) the current state of the organism, (b) the current state of its environment, and
(c) the desired state and yielding as their outputs motor commands for achieving
the desired state. In contrast, the task of predictive or forward models is to predict
the sensory consequences of motor commands. Although strictly speaking it is an
oversimplification,7 one might say that inverse models have a guiding function (to
specify the movements to be performed in order to achieve the intended goal) and
that forward models have a monitoring function (to anticipate the sensory conse-
quences of the movements and adjust them so that they yield the desired effect). In
most sensory-motor loops there are large delays between the execution of a motor
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command and the perception of its sensory consequences, and these temporal delays
can result in instability when trying to make rapid movements and a certain 
jerkiness and imprecision in the action. It is hypothesized that predictive models
allow the system to compute the expected sensory consequences in advance of
external feedback and thus make faster corrections of the movements, preventing
instability.

P-intentions and F-intentions must maintain internal, external, and global con-
sistency of an action plan and are therefore subject to strong rationality constraints.
M-intentions are not subject to these constraints. This is a consequence of the fact
that the motor system exhibits some of the features considered by Fodor (1983) 
as characteristic of modular systems. It is informationally encapsulated, with only
limited access to information from other cognitive systems or subsystems. A well-
known illustration is the following:When you move your eye using your eye muscles,
the sensory consequences of this movement are anticipated, and the displacement
of the image on the retina is not interpreted as a change in the world; but when you
move your eye by gently pressing on the eyelid with the finger, the world seems to
move. When we press on our eyeball with our finger, we are well aware that it is our
eye that is moving and not the world, but the forward model in charge of predict-
ing the sensory consequences of our motor performances has no access to that infor-
mation. Similarly, the fact that the motor system does not seem to be sensitive to
certain perceptual illusions suggests that the inverse models that operate online do
not typically have access to conscious perceptual representations (non-veridical in
the case of illusions) constructed by the vision for perception or semantical visual
system.8

Obviously the motor system cannot be fully encapsulated. If it were, it would be
impossible to explain how a P-intention can trigger motor behavior, or that the way
we grasp an object depends not just on immediate sensory affordances but also on
our prior knowledge of the function of the object. But it is likely that the motor
system has only limited access to the belief/desire system and that this access is typ-
ically mediated by P-intentions. I can have mistaken beliefs about the pattern of
muscular contractions involved in my raising my arm, but when I raise my arm the
motor system does not exploit this belief to produce some weird gesticulation.

A second feature of the motor system is its limited cognitive penetrability. Con-
scious access to the contents of our motor representations is limited. The motor
system does not seem to fall squarely on either side of the divide between the per-
sonal and the subpersonal. Some aspects of its operation are consciously accessible;
others do not seem to be. Several studies (Jeannerod 1994; Decety and Michel 1989;
Decety et al. 1993; Decety et al. 1994) have shown that we are aware of selecting
and controlling our actions and that we are capable of imagining ourselves acting.
Moreover, the awareness we have of the movements we intend to perform is not
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based solely on the exploitation of sensory reafferences, because paralyzed subjects
can have the experience of acting. However, other studies indicate that we are not
aware of the precise details of the motor commands that are used to generate our
actions, or of the way immediate sensory information is used for the fine-tuning of
those commands (Fourneret and Jeannerod 1998). For instance, several pointing
experiments (Goodale et al. 1986; Castiello et al. 1991) have shown that subjects can
point a finger at a target accurately even on trials where the target is suddenly dis-
placed by several degrees and they have to adjust their trajectories. Moreover, they
can do so while remaining completely unaware both of the displacement of the
target and of their own corrections. One series of experiments (Pisella et al. 1998)
is especially instructive. In one condition, a green target was initially presented and
subjects were requested to point at it at instructed rates. On some trials the visual
target was altered at the time of movement onset. It could jump to a new location,
change color, or both. Subjects were instructed to point to the new location when
the target simply jumped, but to interrupt their ongoing movement when the target
changed color or when it both changed color and jumped. The results showed that
when the target changed both color and position in a time window of about 200–290
milliseconds, the subjects would point at the displaced target instead of interrupt-
ing their ongoing movement. The very fast in-flight movement corrections made by
the visuo-motor system seem to escape conscious voluntary control. According to
the explanatory scheme proposed here, this experiment may be interpreted as
showing that M-intentions have dynamics of their own, which are not entirely under
the control of P-intentions.

These kinds of experiments also illustrate the fact that P-intentions and M-
intentions operate at different time scales. The type of control exercised by P-
intentions is, as we have seen, both rational and conscious. Temporal constraints on
conscious processes set a minimal temporal threshold for information to become
consciously accessible.The experiments of Pisella et al. illustrate that there is at least
some incompatibility between the temporal constraints the motor system must
satisfy to perform smooth online corrections and adjustments of an action and the
temporal constraints on conscious awareness.

4 General Dynamics of Intentions

I distinguished earlier between two levels of dynamics: the local or micro-level
dynamics specific to each type of intention and the global or macro-level dynamics
of the transition from F-intentions to P-intentions and M-intentions. Some charac-
teristics of the macro-level dynamics can easily be inferred from what was said of
the local dynamics of each type of intention. In particular, the global dynamics of
the transition from F-intentions to P-intentions and M-intentions involve transfor-
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mation of the contents of these respective intentions.We move from contents involv-
ing descriptive concepts to contents involving demonstrative and indexical concepts,
and from there to sensori-motor contents. This transformation also involves a
greater specification of the intended action. Many aspects of the action that were
initially left indeterminate are specified at the level of the P-intention and further
specified at the level of the M-intention.

Yet one may want to know what it is that ensures the unity of the intentional
cascade from F-intentions to P-intentions and to M-intentions if their respective
contents differ. In a nutshell, the answer is that what ensures this unity is the fact
that each intention inherits its goal from its predecessor in the cascade. However,
such an answer may seem to raise a question: If the mode of presentation (MP) of
the goal differs from one level of intention to the next, in what sense can we talk
of an identity of goal? Suppose my F-intention is to get rid of the armchair I inher-
ited from my uncle. A conversion of this F-intention into a corresponding P-
intention requires (among other things) a transformation of the purely descriptive
MP of this target object into a perceptual MP. But one problem is that being 
inherited from one’s uncle is not an observational property. At the level of the P-
intention, the target object of the action will have to be recaptured under a differ-
ent MP—for instance, as the red armchair next to the fireplace. Similar problems
will arise when moving from P-intentions to M-intentions where goals are encoded
in sensory-motor terms.

To ensure the unity of the intentional cascade, the transformation of the MPs of
the action goal must be rule-governed. By a rule-governed transformation, I mean
a transformation of MPs that exploits certain identities. More precisely, if we con-
sider the transition from an F-intention to a P-intention—a transition that is subject
to strong rationality constraints—identities should not just be exploited, they should
be recognized as such by the agent. For instance, it is because I judge that the arm-
chair I inherited from my uncle is the same object as the red armchair next to the
fireplace that the unity of my F-intention to get rid of the armchair I inherited from
my uncle with my P-intention to get rid of the red armchair I visually perceive next
to the fireplace is warranted. In contrast, when we consider the transition from 
P-intentions to M-intentions, it seems that certain identities are hardwired in the
motor system and are, as a result, systematically exploited. For instance, in the exper-
iment by Pisella et al. discussed earlier, the target to which the subject should point
is identified both by its color and by its position. Information on color is processed
by the system for semantical perception but is not directly accessible by the visuo-
motor system. Yet the visuomotor system can directly process information on posi-
tion. When the subject is instructed to point to the green target, the transition from
the P-intention to the M-intention exploits the following identity: the green target
= the target located at p. In other words, the P-intention to point to the green target

Toward a Dynamic Theory of Intentions 155



unless it changes color gets transformed into an M-intention to point to the target
located at p. At the motor level, the movement will be controlled by the position of
the target and not its color, and it will be automatically adjusted in response to a
change of position.

What I have said so far about the dynamics of the three types of intentions in no
way implies that all actions require the presence of the entire intentional cascade.
Some decisions to act are made on the fly and do not warrant a distinction between
an F-intention and a P-intention. If a colleague knocks at my office door around
noon and asks me if I want to join him for lunch now, I may just say Yes and follow
him to the cafeteria. I may deliberate for a minute: Am I really hungry? Is the thing
I am doing now really so urgent that I should get over with it before going for lunch?
But once I have made up my mind, I immediately start acting. In such cases, there
is not really room for a distinction between an F-intention and a P-intention.

The existence of automatic, spontaneous, or routine actions suggests that it is not
even always necessary that I form a P-intention in order to start acting. When, while
trying to make sense of some convoluted sentence I am reading, I automatically
reach for my pack of cigarettes, my action seems to be triggered by the affordances
offered by the pack of cigarettes and need not be controlled by a P-intention. It is
interesting to note that even when a certain action happens to be controlled by a
P-intention, it is not necessarily this P-intention that triggered the action. If I am a
heavy smoker and am completely absorbed by some philosophical argument I am
trying to unravel, I can take a cigarette and light it without even noticing what I am
doing. If, while this action unfolds, I become aware of what I am doing, I may decide
whether or not I should go on with the action. If I decide to carry on, the action
that had been initially triggered by an M-intention is now also controlled by a P-
intention. Finally, it should be noted that P-intentions can have varying degrees of
control on the unfolding of an action. Well-practiced actions require little online
control by P-intentions. In contrast, novel or difficult actions are typically much
more closely controlled by P-intentions.

5 Conscious Agency

I now turn to the problems of conscious agency and the bearing the dynamic theory
of intentions presented here may have on them. Let me start by distinguishing three
issues. The first issue is concerned with the phenomenology of action, understood
as the experience of acting one may have at the time one is acting. The second issue
concerns mental causation, i.e. whether or not mental states play a causal role in the
production of actions. The third issue concerns the phenomenology of mental cau-
sation, or (to use Wegner’s phrase) the experience of the conscious will, conceived
as the experience we have that our actions are caused and controlled by our con-
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scious states. The latter two issues are often confused, with the unfortunate conse-
quence that evidence that experiences of mental causation are sometimes non-
veridical is taken as evidence that the very notion of mental causation is mistaken.
Similarly, the phenomenology of action in the sense outlined above should not be
confused with the phenomenology of mental causation. One’s awareness that one
is acting is not the same thing as one’s awareness that one’s action is caused by one’s
conscious mental states. The experience of acting may well be an ingredient in the
experience of mental causation, but it is not all there is to it. I will first try to provide
an analysis of the experience of acting. I will then turn to the issue of mental cau-
sation and argue that Libet’s experiments provide no conclusive reasons to think
that mental causation is generally illusory. Finally, I will move on to the phenome-
nology of mental causation and argue that Wegner’s experiments are similarly
inconclusive in ruling out actual mental causation.

As was mentioned above, one objection to the earlier belief/desire versions of
CTA was that they failed to account for the phenomenology of action. Their central
claim is that what distinguishes actions from other events is the nature of their
mental antecedents, namely complexes of beliefs and desires. An agent would know
that she is performing an action not in virtue of her immediate awareness that she
is moving, but because she knows what the antecedent conditions causing her behav-
ior are. Such an inferential approach seems unable to account for the specificity and
the immediacy of the phenomenology of bodily action. One reason the phenome-
nology of action may have been neglected is that it is much less rich and salient than
the phenomenology of perception. Typically, when we are acting, our attentional
focus is on the outside world we are acting on rather than on the acting self. Our
awareness of our active bodily involvement is only marginal. Typically also, the rep-
resentational content of the experience of acting is relatively unspecific and elusive.

In the model proposed here, three types of intentions are distinguished. F-
intentions, insofar as they are temporally separated from the action, make no direct
contribution to the experience of acting, although they may contribute indirectly to
a sense of personal continuity and to a temporally extended sense of one’s agency.
In contrast, P-intentions and M-intentions are simultaneous with the action they
guide and control and hence are immediately relevant to the phenomenology of
agency. Here I follow Wakefield and Dreyfus (1991) and distinguish between
knowing what we are doing and knowing that we are acting. As they point out,
“although at certain times during an action we may not know what we are doing, we
do always seem to know during an action that we are acting, at least in the sense that
we experience ourselves as acting rather than as being passively moved about” (p.
268). One may further distinguish between knowing what we are doing in the sense
of being aware of the goal of our action (and its general form) and knowing it in the
sense of being aware of our specific manner of bringing about this desired result. In
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the framework proposed here, this distinction between three aspects of the experi-
ence of acting—which may be termed that-experience, what-experience, and how-
experience—may be accounted for as follows: On the one hand, it is P-intentions,
through their role of rational and perceptual guidance and monitoring of the ongoing
action, that are mainly responsible for what-experience. What-experience, that is, is
awareness of the content of P-intentions. On the other hand, M-intentions are
responsible for the most basic aspect of action phenomenology (that-experience)
and for the most specific form it can take (how-experience). These two forms of the
experience of acting nevertheless depend on rather different mechanisms.

As we have seen, motor control involves mechanisms of action anticipation and
correction. According to recent neurocomputational models of motor control,
motor control exploits internal models of action used to predict the effects of 
motor commands as well as comparators that detect mismatches between predicted
effects, desired effects, and actual effects in order to make appropriate corrections.
Although these mechanisms operate largely at the subpersonal level, in the sense
that the representations they process are typically unavailable to consciousness, they
may nevertheless underlie the experience of acting in its most basic form. In other
words, our awareness that we are acting—the sense of bodily implication we expe-
rience—may result from the detection by the comparison mechanisms used in motor
control of a coherent sensory-motor flow. On this view, the basic experience that
one is acting need not involve conscious access to the contents of the motor and
sensory representations used for the control of the ongoing action. That is why, as
Wakefield and Dreyfus remark, we may experience ourselves as acting without
knowing what it is exactly we are doing.This is also why the representational content
of the experience of acting may appear so thin. This is especially so when one is
engaged in what I termed minimal actions—actions that are performed routinely,
automatically, impulsively, or unthinkingly. These actions unfold with little or no
conscious control by P-intentions. Their phenomenology may therefore involve
nothing more than the faint phenomenal echo arising from coherent sensory-motor
flow.

In contrast, our awareness of the specific form our bodily implication in action
takes—say, the exact trajectory of my arm, or the precise way I am shaping my
hand—requires conscious access to the content of at least some of our current
sensory-motor representations. It therefore requires that these normally uncon-
scious representations be transformed into conscious ones. As Jeannerod (1994)
points out, these representations are usually too short-lived to become accessible to
consciousness. During execution, they are normally canceled out as soon as the cor-
responding movements have been performed. Converting them into conscious rep-
resentations therefore requires that they be kept in short-term memory long enough
to become available to consciousness. This can happen when the action is blocked
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or when it is delayed. To a degree, it also can happen through top-down attentional
amplification.

In a series of experiments, Jeannerod and co-workers (Fourneret and Jeannerod
1998; Slachewsky et al. 2001) investigated subjects’ awareness of their movements.
Subjects were instructed to move a stylus with their unseen hand to a visual target.
Only the trajectory of the stylus was visible as a line on a computer screen, super-
imposed on the hand movement. A directional bias (to the right or to the left) was
introduced electronically, such that the visible trajectory no longer corresponded to
that of the hand, and the bias was increased from trial to trial. In order to reach the
target, the hand-held stylus had to be moved in a direction opposite to the bias. In
other words, although the line on the computer screen appeared to be directed to
the target location, the hand movement was directed in a different direction. At the
end of each trial, subjects were asked in which direction they thought their hand
had moved by indicating the line corresponding to their estimated direction on a
chart presenting lines oriented in different directions.

These experiments revealed several important things. Subjects accurately cor-
rected for the bias in tracing a line that appeared visually to be directed to the target.
When the bias was small, this resulted from an automatic adjustment of their hand
movements in a direction opposite to the bias. Subjects tended to ignore the veridi-
cal trajectory of their hand in making a conscious judgment about the direction of
their hand. Instead, they adhered to the direction seen on the screen and based their
report on visual cues, thus ignoring non-visual (e.g., motor and proprioceptive) cues.
However, when the bias exceeded a mean value of about 14°, subjects changed 
strategy and began to use conscious monitoring of their hand movement to correct
for the bias and to reach the target. The general idea suggested by this result is that
it is only when the discrepancy between the seen trajectory and the felt trajectory
becomes too large to be automatically corrected that subjects become aware 
of it and use conscious compensation strategies. Thus, the experience of acting 
may become vivid and be endowed with detailed representational content 
only when action errors occur that are large enough that they can’t be automati-
cally corrected.9

With respect to the issues of mental causation and its phenomenology, the main
conclusion to be drawn from this discussion of the experience of doing is that such
an experience need not and indeed should not be thought of as the experience of
one’s conscious mental states causing one’s actions. In its most basic form, exem-
plified in minimal actions, the experience of doing may reduce to the faint back-
ground buzz of that-experience. During the action, I am peripherally aware that I
am acting rather than being acted upon. Minimal actions may be experienced as
doings without being experienced as purposive, intended, or done for reasons. Some-
thing more than mere that-experience is required for an experience of mental 
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causation. What-experience and how-experience may be further ingredients of the
experience of mental causation by contributing a sense of purposiveness. But other
factors may still be required as the experience of purposiveness may yet fail to
qualify as an experience of mental causation.

Before I dwell further on this topic, let me be clear about what I think conscious
mental causation is. First, the notion of a conscious state can be understood in at
least two ways. We may want to say that a mental state is conscious if, in virtue of
being in that state, the creature whose state it is is conscious of the object, property,
or state of affairs the state represents or is about (first-order consciousness). Or 
we may want to say that a state is conscious if the creature whose state it is is con-
scious of being in that state, that is, has a representation of that state as a specific
attitude of hers toward a certain content (second-order consciousness). Thus, an
intention of mine will be conscious in the first of these two senses if I am conscious
of the goal or means-goal relation the intention encodes (say, I raise my hand to
catch a ball). For my intention to be conscious in the second sense, I must be aware
of my intention as an intention of mine, where the state of awareness is distinct from
the intention itself. I take it that the issue of mental causation is first and foremost
concerned with whether or not conscious states understood in the first of these two
senses are causally efficacious in the production of actions. Second, there is more to
causation than the mere triggering of effects. Many other factors can contribute to
shaping the effect triggered, and there are no good reasons to deny them the status
of causal factors. Similarly, an effect is often not the result of a single causal event
but the result of a chain of such events, and there is usually no good reason to single
out the first element of the chain as the cause. To claim that something can only
qualify as a cause if it is some sort of prime mover unmoved is to cling to a doubt-
ful tenet of Aristotelian metaphysics. Third, in a naturalistic, non-dualistic frame-
work, personal-level mental states are constituted or realized by complex physical
states, and a personal-level account of behavior must be backed up by a subper-
sonal explanation of how mental causation works. Subpersonal and personal-level
explanations are pitched at different levels of generality and should therefore be
seen as complementary rather than mutually exclusive.

For the notion of conscious mental causation to be vindicated, two conditions
must be satisfied. First, it must be the case that conscious mental states and con-
scious intentions (in the first-order sense) can be elements in the causal chain of
information processing that translates beliefs, desires, and goals into motor behav-
ior and effects in the world. Second, it must be the case that the causal chains that
include such conscious states as elements have distinctive functional properties. The
first condition may be taken as a necessary condition for conscious mental causa-
tion. If conscious intentions were always post hoc reconstructions, they would be
effects of actions rather than causes thereof. Note, though, that for a conscious inten-
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tion to qualify as a causal contributor to an action it is not necessary that it be the
very first element in the causal chain leading to the performance of the action. The
second condition may be taken as a sufficient condition for the causal efficacy of
conscious mental states. If it makes a difference whether or not a causal chain con-
tains conscious mental states as elements, in particular if there are differences in the
kinds of actions that can be the outcome of such chains or in the conditions in which
such actions can be successfully performed, then it is fair to say that conscious
mental states make a difference and are causally efficacious.

With respect to the first condition, although there may be cases where conscious
intentions are retrospective illusions, no one has ever offered convincing evidence
for the claim that this is always the case. With respect to the second condition, there
is plenty of evidence that automatic and non-automatic actions are not produced
by the same mechanisms, that the performance of novel, difficult, complex or dan-
gerous actions requires conscious guidance and monitoring,10 and that recovery
from error in certain circumstances is not possible unless one switches from auto-
matic to consciously guided correction procedures.11 In particular, the fact that the
same action may sometimes be performed automatically and sometimes consciously
does not show that conscious states are causally idle. When the circumstances are
favorable, the performance goes smoothly, and no breakdown occurs, one may
indeed be under the impression that appealing to conscious mental states adds
nothing of value to an explanation of why the action unfolds as it does and is suc-
cessfully completed. To better see the causal import of conscious mental states, one
should reason counterfactually and ask what would have happened had something
gone wrong, had unexpected events occurred, or had the world or our body not
behaved as predicted.The distinction I introduced earlier between the rational guid-
ance and monitoring exerted at the level of conscious P-intentions and the auto-
matic guidance and monitoring exerted at the level of unconscious M-intentions was
meant to capture the important difference in how automatic and non-automatic
actions are produced. As I tried to make clear, each mode of guidance and moni-
toring has its specific strengths and limitations, linked to their respective represen-
tational formats, to their temporal dynamics, and to their modular or nonmodular
character. Conscious guidance and monitoring in no way displaces the need for
automatic motor guidance and monitoring. Indeed, because there are limits to how
much of an action one can consciously monitor without interfering with its perfor-
mance, conscious monitoring can be only partial, and we must tacitly rely in large
part on automatic control processes.Thus, conscious and unconscious processes nec-
essarily coexist and play complementary roles in the control of non-automatic
actions.They are not separate parallel streams; rather, they interact in complex ways,
with control being passed up (for instance, when action errors are too large to be
automatically corrected and control is passed to conscious processes) and down (as
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when we consciously focus on one aspect of an action and delegate control over
other aspects to automatic motor processes).

Many people have seen in Libet’s famous studies on the “readiness potential”
evidence that favors a skeptical attitude toward conscious mental causation. Libet
et al. (1983) asked subjects to move a hand at will and to note when they felt the
urge to move by observing the position of a dot on a special clock. While the par-
ticipants were doing this, the experimenters recorded their readiness potential (the
brain activity linked to the preparation of movement). What they found was that
the onset of the readiness potential (RP) predated the conscious awareness of the
urge to move (W) by about 350ms, whereas the actual onset of movement measured
in the muscles of the forearm occurred about 150ms after conscious awareness.
Libet (1985) and others have claimed that these results suggest that, since the con-
scious awareness of the urge to move occurs much later than the onset of the brain
activity linked to the preparation of movement occur, the conscious urge to move
plays no causal role in the production of the intentional arm movement.

There are serious reasons to doubt that these results warrant such a conclusion.
First, the conscious urge to move may lag behind the onset of brain activity but it
still precedes the actual onset of movement.As I mentioned earlier, there is no good
reason to think that only the initial element in a causal chain may genuinely qualify
as a cause. A conscious mental state may play a causal role in the production of an
action even though it doesn’t trigger the whole causal process. Besides, the uncon-
scious processes that precede conscious awareness are not themselves uncaused, and
by parity of reasoning Libet should also deny that they initiate the action. Second,
as Mele (2003) points out, it is not clear whether the readiness potential constitutes
the neural substrate of intentions or decisions rather than that of desires or urges.
If the latter, it should indeed be expected to precede conscious intentions. Indeed,
in a more recent experiment involving a task similar to Libet’s, Haggard and Eimer
(1999) showed that the readiness potential can be divided into two distinct phases:
an early phase in which the readiness potential is equally distributed over both
hemispheres (RP) and a latter phase in which it lateralizes, becoming larger con-
tralateral to the hand that the subject will move. This second phase is known as the
lateralized readiness potential (LRP).The first stage corresponds to a general prepa-
ration phase preceding movement selection, and a second with a specific prepara-
tion phase that generates the selected action. The data of Haggard and Eimer
suggest that, whereas RP onset precedes the onset of conscious awareness, LRP
onset coincides with conscious awareness and may constitute the neural correlate
of the conscious decision to act. Third, Libet’s analysis focuses on what I termed P-
intentions and their relation to neural activity and neglects F-intentions. Yet his
experiments involve F-intentions. The participants must at the very least have
formed the F-intention to comply with the experimenter’s instructions and to
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produce hand movements when they felt the urge. This F-intention has two uncom-
mon features: it concerns a very simple hand action, of a kind one does not ordi-
narily need to plan for in advance, and, more strikingly, the initiation condition for
the action takes a rather unusual form. Participants are asked to act at will or when
they feel the urge, rather than when some external condition obtains. This could be
achieved in at least two ways. The F-intention may cause it to be the case that the
initiation condition is satisfied by generating an urge to move. Or, if such urges occur
spontaneously on a more or less regular basis, the F-intention may direct attention
toward them and initiate a process of attentional amplification. In either case, F-
intentions are not causally inert. Haggard and Eimer’s claim that the conscious
intention to move one’s hand coincides with the onset of LRP, the specific prepa-
ration phase that generates the selected action, is consistent with my claim that the
content of a P-intention must be more specific than the content of a corresponding
F-intention—it represents a specific act-token, e.g. that this hand move in such and
such a way, rather than an action type. Finally, because the action the participants
were requested to perform was such a simple and well-rehearsed element of their
motor repertoire, it required little or no conscious planning and control. It is there-
fore not surprising that conscious awareness arises, on average, only 200ms before
onset of movement. My bet is that for more complex or less familiar actions more
time should elapse between onset of awareness and onset of movement.

Let me now turn to the third and last issue: the phenomenology of conscious
mental causation, or, as Wegner calls it, the experience of conscious will. Some of
Wegner’s experiments suggest that the experience of conscious will can be non-
veridical. For instance, in his I-spy experiment (Wegner and Wheatley 1999), a par-
ticipant and a confederate have joint control of a computer mouse that can be
moved over any one of a number of pictures on a screen. When participants had
been primed with the name of an item on which the mouse landed, they showed a
slightly increased tendency to self-attribute the action of stopping on that object
(when in fact the stop had been forced by the confederate). In other words, they
experienced conscious will for an action they had not actually controlled. Some
authors, including Wegner himself on occasion,12 seem to think that the fact that the
experience of conscious will can be non-veridical is evidence for the claim that con-
scious mental causation is an illusion. This inference appears less than compelling.
To show that the experience of willing is not always errorless is certainly not to show
that it is always in error.

It has long been recognized that, although we can be aware of the contents of our
thoughts, we have little or no direct conscious access to the mental processes these
thoughts are involved in.13 Mental processes, in other words, are not phenomenally
transparent. Wegner may well be right that the experience of conscious will is 
typically not a direct phenomenal readout of our mental processes and must be 
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theoretically mediated. In his view, the experience of consciously willing our actions
seems to arise primarily when we believe that our thoughts have caused our actions.
For this to happen, “the thought should be consistent with the action, occur just
before the action, and not be accompanied by other potential causes” (Wegner 2003,
p. 3). Bayne (this volume) raises doubts as to whether, as Wegner’s model suggests,
a mere match between thought and action suffices to generate the experience of
conscious will. Bayne suggests that it may further be required that one be aware of
the prior state as one’s own. It may also be required that one identifies this state as
a state of intention. As I mentioned earlier, a state may be conscious in the sense
that one is conscious of its content without being conscious in the sense that one is
conscious of being in that state. While acting, one should normally be expected to
attend to the world in which one is acting, rather than to one’s state of intending.
Intentions may therefore be conscious in the first sense but not being conscious in
the second. One’s conscious intentions (in the first sense) may therefore cause an
action without one having an experience of conscious will. One may simply have an
experience of doing while performing the action caused by the conscious intention.
Thus, conscious F-intentions or P-intentions may well play a role in the production
of an action without this action giving rise to an experience of conscious will if the
agent is focusing on the situation of action rather than on his or her mental states
and thus is not conscious of these F-intentions and P-intentions as states of inten-
tion she is in.

Moreover, our second-order awareness of our first-order conscious states, under-
stood as the awareness of one’s attitude toward a certain content, may well be 
inferentially mediated and fallible. We may be mistaken in identifying a first-order
conscious state as a state of intention rather than, say, as a mere thought. For
instance, as Bayne suggests, we may identify a prior thought as an intention because
its content is consistent with an action performed in its wake.We can therefore have
a non-veridical experience of conscious will, when a conscious thought that is not a
conscious intention is mistaken for one. This seems to be what is happening in
Wegner’s I-spy experiment.

Yet it is not certain that the participants in this experiment would have had an
experience of conscious will, veridical or non-veridical, simply in virtue of a corre-
spondence between their consciously experienced prior thought and the target
action and of a misidentification of this prior thought as an intention. One further
element that may be necessary is an experience of doing. As I argued earlier, this
experience can be very unspecific and reduce to a that-experience. Of course, the
veridicality of an experience of doing does not guarantee the veridicality of the
experience of conscious will of which it may be a component. The participants in
the I-spy experiment who were tricked into thinking that they were responsible for
stopping the cursor on a certain item were wrong about that but were at least right
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that they had been acting. Had they not been acting at all, it is not clear whether
they would have had an experience of conscious will. There are therefore several
reasons why experiences of conscious will and actual mental causation may fail to
coincide. Conscious intentions may be causally efficacious without giving rise to an
experience of conscious will and an experience of conscious will may be present
where conscious intentions are not causally involved. The dynamic theory of inten-
tions I have sketched certainly leaves both possibilities open. Yet, as we have 
independent reasons to think that conscious intentions (in the first-order sense) are
causally efficacious in the production of actions and no good reasons to think that
our second-order awareness of intentions is always or most of the time the result
of a misidentification of mere thoughts with actual intentions, we can, I think, remain
confident that the experience of conscious will is a reliable indicator of actual mental
causation.

Notes

1. For more detailed analyses of the difficulties and shortcomings of the belief/desire versions of CTA
and for an evaluation of some of the proposals made by dual-intention theorists, see Pacherie 2000 and
Pacherie 2003.

2. Note that here by completion I simply mean the end of the action process, whether the action is suc-
cessful or not.

3. Buekens, Maesen, and Vanmechelen (2001) are to my knowledge the only authors who distinguish
three categories of intentions. They call them future-directed intentions, action-initiating intentions and
action-sustaining intentions, respectively. However, their typology differs from the typology presented
here. Their action-initiating intention corresponds to the upstream phase of the dynamics of P-intention
and their action-sustaining intention to its downstream phase. Another difference between their scheme
and mine is that they make no room for motor intentions. They are also perfectly explicit that they are
concerned with personal-level phenomena and that both action-initiating intentions and action-sustain-
ing intentions present the action to the agent via observation and not experience. These authors defend
two very interesting claims to which I fully subscribe. The first is that the content of ‘action-sustaining
intentions’ is essentially indexical and action-dependent; the second is that the control these intentions
have over the action is concerned not just with the way in which the intended goal is accomplished but
also with the side effects generated by this way of accomplishing this goal.

4. For a review and synthesis of recent work in the cognitive neuroscience of action, see Jeannerod 1997.

5. This of course does not mean that the two systems do not interact in some ways. For discussions of
these interactions, see Milner and Goodale 1995; Rossetti and Revonsuo 2000; Jacob and Jeannerod 2003.

6. On neurocomputational approaches to motor control, see Wolpert 1997; Jordan and Wolpert 1999;
Wolpert and Ghahramani 2000.

7. This is an oversimplification insofar as there exist complex internal loops between inverse models and
predictive models. In practice, it is therefore difficult, if not impossible, to draw the line between guid-
ance and control.

8. Regarding this latter case, caution is required however, first because the interpretation of the various
experiments reporting such data is still a matter of debate (Aglioti et al. 1995; Gentilucci et al. 1996;
Haffenden and Goodale 1998; Jacob and Jeannerod 2003) and second because the experiments that 
have been conducted also suggest that illusory perceptions can influence action when a delay is 
introduced between the sensory stimulation and the action.

9. For further discussion of these issues, see Jeannerod and Pacherie 2004.
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10. Here it may be useful to introduce Block’s conceptual distinction between phenomenal conscious-
ness and access-consciousness, where the former refers to the experiential properties of consciousness,
for instance what differs between experiences of green and red, and the latter to its functional proper-
ties, access-conscious content being content made available to the global workspace and thus for use in
reasoning, planning, and verbal report (Block 1995). When one speaks of conscious guidance or moni-
toring, it is the notion of access-consciousness that is, at least primarily, at stake. Block himself think that
phenomenal consciousness and access-consciousness are dissociable, hence independent, thus leaving
open the possibility that phenomenal consciousness is causally idle. Others, however, have argued that
phenomenal consciousness provides a basis for wide availability to the cognitive system and is thus a
precondition of access-consciousness (Kriegel, forthcoming).

11. See, for instance, Shallice 1988; Jeannerod 1997.

12. See, for instance, Wegner 2002, p. 342; Wegner 2003, p. 261. See also Libet 2004; Pockett 2004.

13. See, e.g., Nisbett and Wilson 1977.
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9 Phenomenology and the Feeling of Doing: Wegner on the Conscious
Will

Timothy Bayne

Given its ubiquitous presence in everyday experience, it is surprising that the phe-
nomenology of doing—the experience of being an agent—has received such scant
attention in the consciousness literature. But things are starting to change, and a
small but growing literature on the content and causes of the phenomenology of
first-person agency is beginning to emerge.1 One of the most influential and stimu-
lating figures in this literature is Daniel Wegner. In a series of papers and in his book
The Illusion of Conscious Will (henceforth cited as ICW), Wegner has developed an
account of what he calls “the experience of conscious will.” In this chapter I assess
Wegner’s model of the conscious will and the claims that he makes on the basis of
it. Although my focus is on Wegner’s work, many of the issues I raise are relevant
to the study of the phenomenology of agency more generally.

I regard Wegner’s work on the phenomenology of agency as comprising two com-
ponents. First, Wegner provides a model of how the experience of conscious will is
generated. Roughly speaking, Wegner’s view is that we experience conscious will
with respect to an action when we have an introspective preview of it:

The experience of consciously willing our actions seems to arise primarily when we believe
our thoughts have caused our actions. This happens when we have thoughts that occur just
before the actions, when these thoughts are consistent with the actions, and when other poten-
tial causes of the actions are not present. (2005, p. 23)

I will call this the matching model of the experience of conscious will. The second
component of Wegner’s account is his claim that the conscious will is an illusion.
Exactly what Wegner might mean by describing the conscious will as an illusion is
open to some debate (see section 3 below), but I take his central claim to be this:
The experience of conscious will misrepresents the causal path by means of which
one’s own actions are generated.

How are the two components of Wegner’s work related? The most straightfor-
ward way to read Wegner is to take him to be offering the matching model as 
evidence for the claim that the conscious will is an illusion. I will argue that if this
is indeed Wegner’s view then it is mistaken. The matching model might explain why



people experience a sense of agency, but it does not show that this sense of agency
is an illusion. I proceed as follows: In section 1, I explore the notion of the conscious
will. In section 2, I examine Wegner’s matching model of the conscious will. In sec-
tions 3 and 4, I turn my attention to his claim that the conscious will is an illusion.

1 What Is the Conscious Will?

The notion of the experience of conscious will is anything but straightforward, and
there is ample room for terminological confusion in these waters. One issue con-
cerns the relationship between the experience of conscious will and the will itself.
It is natural to suppose that acts of the will are the intentional objects of experi-
ences of conscious will. On this view, the logical relationship between experiencing
oneself as willing something and actually willing it is akin to the relationship
between, say, experiencing something as being blue and it actually being blue. The
experience is one thing, the property or object experienced is another. Although
much of what Wegner says can be read in these terms, there are passages in his work
that suggest a very different conception of the relationship between experience of
the will and the will itself. For example, Wegner states that “will is a feeling, not
unlike happiness or sadness or anger or anxiety or disgust” (ICW, p. 326; see also
pp. 3 and 29). Referring to the will as a feeling threatens to collapse the distinction
between the will itself and experiences of the will.

A second issue concerns the representational content of the experience 
of conscious will. For the most part Wegner leaves the notion of the experience of 
conscious will at an intuitive level, often describing it simply as “the experience of
doing.” He does, however, link the experience of conscious will with various other
aspects of the phenomenology of agency, such as the experience of authorship
(Wegner 2005, p. 27), the experience of intentionality (Wegner and Erskine 2003,
p. 688), the experience of effort (ICW, p. 39), the experience of experience of free
will (ICW, p. 318), and the experience of mental causation (Wegner 2005, p. 23).

This terminological proliferation presents us with something of a challenge. Are
these terms meant to be (rough) synonyms for a single type of experience, or are
they meant to refer to distinct experiential types? Wegner does not tell us. One could
of course stipulate that these terms are being used synonymously, but Wegner does
not appear to have made this stipulation, and so we are left to rely on our pre-
theoretical grasp of these notions. Although recent writers on the phenomenology
of agency often seem to assume that these terms are synonyms, it is far from obvious
that this is the case.2 Prima facie, at least some of these terms appear to refer to dif-
ferent experiential contents. To take just one contrast, the experience of authorship
appears to differ from the experience of effort (Bayne and Levy 2006). But if these
various terms refer to distinct types of experiences then it is entirely possible that
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the matching model might apply to some of them but not others. Furthermore, it
might turn out that some of these experiential types are illusory but others are not.

Wegner appears to regard the experience of conscious will as most intimately
associated with two kinds of experience: the experience of “mental causation” and
the experience of authorship. Let me take these two notions in turn.

Wegner often refers to his account of the conscious will as “the theory of appar-
ent mental causation.” He writes: “Intentions that occur just prior to action . . . do
seem to compel the action. This is the basic phenomenon of the experience of will.”
(ICW, p. 20) The view, I take it, is that an experience (as) of conscious will just is an
experience (as) of one’s intentions causing the action in question.3 Frith has a similar
view: “Our sense of being in control derives from the experience that our actions
are caused by our intentions.” (2002, p. 483)

But is there really such a thing as the experience of mental causation? To put the
question slightly differently, does the normal phenomenology of agency include 
an experience of mental causation? The experience of being an agent is certainly
imbued with a sense of intentionality and purposiveness—we experience ourselves
as acting in light of our beliefs and desires and as realizing our intentions—but is
this experience really causal? A number of authors have suggested that it is not
(Horgan, Tienson, and Graham 2003; Searle 2001; Wakefield and Dreyfus 1991). We
do not typically experience ourselves as being caused to move by our intentions.
Arguably, if there is a causal component to the phenomenology of agency (and it is
not clear to me that there is), it involves an experience of oneself, rather than one’s
mental states, as the cause of one’s movements.4 At any rate, the experience of will
does not seem to involve an experience of one’s intentions compelling one’s actions.
Leaving aside questions about whether the experience of “mental causation” is
really causal, it is certainly true that it occupies a central place in the phenomenol-
ogy of agency.

Consider now the experience of authorship. I am not sure whether Wegner thinks
of the experience of authorship as identical to (or included within) the experience of
conscious will, but he does suggest that the matching model of the experience of con-
scious will (also) functions as a model of the experience of authorship: “When the
right timing, content, and context link our thought and our action, this construction
yields a feeling of authorship of the action. It seems that we did it.” (2005, p. 27)

What exactly is the feeling of authorship? The feeling of authorship, I take it, is
the experience that you yourself are the agent or author of an event—the doer of
the deed. The contrary of the feeling of authorship is the feeling that the event was
done by someone else or had no agent as its source. But although it is helpful as an
intuitive starting point, this gloss on the notion of authorship gets us only so far; we
also need to know what the satisfaction conditions of experience of authorship are.
What is it to author an action?
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The quandaries that confront us here can be illustrated by considering Penfield
actions (Penfield 1975). When Wilder Penfield directly stimulated the exposed
brains of conscious patients, he triggered a variety of actions. But Penfield’s patients
reported that they did not “do” the action in question, and instead felt that Penfield
had pulled it out of them. According to Wegner, Penfield actions show that it is pos-
sible to author an action without experiencing oneself as authoring it (ICW, p. 47).
But should we accept that Penfield actions were authored by Penfield’s patients?
Perhaps they were authored by Penfield. Or perhaps they were not authored at all.
More generally, there is a range of pathologies—utilization behavior, the anarchic
hand syndrome, and hypnotically induced movement—where there is some obscu-
rity about whether the subject in question stands in the authoring relation to the
movement. But if we are in the dark as to when an action is authored then we are
also in the dark as to when experiences of authorship are veridical, and, to the extent
that the experience of conscious will includes the experience of authorship, we are
also in the dark as to when the experience of conscious will is veridical.

The question of what Wegner might mean by “the experience of conscious will”
is further complicated by the distinction between willed and unwilled actions
(Jahanshahi and Frith 1998). Wegner himself invokes this distinction, often describ-
ing willed actions as “controlled” (or “voluntary”) and unwilled actions as 
“automatic.” The distinction between willed and unwilled actions is roughly the 
distinction between those actions that derive from the agent’s plans and goals and
those actions that are stimulus-driven. (I say “roughly” because at times the dis-
tinction between controlled and automatic actions seems to involve the rather dif-
ferent distinction between those actions that are accompanied by a sense of doing
and those that are not.) Given the distinction between willed and automatic action,
one might wonder whether Wegner is using “the experience of conscious will” to
refer to an experience of the target action as willed rather than automatic. But this
cannot be what Wegner has in mind. On this reading, the claim that the experience
of conscious will is an illusion would amount to the claim that there are no willed
(plan-driven) actions—all actions are automatic. Not only is this an implausible
reading on its own terms, it also runs counter to Wegner’s own work on the phe-
nomenon of mental control. Just how the experience of conscious will might be
related to the distinction between controlled and automatic actions is, I think, some-
thing of an open question.

We have seen that Wegner draws a close connection between the experience of
conscious will and the experiences of mental causation and authorship. This gives
us an intuitive grip on what the experience of conscious will might be, but it also
raises unresolved questions. Not only are there questions about exactly how the
experiences of mental and mental causation are related to the experience of con-
scious will (and to each other), there are also questions about how the experiences
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of mental causation and authorship should themselves be understood. Much more
could be said here, but I turn now to Wegner’s account of how the experience of
conscious will might be produced.

2 The Matching Model

According to Wegner’s matching model, “the experience of consciously willing our
actions seems to arise primarily when we believe our thoughts have caused our
actions. This happens when we have thoughts that occur just before the actions,
when these thoughts are consistent with the actions, and when other potential causes
of the actions are not present.” (Wegner 2005, p. 23) Three questions can be raised
here:What kind of thoughts are involved in generating the experience of will? What
kind of consistency is needed between the target thoughts and the target actions?
How is the presence of “other potential causes of the action” incorporated into the
model? Let me take these questions in turn.

Matching models can be pitched at a number of explanatory levels. Some are sub-
personal; that is, the target thoughts are not full-fledged mental states, such as beliefs
or intentions, but sub-personal states, such as motor commands (Blakemore and
Frith 2003; Haggard and Johnson 2003). Other matching models are pitched at a
personal level, where it is a match between the agent’s beliefs about what they are
doing (or their intentions to do such-and-such) and their awareness of what they
are doing that generates the experience of agency. Wegner’s model operates at a
personal level of explanation. He says that the experience of conscious will is gen-
erated when the prior thought appears in consciousness, which suggests that the 
conscious will is generated by full-blown mental states of the person—intentions,
presumably—rather than sub-personal states of the motor system (2003b, p. 67).

But what exactly is the relationship between the awareness of a match between
one’s intentions and one’s actions (on the one hand) and the experience of doing?
Consider the following thought experiment, inspired by Davidson (1973): Chloe
wants to rid herself of the weight and danger of holding another climber on a rope,
and she knows that by loosening her hold on the rope she could satisfy this desire.
This belief and this want lead her to form the intention to loosen her hold on the
rope, but before she has the chance to act on this intention the contemplation of it
so unnerves her that she loses her grip on the rope and the climber she is holding
falls to his death. Chloe might experience the loosening of her hold as caused by
her intention to loosen her hold, but she does not experience the loosening of her
hold as an action—she does not experience this event as something that she does.

The case of Chloe the climber appears to show that one can experience one’s
movements as caused by (and realizing) one’s intentions without experiencing a
sense of agency toward them. It seems that the experience of doing cannot be 
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generated simply by an awareness of a match between one’s intentions and one’s
movements. Something more is needed. What might that be?

There are a number of ways in which one might respond to the case of Chloe. I
have space here to examine just one line of response. Perhaps Chloe fails to expe-
rience a sense of agency with respect to her movements because she is not aware
of them as implementing fine-grained intentions. Chloe experiences herself as
having an intention to let go of the rope, but she is not aware of herself as having
an intention to let go of the rope in any particular way. But note that this response
incurs a certain cost. It suggests a model of the feeling of doing on which this feeling
depends on awareness of movement-directed intentions, rather than an awareness
of goal-directed intentions. And it is doubtful that we are normally conscious of
having movement-direct intentions. We are normally aware of the goals of our
actions, but we are not normally aware of how we intend to move our body in order
to realize those goals.5 So the proponent of Wegner’s matching model might want
to explore other responses to the case of Chloe the climber.

What light do Wegner’s experiments shed on the nature of target thoughts?6 Con-
sider the I-Spy experiment of Wegner and Wheatley (1999), in which participants
and an experimental confederate had joint control of a computer mouse that could
be moved over any one of a number of pictures on a board (e.g., a swan). When par-
ticipants had been primed with the name of the picture on which the mouse landed
they showed a slightly increased tendency to self-attribute the action even when the
landing was guided by the confederate and not by the participant. Did the subjects
in this experiment experience themselves as having the intention to land on the
primed object, as some of Wegner’s commentators have suggested (Blakemore and
Frith 2003, p. 220)? I see no reason to think that this was the case.7 Rather than
assume that participants formed an intention to land on the swan, it seems to me,
one need suppose only that their representation of swans was activated.

Wegner’s automatic typing priming experiment (2003a) also points toward an
account of the experience of conscious will that need not involve intentions. Par-
ticipants in this experiment were primed with various words (e.g. ‘deer’), then
required to type letters randomly without seeing the computer screen. They were
then asked to rate a series of words, none of which they had actually written, accord-
ing to the degree to which they felt they had authored them. Wegner and colleagues
found that participants were more likely to judge that they had authored the pre-
sented word when it had been a prime than when it had not been a prime. Again,
this experiment suggests that one can experience a sense of agency (at least 
retrospectively) without experiencing oneself as having (had) an intention to
perform the action. Presumably the subjects experienced a sense of agency because
they had had thoughts with content that had some semantic connection with the
action.8
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But there is, I suspect, a good reason why Wegner presents his model in terms of
matches between intentions and actions. We know what it is for an intention to
match an action: An intention matches an action when and only when the action
realizes (satisfies) the intention. It is less clear what it is for “thoughts” that consist
merely of heightened activation of certain concepts to match an action. Perhaps the
natural thing to say here is that a semantic activation matches an action when they
have common content. But this, of course, won’t do as an account of the phenome-
nology of agency. Consider someone who experiences himself as intending not to
have a hamburger for lunch, only to find his hands reaching for a juicy hamburger.
Despite common semantic content between the intention and the target action, the
person’s actions are unlikely to be accompanied by the feeling of doing. In short,
by moving away from a conception of target thoughts as intentions we problema-
tize the matching component of the matching model.

Finally, let me turn to the “exclusivity condition”—the claim that the experience
of conscious will is heightened when other potential causes of the actions are not
present. Wegner includes the exclusivity condition in order to account of the finding
that experiences of authorship can be modulated by the awareness of rival causes of
agency (Wegner 2003a, p. 5f.). But there is also something puzzling about including
the exclusivity condition in the basic model of how the experience of consciousness
will is generated, for in order to apply the exclusion condition an agent must already
know whether or not someone (or something) else is a potential cause of the 
action in question. Consider a schizophrenic suffering from delusions of control who
reports that God (or the government, or the Devil) is causing him to raise his hand.
Why does this person regard these (unobservable) agents as potential causes of 
his movements, and why does he regard them as exercising this potentiality on this
particular occasion? This, it seems to me, is the really difficult question for accounts
of the phenomenology of agency. Normally, of course, we do not regard God, the 
government, or the Devil as a potential cause of our movements. (And if, like 
Malebranche, we do regard these agents as potential causes of our movements, this
does not undermine our experience of authorship.) All the heavy lifting appears to
be done by an account of those systems responsible for identifying an entity as a
potential cause of one’s movements and by the principles by means of which we
regard one agent as a more plausible cause of our actions than another. Of course, it
is no criticism of Wegner that he fails to provide such an account, but insofar as these
questions go unanswered any model of authorship-processing will be incomplete.

3 What Is Illusory about the Experience of Conscious Will?

Wegner’s work suggests more than one reading of the claim that the conscious will
is an illusion.9 Consider the following passage:
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We often consciously will our own actions. This experience is so profound that it tempts us
to believe that our actions are caused by consciousness. It could also be a trick, however—
the mind’s way of estimating its own apparent authorship by drawing causal inferences about
relationships between thoughts and actions. Cognitive, social and neuropsychological studies
of apparent mental causation suggest that experiences of conscious will frequently depart
from actual causal processes and so might not reflect direct perceptions of conscious thought
causing action. (2003b, p. 65)

This passage seems to contain three ideas: (1) We experience our actions as caused
by consciousness, but this experience is non-veridical (misleading). (2) We have a
mistaken model of how experiences of conscious will are generated: We think that
they are based on direct perception of their objects, but they are in fact theoreti-
cally mediated. (3) Experiences of conscious will are often non-veridical. The 
first two of these ideas can be dealt with fairly quickly; the third will prove more
troublesome.

Do We Experience Our Actions as Caused by Consciousness?

Do we believe that our own actions are caused by consciousness? The first thing to
ask here is “Consciousness of what?” Wegner appears to have consciousness of
agency in mind. For example, he says that although we believe that our experiences
of conscious will cause our actions, they do not (ICW, p. 318). Do we believe that
experiences of conscious will cause our actions? More precisely, do we believe that
the experience of consciously willing an action causes the movement (or action) 
that is the target of that experience? Some people appear to believe this. Searle says
that it is part of the intentional content of an experience of acting that the experi-
ence itself causes the bodily movement in question (1983, p. 124; see also pp. 88, 95).
I do not share Searle’s view. It does not seem to me that my experience of raising
my hand causes my hand to go up (or causes me to raise my hand). I might expe-
rience my hand as rising in virtue of my intention to raise it, but I do not experi-
ence my hand as rising in virtue of my experience of my intention to raise it. (Nor
do I experience it as rising in virtue of my having an experience of agency directed
toward its motion.)

Note that nothing in what I have just said involves a commitment to the view that
consciousness is epiphenomenal. (Nor, of course, does it involve a rejection of
epiphenomenalism!) To deny that experiences of agency bring about their target
actions is not to deny that experiences of agency are causally efficacious—indeed,
it is not even to deny that we experience experiences of agency as causally effica-
cious. It is perfectly possible that experiences of agency play various causal roles—
such as generating beliefs about what we are doing. The point is that they do not
cause those movements that are their intentional objects; or at least, if they do, we
do not experience them as doing so.
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The Experience of the Will as Theoretically Mediated

A second reason Wegner gives for regarding experiences of conscious will as illu-
sory is that they are theoretically mediated: “[Conscious will is an illusion] in the
sense that the experience of consciously willing an action is not the direct indica-
tion that the conscious thought has caused the action.” (ICW, p. 2) It is not clear to
me what “direct indication” might mean in this context. One possibility is that a
direct-indication view of the phenomenology of agency involves thinking that one’s
experiences of (and beliefs about) one’s own agency involve no sub-personal pro-
cessing or inferential mechanisms of any kind. I suppose that some folk might hold
such a view of the phenomenology of (first-person) agency, but I do not know of
anyone who does, and I do not know of any reason for thinking that this view is
plausible. More to the point, I do not know of any reason for thinking that experi-
ences of agency could be reliable only if the direct-indication theory were true. The
rejection of direct-indication views of visual perception has not led theorists to
reject visual experiences as illusory, nor should it have. I don’t see why the rejec-
tion of direct-indication accounts of the phenomenology of agency should lead us
to reject the phenomenology of agency as an illusion.

4 The Conscious Will as Non-Veridical

I turn now to the third and, I think, central sense in which Wegner thinks of the con-
scious will as an illusion. On this view, the conscious will is an illusion in the sense
that experiences of doing are systematically, or at least often, non-veridical: Expe-
riences of doing misrepresent our agency and the structure of our actions. I detect
two lines of argument in Wegner’s work for this thesis. The main argument involves
dissociations between the phenomenology of agency and the exercise of agency. A
subsidiary argument involves an appeal to eliminativism.

The Dissociation Argument

The Illusion of Conscious Will contains extensive discussion of dissociations
between the exercise of agency and the phenomenology of agency. Some of these
cases appear to demonstrate that we can experience ourselves as doing something
that someone else is doing (and that we are not doing). Wegner calls such cases illu-
sions of control. The I-Spy experiment is an example of an illusion of control. Other
dissociations involve experiencing someone (or something) else as the agent of what
one is doing. Wegner calls such phenomena illusions of action projection. Among
the most fascinating of the various illusions of action projection that he discusses is
facilitated communication, a practice that was introduced as a technique for helping
individuals with severe speech disorders. Facilitators would rest their hands on the

Phenomenology and the Feeling of Doing 177



hands of their clients as the clients typed messages. Although the facilitators expe-
rienced no sense of authorship of the typed messages, there is ample evidence that
the contents of “facilitated” messages derived from the facilitators rather than 
the clients (Felce 1994; Jacobson, Mulick, and Schwartz 1995; Wegner, Fuller, and
Sparrow 2003).

Although these dissociations clearly play an important role in Wegner’s argument
for the illusory nature of the conscious will, it is possible to provide different inter-
pretations of that role. On one reading Wegner is mounting an inductive general-
ization: Since some experiences of conscious will are non-veridical it is reasonable
to infer that most such experiences—perhaps even all of them—are non-veridical.10

The problem with this argument is obvious: The fact that experiences of agency can
be non-veridical shows that the mechanisms responsible for generating such expe-
riences are fallible, but it does not show that they are unreliable.

Another way to read the argument from dissociations is as an inference to the
best explanation.11 The argument proceeds as follows: Since the phenomenology of
agency plays no direct role in the genesis of action where such experiences are
absent, we have good reason to think that it plays no direct role in the genesis of
action when such experiences are present. This idea, I take it, lies behind the fol-
lowing claim:“If conscious will is illusory, automatisms are somehow the ‘real thing,’
fundamental mechanisms of mind that are left over once the illusion has been
stripped away. Rather than conscious will being the rule and automatism the excep-
tion, the opposite may be true.” (ICW, p. 143; see also p. 97).

I share Wegner’s suspicion that automatisms may, in some sense, be “the real
thing”—the “fundamental mechanisms of mind.” But I don’t share Wegner’s view
that this result would be inconsistent with the phenomenology of agency. Of course,
much depends on what precisely it means to say that automatisms are the “funda-
mental mechanisms of mind.”There may be a tension between automaticity and the
experience of conscious will to the extent that automatisms are action-generation
procedures that do not involve intentional states of any kind, but Wegner provides
little evidence for the view that our actions are usually automatistic in this sense of
the term. If, on the other hand, automatisms are action-generating procedures that
are merely non-consciously initiated then there is ample reason to describe much
of what we do as automatic in nature. But on this conception of an automatism there
is, I claim, no conflict between automaticity and the feeling of doing. So there is no
argument from automaticity (thus conceived) to the claim that the experience of
conscious will is an illusion.

I do not deny that the phenomenology of agency can be illusory. Consider, for
example, the experience of intentionality. An experience of intentionality will be
non-veridical if the action in question is not guided by an intention, or if it is guided
by an intention other than the one by which it seems to be guided. The phenome-
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non of confabulation suggests that at least one (if not both) of these conditions can
occur. But I think there is little reason to assume that either kind of mistake is at
all common in everyday life. Confabulation is striking precisely because it is unusual.
In fact, Wegner’s own account of the genesis of the experience of doing suggests
that such experiences are normally veridical. According to the matching model, we
experience ourselves as doing X when we are aware of our intention to X as being
immediately prior to our X-ing, and when we are not aware of any rival causes of
our X-ing. Now, if we experience ourselves as having an intention to X then it prob-
ably is the case that we do have the intention to X. (After all, it seems reasonable
to suppose that introspection is generally reliable. At any rate, Wegner is in no posi-
tion to challenge the reliability of introspection, for he himself assumes the relia-
bility of introspection insofar as he takes subjects to be reliable in reporting their
experiences of conscious will.) But if one has an intention to X, and if one has in
fact X-ed, and if one’s intention to X is immediately prior to one’s X-ing, then it is
highly likely that one’s intention to X is involved in bringing about one’s X-ing. It
would be remarkable if one had an intention to raise one’s hand just prior to raising
one’s hand but the intention played no causal role in the raising of one’s hand. Far
from showing that experiences of agency are illusory, Wegner’s own model of how
such experiences are generated predicts that they will normally be veridical.

The Argument from Eliminativism

A further and quite different line of argument for thinking that experiences of the
conscious will are non-veridical can be found in Wegner’s work. I call it the argu-
ment from eliminativism. Consider the following passages:

. . . it seems to each of us that we have conscious will. It seems we have selves. It seems we
have minds. It seems we are agents. It seems we cause what we do. Although it is sobering
and ultimately accurate to call all this an illusion, it is a mistake to conclude that the illusion
is trivial. On the contrary, the illusions piled atop apparent mental causation are the building
blocks of human psychology and social life. (ICW, p. 342; emphasis added)

The agent self cannot be a real entity that causes actions, but only a virtual entity, an appar-
ent mental causer. (Wegner 2005, p. 23; emphasis added)

The theory of apparent mental causation turns the everyday notion of intention on its head.
. . . The theory says that people perceive that they are intending and that they understand
behavior as intended or unintended—but they do not really intend. (Wegner 2003a, p. 10)

There are two closely related thoughts here. The first is that the experience of con-
scious will must be an illusion because there are no selves. The second is that the
experience of conscious will must be an illusion because there is no intentional
(mental) causation. How committed Wegner is to either of these claims is something
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of an open question, for he also says that the conscious will is a “fairly good sign”
of our own causation (ICW, p. 333; see also pp. 334 and 327). How, one wonders,
could the experience of conscious will be a “fairly good sign” of our own causation
if we are merely virtual entities? There seems to be a deep tension between
Wegner’s eliminativism and his willingness to allow that experiences of conscious
will are often veridical.This tension can be resolved by regarding Wegner as ambiva-
lent about how much to build into the conception of the self as it is represented in
the experience of authorship. In some passages Wegner seems to be working with
a fairly weak conception of authorship—one according to which the experience of
authorship merely tracks those actions that are mine and those that are produced
by other people. Those passages in which Wegner claims that the experience of con-
scious will is generally reliable might be understood along these lines. After all, we
are pretty good at working out whether we are raising our arms or someone else is
raising them for us, and it would be hard to take an argument for the denial of this
claim seriously. In other passages, however, Wegner appears to be working with a
much stronger conception of authorship—one according to which an experience of
authorship represents one’s actions as caused by a homunculus of some kind: a sub-
stantival entity inside one’s brain that is the ultimate (uncaused) cause of one’s
actions. And here, of course, there is ample room for eliminativist worries. There are
no homunculi, and we are not ultimate causes.

But in acting do we experience ourselves as homunculi—as uncaused causes? I
think the answer to this question is quite unclear. There is certainly a tradition of
thought within philosophy that would reconstruct the phenomenology of author-
ship in terms of agent causation—that is, in terms of the experience of oneself as a
sui generis cause. Timothy O’Connor writes: “[Agent causation] is appealing
because it captures the way we experience our own activity. It does not seem to me
(at least ordinarily) that I am caused to act by the reasons which favour doing so;
it seems to be the case, rather, that I produce my own decisions in view of those
reasons. . . .” (1995, p. 196) And, although he himself does not endorse agent causa-
tion, Carl Ginet also gives an agent causal gloss on the phenomenology of agency:
“My impression at each moment is that I at that moment, and nothing prior to that
moment, determine which of several open alternatives is the next sort of bodily
exertion I voluntarily make.” (1990, p. 90)

One might attempt to characterize the sense in which we experience ourselves as
causes in a manner that does not involve any commitment to agent causation—or,
at least, in such a way that does not involve any commitment to the idea that the
agent cause must be an homunculus. Perhaps we experience our actions as caused
by, well, ourselves, where this experience makes no commitment to any particular
view of what kinds of things we are. Rather than conceive of the agent causal 
relation as holding between a Cartesian self and its actions, perhaps the agent-
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causation theorist should think of it as holding between an organism and its actions
(Bishop 1983). If such a view can be defended, perhaps it is also possible that 
agent-causation accounts of the experience of authorship can resist the threat of
eliminativism.

Of course, we still need an account of when agents stand in the authoring rela-
tion to their movements. Consider again the phenomenology of the anarchic hand,
in which the patient fails to experience any sense of authorship with respect to the
movements of her anarchic hand. Is this patient the author of these movements?
Do these movements constitute actions, and if so, are the actions her actions? (See
Peacocke 2003.) Her movements are clearly caused by events within her, but are
they caused in such a way as to constitute an action that she performs? These are
very difficult questions. Not only are their answers unclear, it is also unclear how
we ought to go about answering them. But unless we have some handle on them
we don’t really have an adequate grip on the phenomenology of authorship.

Much more could be said about eliminativism and the experience of authorship,
but I turn now to eliminativism about mental causation. Consider the following
passage:

When we apply mental explanations to our own behavior-causation mechanisms, we fall prey
to the impression that our conscious will causes our actions. The fact is, we find it enormously
seductive to think of ourselves as having minds, and so we are drawn into an intuitive appre-
ciation of our own conscious will. . . . The real causal sequence underlying human behavior
involves a massively complicated set of mechanisms. (ICW, p. 26)

To contrast intentional causation with “real causal sequences” is to suggest that
intentional causation is not real—that it is merely ersatz or virtual. Wegner’s argu-
ment for this view seems to be a version of the argument from explanatory exclu-
sion: Lower levels of explanation exclude (eliminate) higher levels of explanation.

There is a lively debate in the philosophy of mind about what, if anything, is wrong
with the exclusion argument. (See e.g. Block 2003; Kim 1998.) The debate is a
complex one, and here is not the place to enter into it. Suffice it to say that it pro-
ceeds against the backdrop of a general—although far from universal—commitment
to the causal efficacy of mental content.12 Mental causation is no more undermined
by the presence of underlying neuropsychological processes than neuropsycho-
logical causation is undermined by the presence of underlying neurochemical
processes. To put the point slightly differently, it remains to be shown why neuro-
chemical (or quantum, for that matter) explanations don’t threaten the causal effi-
cacy of neuropsychological states if, as proponents of the exclusion argument claim,
neuropsychological explanations threaten the causal efficacy of mental states. If
each explanatory level undermines the levels above it, then the only real causal
explanations are those of fundamental physics, and we’re all out of a job.
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It seems to me that there something particularly puzzling about Wegner suggest-
ing that mental causation is merely virtual, for his own work on thought suppres-
sion and mental control highlights just how potent (and surprising) mental causation
can be (1989). Indeed, Wegner’s model of the conscious will is itself committed 
to the causal efficacy of mental content, for according to the model it is a match
between the content of one’s intentions and one’s actions that generates—that is,
causes—the experience of doing.

Conclusion

In order to know whether the experience of conscious will is an illusion we need
both an account of the content of the phenomenology of agency and an account of
the structure of agency itself.We are still some way short of achieving either of these
goals. This is perhaps most obvious with respect to the phenomenology of agency.
As I suggested at the outset of this chapter, the content of the “experience of 
conscious will”—if we are to take this expression in its widest sense to refer to the
phenomenology of first-person agency in general—is vastly more complex than is
usually assumed within the cognitive sciences. It may well turn out that some com-
ponents of the phenomenology of agency are systematically misleading and other
components are highly reliable. It may even turn out that some components—such
as the experience of libertarian free will, if there is such an experience—are logi-
cally incapable of being satisfied. The recent literature on the phenomenology of
agency has brought into focus some of the issues that must be addressed here, but
it also demonstrates just how much work remains to be done before we know, in
the relevant sense, what it is like to be an agent.

We are also some way short of an adequate account of agency itself. Even so basic
a distinction as the distinction between controlled and automatic actions is obscure
and contested, with various theorists drawing the distinction in importantly differ-
ent ways. And, of course, the roles of the self and of intentional states in the genesis
of agency are even less clear. We will not know how much of the phenomenology
of agency might be illusory until we know what role intentional states play in the
explanation of human behavior. Despite these lacunae in our understanding it seems
to me highly unlikely that the phenomenology of agency is systematically mislead-
ing. We experience ourselves as agents who do things for reasons, and there is little
serious reason to suppose that we are mistaken on either count.
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Notes

1. Recent examples of this work include Haggard et al. 2004; Haggard 2006; Haggard and Johnson 2003;
Hohwy, in press; Metzinger 2006; Nichols 2004; Horgan, Tienson, and Graham 2003; Nahmias, Morris,
Nadelhoffer, and Turner 2004; Pockett 2004.

2. Consider the following: “Most of us navigate through our daily lives with the belief that we have free
will: that is, we have conscious intentions to perform specific acts, and those intentions can drive our
bodily actions, thus producing a desired change in the external world.” (Haggard and Libet 2001, p. 47)
I think this equation of the free will with mental causation is implausible. It leads to the counter-
intuitive conclusion that those who deny the reality of free will are thereby forced to deny the reality 
of mental causation.

3. This is the view suggested by most of Wegner’s work. However, Preston and Wegner (2005) suggest
that intention confabulation can occur when we ascribe intentions to ourselves in order to account for
our experience of willing an action. This suggests that Wegner may now think that we can have an expe-
rience of conscious will in the absence of an experience of mental causation.

4. For useful discussions of these issues, see Horgan et al. 2003; Nahmias et al. 2004.

5. Note that by focusing on movement-direct intentions rather than object-direct intentions Wegner
might be able to respond to an objection to his model raised by Zhu (2004). Zhu points out that one can
experience a sense of agency with respect to failed actions. There is something it is like to try (but fail)
to push over a heavy boulder. But if one can have a sense of agency with respect to failed intentions,
then the sense of agency cannot rest on an awareness of a match between one’s intentions and one’s
actions. In response to this objection one might point out that even in failed attempts at action one is
usually aware that one has successfully implemented an intention to move one’s muscles, even if one has
failed to achieve the goal state (moving the boulder). Of course, this is only a first step in answering
Zhu’s objection. Perhaps it is possible to experience a sense of agency without having any sense of suc-
cessfully implementing an intention. I suspect that some episodes of mental agency might have this form.

6. For more on the I-Spy experiment, see Hohwy (in press) and the chapters by Malle and Pacherie in
the present volume.

7. Furthermore, even if participants had an intention to land the mouse on the swan, there is no reason
to think that this intention was conscious.

8. This experiment also raises questions about what the other relatum of Wegner’s matching relation is,
for participants in this experiment did not have a perceptual experience of the action in question, they
were only presented with an image of the results of the action.

9. For further discussion of what Wegner might mean by calling the conscious will an illusion, see
Nahmias 2002; Holton 2004.

10. Bayne (2001) presents Wegner’s argument in these terms. Nahmias (2002) also suggests that one can
read Wegner as advancing an inductive generalization of this kind.

11. I thank Sue Pockett for drawing this reading of Wegner’s work to my attention.

12. On the problem(s) of mental causation, see Heil and Mele 1995; Walter and Heckmann 2003.
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10 Free Will: Theories, Analysis, and Data

Alfred R. Mele

It is a truism that whether or not anyone has free will depends on what free will is.
In section 1, I describe two competing theories about the nature of free will. In
section 2, I sketch some conceptual background relevant to some striking claims
Benjamin Libet has made about decisions and free will. The experiments on which
Libet bases these claims are the topic of sections 3 and 4. I argue there that Libet’s
data do not justify his claim that “the brain ‘decides’ to initiate or, at least, to prepare
to initiate the act before there is any reportable subjective awareness that such 
a decision has taken place” (Libet 1985, p. 536) and do not justify associated 
worries about free will. I conclude with some remarks about the relevance of
another experiment.

1 Free Will: Conceptual and Theoretical Background

Free will may be defined as the power to act freely. But what is it to act freely?
Familiar philosophical answers fall into two groups: compatibilist and incompati-
bilist. Compatibilism and incompatibilism are theses about the relationship between
free action and determinism. Determinism is the thesis that a complete statement
of the laws of nature together with a complete description of the condition of the
entire universe at any point in time logically entails a complete description of 
the condition of the entire universe at any other point in time. Compatibilism is the
thesis that free action is compatible with the truth of determinism. Because they
attend to what contemporary physics tells us, the overwhelming majority of con-
temporary compatibilists do not believe that determinism is true, but they do believe
that even if it were true people would be able to act freely. Incompatibilism is the
thesis that free action is incompatible with the truth of determinism. In the incom-
patibilist group, most answers to the question what it is to act freely come from lib-
ertarians. Libertarianism is the conjunction of incompatibilism and the thesis that
some people sometimes act freely. Some incompatibilists argue that no one acts



freely (Pereboom 2001) and that even the falsity of determinism creates no place
for free action.

The compatibilist thesis usually sounds strange to nonspecialists. When people
first encounter the pair of expressions “free will” and “determinism” they tend to
get the impression that the two ideas are defined in opposition to each other, that
they are mutually exclusive by definition. This is one reason that it is useful to think
of free will as the power to act freely and to regard acting freely as the more basic
notion—that is, as a notion in terms of which free will is to be defined. Consider the
following conversation between two Detroit police officers who have a notoriously
stingy friend named Stan. Ann: “Stan gave $20 to a homeless man today.” Bill:
“Why? Did he hold a gun to Stan’s head?” Ann: “No, Stan gave him the money
freely.” Surely it is not necessary for Ann and Bill to have an opinion about whether
determinism (as defined above) is true in order for them to have this conversation.
If what Ann says is true (that is, if Stan freely gave away $20) and free will is the
power to act freely, then Stan has free will (or had it at that time). Even if “free
will” is typically opposed to “determinism” in ordinary speech, “he did it freely”
seems not to be. And even if “he did it freely” were typically opposed to determin-
ism in ordinary speech, that would settle nothing. After all, in ordinary speech
deductive reasoning seems to be defined as reasoning from the general to the par-
ticular, and that certainly would only jokingly be said to constitute an objection to
a logician’s definition of deduction (according to which “Ann is a police officer; Bill
is a police officer; therefore Ann and Bill are police officers” is a valid deductive
argument).

Compatibilist theories of free action emphasize a distinction between determin-
istic causation and compulsion (Frankfurt 1988; Smith 2003). If determinism is true,
then my eating toast for breakfast today and my working on this chapter today were
deterministically caused; and so were a certain compulsive hand-washer’s washing
his hands dozens of times today, a certain delusional person’s spending the day
trying to contact God with his microwave oven, a certain addict’s using his favorite
drug while in the grip of an irresistible urge to do so, and a certain person’s handing
over money to gunmen who convincingly threatened to kill him if he refused. But
there is an apparent difference. I am sane and free from addiction, and I received
no death threats today. The basic compatibilist idea is (roughly) that when mentally
healthy people act intentionally in the absence of compulsion and coercion they act
freely, and an action’s being deterministically caused does not suffice for its being
compelled or coerced.

Many compatibilists have been concerned to accommodate the idea that, for
example, if I freely spent the day working, I could have done something else instead.
They grant that, if determinism is true, then there is a sense in which people could
never have done otherwise than they did: they could not have done otherwise in
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the sense that their doing otherwise is inconsistent with the combination of the past
and the laws of nature. But, these compatibilists say, the fact that a person never
could have done otherwise in that sense is irrelevant to free action. What is rele-
vant is that people who act freely are exercising a rational capacity of such a kind
that, had their situation been different in any one of a variety of important ways,
they would have responded to the difference with a different suitable action (Smith
2003). For example, although I spent the day working, I would have spent the day
relaxing if someone had bet me $500 that I would not relax all day. This truth is con-
sistent with determinism.1 (Notice that if someone had made this bet with me the
past would have been different from what it actually was.) And it reinforces the dis-
tinction between deterministic causation and compulsion. Offer a compulsive hand-
washer $500 not to wash his hands all day and see what happens.

Like compatibilists, libertarians tend to maintain that when mentally healthy
people act intentionally in the absence of compulsion and coercion they act freely,
but they insist that the deterministic causation of an action is incompatible with the
action’s being freely performed. Some libertarian theories of free action assert that
agents never act freely unless some of their actions are indeterministically caused
by immediate antecedents (Kane 1996). Whereas the laws of nature that apply to
deterministic causation are exceptionless, those that apply most directly to indeter-
ministic causation are instead probabilistic.2 Typically, events like deciding to help
a stranded motorist—as distinct from the physical actions involved in actually
helping—are counted as mental actions. Suppose that Ann’s decision to help a
stranded motorist is indeterministically caused by, among other things, her thinking
that she should help. Because the causation is indeterministic, she might not have
decided to help given exactly the same internal and external conditions. In this way,
some libertarians seek to secure the possibility of doing otherwise that they require
for free action.

There are a variety of kinds of libertarian and compatibilist theories about free
will. Each kind has been challenged, of course. Reviewing the major details is a
project for a separate essay. My brief remarks in this section provide enough theo-
retical background on free will to set the stage for what follows.

2 Some Conceptual Distinctions

A 1983 article by Benjamin Libet and colleagues (Libet, Gleason et al. 1983) has
been described as “one of the most philosophically challenging papers in modern
scientific psychology” (Haggard et al. 1999, p. 291).3 A striking thesis of that 1983
article is that “the brain . . . ‘decides’ to initiate or, at the least, prepare to initiate
[certain actions] at a time before there is any reportable subjective awareness that
such a decision has taken place” (p. 640; also see Libet 1985, p. 536).4 In a recent
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article, Libet pointedly asserts that “if the ‘act now’ process is initiated uncon-
sciously, then conscious free will is not doing it” (2001, p. 62; also see 2004, p. 136).

Because Libet uses ‘decision’, ‘intention’, ‘wanting’, ‘wish’, and ‘urge’ inter-
changeably, some conceptual preliminaries are in order.5 Most people recognize that
deciding to do something differs from having an urge or wanting to do something.
For example, you might have an urge to scream at an irritating colleague but decide
not to. And you might want to have a second helping of dessert but decide to stop
at one. If, as I believe, to decide to A is to perform a momentary mental action of
forming an intention to A (Mele 2003, chapter 9), then in deciding to stop at one
dessert you form an intention to stop at one. Your having that intention also differs
from your merely wanting to stop at one dessert. You might want to have another
dessert (it is very tempting) while also wanting to refrain from having it (you are
concerned about your weight); but intending to have a second helping of dessert
while intending to refrain from doing that, if it is possible at all, would be a sign of
a serious disorder. Similarly, you might want to meet one friend at a 7 o’clock movie
tonight, want to meet another at a 7 o’clock play, and be unsettled about what to
do. At this point, you want to do each of these things and lack an intention about
which of them to do.6

In saying that deciding is momentary, I mean to distinguish it from, for example,
a combination of deliberating and deciding. Someone who is speaking loosely may
say “I was up all night deciding to sell my house” when what he means is that he
was up all night deliberating or fretting about whether to sell his house and even-
tually decided to sell it. Deciding to A, on my view, is not a process but a momen-
tary mental action of forming an intention to A, ‘form’ being understood as an action
verb.

Not all intentions are formed in acts of deciding. Example: “When I intentionally
unlocked my office door this morning, I intended to unlock it. But since I am in the
habit of unlocking my door in the morning and conditions . . . were normal, nothing
called for a decision to unlock it.” (Mele 1992, p. 231) If I had heard a fight in my
office, I might have paused to consider whether to unlock the door or walk away,
and I might have decided to unlock it. But given the routine nature of my conduct,
there is no need to posit an act of intention formation in this case. My intention to
unlock the door may have been acquired without having been actively formed. If,
as I believe, all decisions are prompted partly by uncertainty about what to do (Mele
2003, chapter 9), no decisions will be made in situations in which there is no such
uncertainty.

Some of our decisions and intentions are for the non-immediate future and others
are not. I might decide on Monday to attend a lecture on Friday, and I might decide
now to phone my sister now. The intention formed in the former decision is aimed
at action four days in the future. The intention I form when I decide to phone my
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sister now is about what to do now. I call intentions and decisions of these kinds,
respectively, distal and proximal intentions and decisions (Mele 1992, pp. 143–44,
158). Proximal decisions and intentions also include decisions and intentions to con-
tinue doing something that one is doing and decisions and intentions to start A-ing
(e.g., start climbing a hill) straightaway.

A distinction between relatively specific and relatively unspecific intentions also is
in order. Ann now intends to buy a particular Ford Escort that she saw yesterday.
That is a more specific intention than the intention she had 3 months ago, in January,
to buy a new car this year. In another illustration, Bob has agreed to be a subject
in an experiment in which subjects are instructed to salute whenever they feel like
it on at least 40 occasions in 2 hours.When Bob begins his participation in the exper-
iment he has a relatively unspecific intention to salute many times during the next
two hours. At various times during the experiment he has specific proximal inten-
tions to salute.

3 Libet’s Work

This section develops an interpretation of Libet’s work that is sensitive to the con-
ceptual points just made.7 In some of his studies, subjects are instructed to flex their
right wrists or the fingers of their right hands whenever they wish. Electrical read-
ings from the scalp—averaged over at least 40 flexings for each subject—show a
“negative shift” in “readiness potentials” (RPs) beginning at about 550 milliseconds
before the time at which an electromyogram shows relevant muscular motion to
begin (1985, pp. 529–530). Subjects are also instructed to “recall . . . the spatial clock
position of a revolving spot at the time of [their] initial awareness” (ibid., p. 529) of
something, x, that Libet variously describes as an “intention,” an “urge,” a “wanting,”
a “decision,” a “will,” or a “wish” to move. On average, “RP onset” preceded what
subjects reported to be the time of their initial awareness of x (time W) by 350 ms.
Time W, then, preceded the beginning of muscle motion by about 200 ms. These
data may be represented as follows:

-550 ms: RP onset

-200 ms: time W

0 ms: muscle begins to move

Libet (ibid., pp. 531, 534) finds independent evidence of a slight error in subjects’
recall of the times at which they first become aware of sensations. Correcting for
that error, time W is -150 ms.

At what point, if any, does a specific intention to flex arise in Libet’s subjects?
According to Libet, “the brain ‘decides’ to initiate or, at least, to prepare to initiate

Free Will: Theories, Analysis, and Data 191



the act before there is any reportable subjective awareness that such a decision has
taken place” (1985, p. 536). If we ignore the second disjunct, this quotation (given
its context) appears to offer the answer that a specific intention to flex appears on
the scene with “RP onset,” about 550 ms before relevant muscular motion and about
350–400 ms before the agent becomes aware of the intention (ibid., p. 539), for to
decide to initiate an act is to form an intention to initiate it.8 But are decision and
intention the most suitable mental items to associate with RP onset? Again, Libet
describes the relevant occurrence of which the agent later becomes aware not only
as a “decision” and the onset of an “intention” to move but also as the onset of an
“urge,” a “wanting,” and a “wish” to move.This leaves it open that at -550 ms, rather
than acquire an intention or make a decision of which he is not conscious, the person
instead acquires an urge or a desire of which he is not conscious—and perhaps an
urge or a desire that is stronger than any competing urge or desire at the time—a
preponderant urge or desire. It is also left open that what emerges around -550 ms
is a pretty reliable causal contributor to an urge.

I believe that if Libet himself were to distinguish between intending and wanting
(including having an urge) along the lines I sketched, he might find it more credi-
ble to associate the readiness potentials with the latter than with the former. To
explain why, I turn to another experiment reported in Libet 1985 (and elsewhere).

Libet proposes that “conscious volitional control may operate not to initiate the
volitional process but to select and control it, either by permitting or triggering the
final motor outcome of the unconsciously initiated process or by vetoing the pro-
gression to actual motor activation” (1985, p. 529; also see 1999, p. 54, 2004, pp. 139,
142–143, 149). “In a veto,” Libet writes, “the later phase of cerebral motor process-
ing would be blocked, so that actual activation of the motoneurons to the muscles
would not occur” (1985, p. 537). Libet offers two kinds of evidence to support the
suggestion about vetoing. One kind is generated by an experiment in which subjects
are instructed both to prepare to flex their fingers at a prearranged time (as indi-
cated by a revolving spot on a clock face) and to “veto the developing
intention/preparation to act . . . about 100 to 200 ms before the prearranged clock
time” (ibid., p. 538). Subjects receive both instructions at the same time. Libet writes:

. . . a ramplike pre-event potential was still recorded . . . resembl[ing] the RP of self-initiated
acts when preplanning is present. . . . The form of the ‘veto’ RP differed (in most but not all
cases) from those ‘preset’ RPs that were followed by actual movements [in another experi-
ment]; the main negative potential tended to alter in direction (flattening or reversing) at
about 150–250 ms before the preset time. . . . This difference suggests that the conscious veto
interfered with the final development of RP processes leading to action. . . . The preparatory
cerebral processes associated with an RP can and do develop even when intended motor
action is vetoed at approximately the time that conscious intention would normally appear
before a voluntary act. (1985, p. 538)9
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Keep in mind that the subjects were instructed in advance not to flex their fingers,
but to prepare to flex them at the prearranged time and to “veto” this. The subjects
intentionally complied with the request. They intended from the beginning not to
flex their fingers at the appointed time. So what is indicated by the RP? Presum-
ably, not the acquisition or presence of an intention to flex; for then, at some point
in time, the subjects would have both an intention to flex at the prearranged time
and an intention not to flex at that time. And how can a normal agent simultane-
ously be settled on A-ing at t and settled on not A-ing at t?10 That is, it is very plau-
sible that Libet is mistaken in describing what is vetoed as “intended motor action”
(p. 538, emphasis added).

If the RP in the veto scenario is not associated with an intention to flex at the
appointed time, with what might it be associated? In the passage I quoted from Libet
1985, p. 538, Libet compares “the ‘veto’ RP” with (a) “‘preset’ RPs that were fol-
lowed by actual movements” and (b) “the RP of self-initiated acts when preplan-
ning is present.” The RP referred to in (a) is produced in experiments in which
subjects are instructed to watch the clock and to flex when the revolving spot
reaches “a pre-set ‘clock time’” (Libet et al. 1982, p. 325): “The subject was encour-
aged to try to make his movement coincide as closely as possible with the arrival of
the spot at the pre-set time.” The RP referred to in (b) is produced in two kinds of
studies: studies in which subjects are neither instructed to flex at a prearranged time
nor explicitly told to flex spontaneously (ibid., p. 326), and studies in which subjects
instructed to flex spontaneously reported that they experienced “some ‘pre-
planning’,” even if only in “a minority of the 40 self-initiated acts that occurred in
the series for that averaged RP” (ibid., p. 328).“Even when some pre-plannings were
recalled and reported, subjects insisted that the more specific urge or intention to
actually move did not arise in that pre-planning stage” (p. 329). Reports of “pre-
planning” seem to include reports of thoughts about when to flex and reports of
anticipations of flexing (pp. 328–329). Libet and his co-authors remark that “subject
S.B. described his advance feelings [of pre-planning] as ‘pre-tensions’ rather than
pre-plannings to act” (p. 329). This subject may have meant that he experienced
tension that he expected to result in flexing.

The RPs referred to in (a) and (b) have a very similar form (Libet et al. 1982, pp.
330, 333–34; Libet 1985, p. 532). RPs with that form are called “type I RPs” (Libet
et al. 1982, p. 326). They have significantly earlier onsets than the RPs produced in
studies in which subjects instructed to flex spontaneously report that they experi-
enced no “pre-planning”—“type II RPs.” “The form of the ‘veto’ RP” is the form
of type I RPs until “about 150–250 ms before the preset time” (Libet 1985, p. 538).
What does the veto group (group V) have in common until that time with the three
kinds of subjects who produce type I RPs: those with a pre-set time for flexing
(group PS), those who are neither told to flex at a pre-set time nor instructed to flex
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spontaneously (group N), and those who are instructed to flex spontaneously but
who report some “pre-planning” (group PP)?

Presumably, subjects in group PS are watching the clock with the intention of
flexing at the pre-set time. But it certainly does not follow from that and the similar
RPs in groups N and PP—and V for a time—that members of each of these groups
are watching the clock with a similar intention to flex. For one thing, as I have
explained, it is very likely that group V—subjects instructed in advance to prepare
to flex and then veto the preparation—are watching the clock without an intention
to flex at the targeted time. Given that the members of group V lack this intention,
we should look for something that groups V and PS actually have in common that
might be signified by the similarity in the RPs until “about 150–250 ms before the
preset time.” One possibility is that members of both groups have urges to flex (or
to prepare to flex)—or undergo brain events that are pretty reliable relatively prox-
imal causal contributors to such urges—that are associated with an RP and regu-
larly play a role in generating subsequent flexings in the absence of “vetoing.”11 In
the case of group V, perhaps a subject’s wanting to comply with the instructions—
including the instruction to prepare to flex at the appointed time—together with his
recognition that the time is approaching produces a growing urge to (prepare to)
flex, or a pretty reliable causal contributor to such an urge, or a simulation of such
an urge, or the motor preparedness typically associated with such an urge. And the
“flattening or reversing” of the RP “at about 150–250 ms before the preset time”
might indicate a consequence of the subject’s “vetoing” his preparation.

What about groups N and PP? It is possible that they, along with the subjects in
groups PS and V, begin acquiring urges to flex at a greater temporal distance from
0 ms than do subjects instructed to flex spontaneously who report no pre-planning.
That difference may be indicated by type I RPs’ having significantly earlier onsets
than type II RPs. Another possibility is consistent with this (see note 1). Earlier I
distinguished proximal from distal intentions, and Libet himself recognizes the dis-
tinction (Libet et al. 1982, pp. 329, 334; Libet 1989, pp. 183–184). Presumably, sub-
jects in group PS respond to the instruction to flex at a pre-set time with an intention
to flex at that time. This is a distal intention. As the pre-set time for flexing draws
very near, that intention may become, may help produce, or may be replaced by a
proximal intention to flex—an intention to flex now, as one naturally says (Libet
1989, p. 183; 1999, p. 54; 2004, p. 148). That may happen around the time subjects in
group V veto their urge to flex or closer to 0 ms. And it may happen at or around
the time subjects in groups N and PP acquire a proximal intention to flex. They may
acquire such an intention without having had a distal intention to flex soon: recall
that members of group V probably had no distal intention to flex soon and that their
RPs are very similar to those of groups N, PP, and PS until “about 150–250 ms before
the preset time.” All this is consistent (see note 1) with the similarities in RPs in the
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various groups of subjects, on the assumption that no segment of the RPs before
about -150 to -250 ms for subjects in group PS specifically represents subjects’ distal
intentions to flex at the pre-set time—as opposed, for example, to something that
such intentions have in common with distal urges to flex (or to prepare to flex) at
the pre-set time—even though those intentions are present.

The main difference between type I and type II RPs, in Patrick Haggard’s words,
is that the former have “earlier onsets than” the latter (Haggard and Libet 2001, p.
49). The earlier onsets may be correlated with earlier acquisitions of urges to flex
soon—urges that may be brought on, variously, by the instruction to flex at a pre-
set time (group PS), the instruction to prepare to flex at a pre-set time and to veto
that later (group V), unsolicited conscious thoughts about when to flex (groups N
and PP), or unsolicited conscious anticipations of flexing (groups N and PP). (Of
course, it is possible that some such thoughts and anticipations are instead products,
in part, of urges to flex soon.) These urge inciters (or perhaps urge products, in the
case of some experiences in groups N and PP) are absent in subjects instructed to
flex spontaneously who report no “pre-planning”—at least, if their reports are accu-
rate. If type I RPs indicate urges, or urges together with proximal intentions that
emerge later than the urges do, the same may be true of type II RPs. The difference
in the two kinds of RP may mainly be a matter of when the urge emerges—that is,
how long before 0 ms. Once again, Libet describes in a variety of ways the mental
item that is indicated by RPs. Even if “intention” and “decision” (to flex) are not
apt choices, “urge” and “wanting” are still in the running.

If “RP onset” in cases of “spontaneous” flexing indicates the emergence of an
urge to flex soon, proximal intentions to flex may emerge at some point between
RP onset and time W, at time W, or after time W: at time W the agent may be aware
only of an urge that has not yet issued in a proximal intention. Again, Libet asserts
that “in a veto, the later phase of cerebral motor processing would be blocked, so
that actual activation of the motoneurons to the muscles would not occur” (1985,
p. 537). Perhaps, in non-veto cases, activation of these motoneurons is the direct
result of the acquisition of a proximal intention (Gomes 1999, pp. 68, 72; Mele 1997,
pp. 322–324). Libet suggests that this activation event occurs between 10 and 90 ms
before the muscle begins moving and appears to favor an answer in the 10–50 ms
range (p. 537). Elsewhere, he asserts that the activation event can occur no later
than 50 ms before the onset of muscle motion (2004, pp. 137–138).

Although I will not make much of the following point, it should be observed that
urges that may be correlated with RP onset at -550 ms might not be proximal urges,
strictly speaking. Possibly, they are urges to flex very soon, as opposed to urges to
flex straightaway.And perhaps they evolve into, or produce, proximal urges.Another
possibility is that urges to flex very soon give rise to proximal intentions to flex with-
out first evolving into or producing proximal urges to flex. Some disambiguation is
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in order. A smoker who is rushing toward a smoking section in an airport with the
intention of lighting up as soon as he enters it wants to smoke soon. That want or
desire has a specific temporal target: the time at which he enters the smoking
section. A smoker walking outside the airport may want to smoke soon without
having a specific time in mind. Libet’s subjects, like the latter smoker, might at times
have urges or desires to flex that lack a specific temporal target. Desires to A very
soon, or to A, beginning very soon, in this sense of “very soon,” are roughly proxi-
mal action-desires.

Libet’s experimental design promotes consciousness of urges and intentions to
flex, since his subjects are instructed in advance to be prepared to report on them—
or something like them—later, using the clock to pinpoint the time they are first
noticed. For my purposes, what is of special interest are the relative times of the
emergence of a (roughly) proximal urge or desire to flex, the emergence of a prox-
imal intention to flex, and initial consciousness of the intention.12 If RP onset indi-
cates the emergence of proximal, or roughly proximal, urges to flex, and if
acquisitions of corresponding proximal intentions directly activate the motoneurons
to the relevant muscles, we have the following picture of subjects instructed to flex
“spontaneously” who report no “pre-planning”—subjects who produce type II RPs:

-550 ms: proximal or roughly proximal urge to flex emerges

-90 to -50 ms: acquisition of corresponding proximal intention13

0 ms: muscle begins to move.

Possibly, the intention is consciously acquired. My point here is simply that this
picture is consistent (see note 1) with Libet’s data on type II RPs and on time W.

In an alternative picture, the acquisition of a proximal intention to flex sends a
signal that may be regarded as a command to flex one’s wrist (or finger), and that
signal helps produce finer-grained command signals that directly activate the
motoneurons to the relevant muscles. This picture moves the time of the acquisi-
tion of a proximal intention further from 0 ms than -90 to -50 ms, but it does not
move it anywhere near -550 ms. On this, see section 5 below.14

I mentioned that Libet offered a second kind of evidence for “veto control.” Sub-
jects instructed to flex “spontaneously” (in non-veto experiments) “reported that
during some of the trials a recallable conscious urge to act appeared but was
‘aborted’ or somehow suppressed before any actual movement occurred; in such
cases the subject simply waited for another urge to appear, which, when consum-
mated, constituted the actual event whose RP was recorded” (1985, p. 538). RPs
were not recorded for suppressed urges. But if these urges fit the pattern of the
unsuppressed ones in cases of “spontaneous” flexing, they appeared on the scene
about 550 ms before the relevant muscles would have moved if the subjects had not
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“suppressed” the urges, and subjects did not become conscious of them for about
another 350–400 ms. Notice that it is urges that these subjects are said to report and
abort or suppress. This coheres with my “urge” hypothesis about groups V, PS, N,
and PP. In group V (the veto group), as I have explained, there is excellent reason
to believe that no proximal intention to flex is present, and the RPs for this group
resembled the type I RPs for these other three groups until “about 150–250 ms
before the preset time.” If it is assumed that these RPs represent the same thing for
these four groups until the RPs for group V diverge from the others, these RPs do
not represent a proximal intention to flex before the point of divergence, but they
might represent a growing urge to (prepare to) flex, or a pretty reliable relatively
proximal causal contributor to such an urge, or the motor preparedness typically
associated with such an urge.And if at least until about the time of divergence there
is no proximal intention to flex in any of these groups, we would need a special
reason to believe that the type II RPs of the spontaneous flexers indicate that prox-
imal intentions to flex emerge in them around -550 ms. In section 5, I show that
there is independent evidence that their proximal intentions emerge much later.

Does the brain decide to initiate actions “at a time before there is any reportable
subjective awareness that such a decision has taken place” (Libet, Gleason et al.
1983, p. 640)? Libet and his colleagues certainly have not shown that it does, for
their data do not show that any such decision has been made before time W or
before the time at which their subjects first are aware of a decision or intention to
flex. Nothing justifies the claim that what a subject becomes aware of at time W is
a decision to flex that has already been made or an intention to flex that has already
been acquired (as opposed, for example, to an urge to flex that has already arisen).
Indeed, the data about vetoing, as I have explained, can reasonably be used to argue
that the “urge” hypothesis about what the RPs indicate is less implausible than the
“decision” or “intention” hypothesis. Now, there certainly seems to be a connection
between what happens at -550 ms and subsequent muscle motion in cases of “spon-
taneous” flexing. But it obviously is not a temporally direct connection. Between
the former and latter times, subjects apparently form or acquire proximal intentions
to flex, in those cases in which they do intentionally flex. And, for all Libet’s data
show, those intentions may be consciously formed or acquired.

4 Free Will

When Libet’s work is applied to the theoretically subtle and complicated issue of
free will, things can quickly get out of hand. The abstract of Haggard and Libet 2001
opens as follows: “The problem of free will lies at the heart of modern scientific
studies of consciousness.An influential series of experiments by Libet has suggested
that conscious intentions arise as a result of brain activity. This contrasts with 
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traditional concepts of free will, in which the mind controls the body.” Now, only a
certain kind of mind-body dualist would hold that conscious intentions do not “arise
as a result of brain activity.” And such dualist views are rarely advocated in con-
temporary philosophical publications on free will. Moreover, contemporary philoso-
phers who argue for the existence of free will typically shun substance dualism. If
Libet’s work is of general interest to philosophers working on free will, the source
of the interest must lie elsewhere than the theoretical location specified in this
passage.

In a recent article, Libet writes: “It is only the final ‘act now’ process that pro-
duces the voluntary act. That ‘act now’ process begins in the brain about 550 ms
before the act, and it begins unconsciously.” (2001, p. 61)15 “There is,” he says, “an
unconscious gap of about 400 ms between the onset of the cerebral process and
when the person becomes consciously aware of his/her decision or wish or inten-
tion to act.” (A page later, he identifies what the agent becomes aware of as “the
intention/wish/urge to act.”) Libet adds: “If the ‘act now’ process is initiated uncon-
sciously, then conscious free will is not doing it.”

I have already explained that Libet has not shown that a decision to flex is made
or that an intention to flex is acquired at -550 ms. But even if the intention emerges
much later, that is compatible with an “act now” process having begun at -550 ms.
One might say that “the ‘act now’ process” in Libet’s spontaneous subjects begins
with the formation or acquisition of a proximal intention to flex, much closer to the
onset of muscle motion than -550 ms, or that it begins earlier, with the beginning
of a process that issues in the intention. We can be flexible about that (just as we
can be flexible about whether the process of my baking my frozen pizza began when
I turned my oven on to pre-heat it, when I opened the oven door five minutes later
to put the pizza in, when I placed the pizza on the center rack, or at some other
time). Suppose we stipulate that “the ‘act now’ process” begins with the unconscious
emergence of an urge to flex—or with a pretty reliable relatively proximal causal
contributor to urges to flex—at about -550 ms and that the urge plays a significant
role in producing a proximal intention to flex many milliseconds later. We can then
agree with Libet that, given that the “process is initiated unconsciously, . . . con-
scious free will is not doing it”—that is, is not initiating “the ‘act now’ process.” But
who would have thought that conscious free will has the job of producing urges? In
the philosophical literature, free will’s primary locus of operation is typically iden-
tified as deciding (or choosing); and for all Libet has shown, if his subjects decide
(or choose) to flex “now,” they do so consciously.

“How,” Libet asks (2001, p. 62), “would the ‘conscious self’ initiate a voluntary act
if, factually, the process to ‘act now’ is initiated unconsciously?” In this paragraph,
I offer an answer. As background, recall that, according to Libet, an “‘act now’
process” that is initiated unconsciously may be aborted by the agent; that appar-
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ently is what happens in instances of spontaneous vetoing, if “‘act now’ processes”
start when Libet says they do.16 Now, processes have parts, and the various parts of
a process may have more and less proximal initiators. A process that is initiated by
the welling up of an unconscious urge may have a subsequent part that is directly
initiated by the conscious formation or acquisition of an intention. “The ‘conscious
self’”—which need not be understood as something mysterious—might more prox-
imally initiate a voluntary act that is less proximally initiated by an unconscious
urge. (Readers who, like me, prefer to use ‘self’ only as an affix may prefer to say
that the acquisition or formation of a relevant proximal intention, which intention
is consciously acquired or formed, might more proximally initiate an intentional
action that is less proximally initiated by an unconscious urge.)

Recall that Libet himself says that “conscious volitional control may operate . . .
to select and control [‘the volitional process’], either by permitting or triggering the
final motor outcome of the unconsciously initiated process or by vetoing the pro-
gression to actual motor activation” (1985, p. 529; also see 1999, p. 54). “Triggering”
is a kind of initiating. In “triggering the final motor outcome,” the acquisition of a
proximal intention would be initiating an action in a more direct way than does an
urge that initiated the process that issued in the intention. According to one view
of things, when proximal action-desires help to initiate overt actions they do so by
helping to produce pertinent proximal intentions the formation or acquisition of
which directly initiates actions.17 What Libet says about triggering here coheres with
this.

Nothing warrants Libet’s claim that, starting around -550 ms, type II RPs are cor-
related with decisions or intentions rather than with, for example, urges strong
enough to issue pretty regularly in related intentions and actions. Moreover, that,
in certain settings, (roughly) proximal urges to do things arise unconsciously—urges
on which the agent may or may not act about half a second after they arise—is no
cause for worry about free will. Even if one grants Libet much more than his critics
tend to grant him, as I have done, it can be shown that his data fall well short of
providing good grounds for accepting his main theses.18

5 Further Testing

I have argued that the “urge” hypothesis about what the type II RPs indicate in
Libet’s studies is less implausible than the “decision” or “intention” hypothesis. Is
there an independent way to test these hypotheses—that is, to gather evidence about
whether it is (roughly) proximal urges that emerge around -550 ms in Libet’s studies
or instead decisions or intentions?19 One line of thought runs as follows: (1) all overt
intentional actions are caused by decisions (or intentions). (2) The type II RPs,
which emerge around -550 ms, are correlated with causes of the flexing actions
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(because they regularly precede the onset of muscle motion). So (3) these RPs indi-
cate that decisions are made (or intentions acquired) at -550 ms. I have shown that
this line of thought is unpersuasive. A lot can happen in a causal process that runs
for 550 ms, including a subject’s moving from having an unconscious roughly prox-
imal urge to flex to consciously deciding to flex “now” or to consciously acquiring
a proximal intention to flex. One can reply that, even so, (3) might be true. And, of
course, I can run through my argumentation about the veto and related matters
again to remind the imaginary respondent why (3) is improbable. But what about
a test?

If makings of proximal decisions to flex or acquisitions of proximal intentions to
flex (or the physical events that realize these things) cause muscle motion, how long
does it take them to do that? Does it take about 550 ms? Might reaction time exper-
iments show that 550 ms is too long a time for this?

Some caution is in order here. Lüder Deeke has distinguished among three kinds
of decision: decisions about what to do, decisions about how to do something, and
decisions about when to do something (1996, pp. 59–60). In typical reaction time
experiments, subjects have decided in advance to perform an assigned task—to A,
for short—whenever they detect the “go” signal.20 When they detect the signal, there
is no need for a proximal decision to A, as Deeke observes (p. 59). (If all decisions
are responses to uncertainty about what to do and subjects are not uncertain about
what to do when they detect the signal, there is no place here for proximal deci-
sions to A.21) However, it is plausible that when they detect the signal, they acquire
an intention to A now, a proximal intention. That is, it is plausible that the combi-
nation of their conditional intention to A when they detect the signal (or the neural
realizer of that intention) and their detection of the signal (or the neural realizer of
that detection) produces a proximal intention to A. (A familiar example of a con-
ditional intention of this “when” kind is your intention, while stopped at a red light,
to start driving again when the light turns green.) The acquisition of this proximal
intention (or the neural realization of that event) would then initiate the A-ing.22

And in at least one reaction time experiment (described shortly) that is very similar
to Libet’s main experiments, the time between the “go” signal and the onset of
muscle motion is much shorter than 550 ms. This is evidence that proximal inten-
tions to flex—as opposed, for example, to (roughly) proximal urges to flex—emerge
much closer to the time of the onset of muscle motion than 550 ms. There is no
reason, in principle, that it should take people any longer to start flexing their wrists
when executing a proximal intention to flex in Libet’s studies than it takes them to
do this when executing such an intention in a reaction time study.

The line of reasoning that I have just sketched depends on the assumption that,
in reaction time studies, a proximal intention to A is at work. An alternative possi-
bility is that the combination of subjects’ conditional intentions to A when they
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detect the signal and their detection of the signal initiates the A-ing without there
being any proximal intention to A. Of course, there is a parallel possibility in the
case of Libet’s subjects. Perhaps the combination of their conditional intentions to
flex when they next feel like it—conscious intentions, presumably—together with
relevant feelings (namely, conscious proximal urges to flex) initiates a flexing
without there being any proximal intentions to flex. (They may treat their initial
consciousness of the urge as a “go” signal, as suggested by Keller and Heckhausen
(1990, p. 352).) If that possibility is an actuality, then Libet’s thesis is false, of course:
there is no intention to flex “now” in his subjects and, therefore, no such intention
is produced by the brain before the mind is aware of it.23

The reaction time study I mentioned is reported on pages 103 and 104 of Haggard
and Magno 1999:

Subjects sat at a computer watching a clock hand . . . whose rotation period was 2.56s. . . .
After an unpredictable delay, varying from 2.56 to 8s, a high-frequency tone . . . was played
over a loudspeaker. This served as a warning stimulus for the subsequent reaction. 900 ms
after the warning stimulus onset, a second tone . . . was played. [It] served as the go signal.
Subjects were instructed to respond as rapidly as possible to the go signal with a right-key
press on a computer mouse button. Subjects were instructed not to anticipate the go stimu-
lus and were reprimanded if they responded on catch trials. . . . Reaction times were calcu-
lated by examining the EMG signal for the onset of the first sustained burst of muscle activity
occurring after the go signal.

“Reaction time” here, then, starts before any intention to press “now” is acquired:
obviously, it takes some time to detect the signal, and if detection of the signal helps
to produce a proximal intention, that takes some time too. Haggard and Magno
(ibid., p. 104) report that “the mean of the subjects’ median reaction times in the
control trials was 231 ms.” If a proximal intention to press was acquired, that hap-
pened nearer to the time of muscle motion than 231 ms and, therefore, much nearer
than the 550 ms that Libet claims is the time proximal intentions to flex are uncon-
sciously acquired in his studies. Notice also how close we are getting to Libet’s time
W, his subjects’ reported time of their initial awareness of something he variously
describes as an “intention,” “urge,” “wanting,” “decision,” “will,” or “wish” to move
(-200 to -150 ms). Even without putting a great deal of weight on the exact number
designating the mean of the median reaction times, one can fairly observe that if
proximal intentions to flex are acquired in Libet’s studies, Haggard and Magno’s
results make it look like a much better bet that they are acquired around time W
than that they are acquired around -550 ms.24 How seriously we should take Libet’s
subjects’ reports of the time of their initial awareness of the urge, intention, or what-
ever is a controversial question, and I will say nothing about it here.

Patrick Haggard, in his contribution to a recent discussion with Libet, asserts that
“conceptual analysis could help” (Haggard and Libet 2001, p. 62). This chapter may
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be read as a test of his assertion. In my opinion, the result is positive. Attention not
only to the data but also to the concepts in terms of which the data are analyzed
makes it clear that Libet’s striking claims about decisions, intentions, and free will
are not justified by his results. Libet asserts that his “discovery that the brain uncon-
sciously initiates the volitional process well before the person becomes aware of an
intention or wish to act voluntarily . . . clearly has a profound impact on how we
view the nature of free will” (2004, p. 201). Not so.That, in certain settings, (roughly)
proximal urges to do things arise unconsciously or issue from causes of which the
agent is not conscious—urges on which the agent may or may not subsequently
act—is a cause neither for worry nor for enthusiasm about free will.25

Notes

1. As I use ‘‘consistent” (following standard philosophical practice), to say that p is consistent with q is
to say that “p and q” is not a contradiction.

2. So if the occurrence of x (at time t1) indeterministically causes the occurrence of y (at t2), then a com-
plete description of the universe at t1 together with a complete statement of the laws of nature does not
entail that y occurs at t2. There was at most a high probability that the occurrence of x at t1 would cause
the occurrence of y at t2.

3. Jing Zhu writes: “Libet’s account has received wide acceptance and is becoming the standard story.”
(2003, p. 62) His supporting references are Freeman 2000, Haggard and Libet 2001, McCrone 1999,
Norretranders 1998, and Wegner 2002.

4. In a later article, Libet writes that “the brain has begun the specific preparatory processes for the vol-
untary act well before the subject is even aware of any wish or intention to act” (1992, p. 263).

5. Some passages in which two or more of these terms are used interchangeably are quoted in sections
3 and 4 below. Libet, Gleason et al. (1983, p. 627) report that “the subject was asked to note and later
report the time of appearance of his conscious awareness of ‘wanting’ to perform a given self-initiated
movement. The experience was also described as an ‘urge’ or ‘intention’ or ‘decision’ to move, though
subjects usually settled for the words ‘wanting’ or ‘urge’.”

6. For conceptual discussion of wanting (or desiring), including its connection with motivation and its
place in a developed causal theory of action, see Mele 2003.

7. I lack the space here to discuss other philosophical examinations of Libet’s work. Recent examina-
tions include Dennett 2003, Rosenthal 2002, and Zhu 2003.

8. I say “appears to” because an author may wish to distinguish an intention to flex one’s wrist from an
intention to initiate a flexing of one’s wrist. I discuss initiation in section 4. For completeness, I observe
that if we instead ignore the quotation’s first disjunct it makes a claim about when an intention to prepare
to flex—or to prepare to initiate a flexing of one’s wrist—arises.

9. For a more thorough discussion of the experiment, see Libet et al. 1983 or Libet, Gleason et al. 1983.

10. I do not wish to exclude the possibility of such settledness in commissurotomy cases.

11. Another is that they have an intention to prepare to flex, if preparing is understood in such a way
that so intending does not entail intending to flex.

12. There is room for disagreement, of course, about just what it means to say that an agent is “con-
scious of his intention” to A. For the purposes of this chapter, consciously deciding to flex now may be
regarded as conceptually sufficient for the agent’s being conscious of the proximal intention formed in
that act of deciding. The agent need not, for example, have a conscious belief that he intends to flex now.

13. Recall that Libet suggests that the activation event occurs between 10 and 90 ms before the onset
of muscle motion (1985, p. 537) and later revises the lower limit to 50 ms (2004, pp. 137–138).
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14. Libet reports a study in which five subjects are “asked to report the clock time for their awareness
of actually moving (M)” (1985, p. 534).The average reported time was -86 ms (p. 533).That is, this time—
time M—preceded the beginning of muscle motion by an average of 86 ms. Sue Pockett asked (in cor-
respondence) how this datum bears on the hypotheses I have just identified about when a proximal
intention to move might be acquired in Libet’s studies. Libet says that the “values for M suggest that it
reflects the time of initiation of the final motor cortical output, i.e., the endogenous ‘command to move’”
(p. 533). This is a reasonable guess. Of course, whether time M (-86 ms) is the average time at which the
command actually occurs is a separate issue. Even if M “reflects” the time of the command, the reflec-
tion might be imperfect. (We know that if subject B.D.’s time M—namely, +51 ms (p. 533)—reflects the
time of the command, this reflection is imperfect.) Libet’s guess implies that time M is closer to the time
of this “command” than to the time of the onset of muscle motion. If the command is the acquisition of
a proximal intention, then, of course, the time of the command is the time at which the proximal inten-
tion is acquired. If the acquisition of a proximal intention to move is a cause of the command, it occurs
earlier than the command. Even if it is assumed that time M is the average time of the “command to
move” in these five subjects, this datum also is consistent (see note 1) with the hypotheses I identified
about the average time at which Libet’s subjects acquire proximal intentions to flex.

15. When does the action begin in all this—that is, the person’s flexing his wrist or fingers? This is a con-
ceptual question, of course: how one answers it depends on one’s answer to the question “What is an
action?” Libet identifies “the actual time of the voluntary motor act” with the time “indicated by EMG
recorded from the appropriate muscle” (1985, p. 532). I favor an alternative position, but there is no need
to disagree with Libet about this for the purposes of this chapter. Following Brand (1984), Frederick
Adams and I have defended the thesis that overt intentional actions (i.e., intentional actions that essen-
tially involve peripheral bodily motion) begin in the brain, just after the acquisition of a proximal inten-
tion; the action is proximally initiated by the acquisition of the intention (Adams and Mele 1992). (One
virtue of this view is that it helps handle certain problems about deviant causal chains; see chapter 2 of
Mele 2003.) The relevant intention may be understood, in Libet’s words, as an intention “to act now”
(1989, p. 183; 1999, p. 54; 2004, p. 148), a proximal intention. (Of course, for Libet, as for me, “now” need
not mean “this millisecond.”) If I form the intention now to start running now, the action that is my
running may begin just after the intention is formed, even though the relevant muscular motions do not
begin until milliseconds later.

16. Notice that in addition to “vetoing” urges for actions that are not yet in progress, agents can abort
attempts, including attempts at relatively temporally “short” actions.When batting, baseball players often
successfully halt the motion of their arms while a swing is in progress. Presumably, they acquire or form
an intention to stop swinging while they are in the process of executing an intention to swing. The inten-
tion to stop cancels and replaces the intention to swing.

17. See Mele 1992, pp. 71–77, 143–144, 168–170, 176–177, 190–191. Those who view the connection as
direct take the view that actions begin in the brain.

18. For example, unlike many critics, I did not challenge Libet’s method for timing the relevant con-
scious experiences.

19. Again, a more cautious formulation of the urge hypothesis is disjunctive and includes the possibili-
ties that what emerges around -550 ms is a (roughly) proximal urge to flex, a pretty reliable relatively
proximal causal contributor to such an urge, a (roughly) proximal urge to “prepare” to flex, a simulation
of an urge of either kind, and the motor preparedness typically associated with such urges.

20. It should not be assumed that detecting the signal is a conscious event. See Prinz 2003.

21. In a reaction time study in which subjects are instructed to A or B when they detect the signal and
not to decide in advance which to do, they may decide between A and B after detecting the signal.

22. Hereafter, the parenthetical clauses should be supplied by the reader. Intentions, in my view, are real-
ized in physical states and events, and their causes are or are realized in physical states and events. I
leave it open here that although intentions enter into causal explanations of actions, the causal work is
done, not by them (qua intentions), but by their physical realizers. I forgo discussion of the metaphysics
of mental causation, but see chapter 2 of Mele 1992.

23. Some researchers have a nonstandard conception of intentional action that may encourage them to
believe that proximal intentions to flex are present in Libet’s subjects but absent in subjects instructed,
for example, to flex whenever they hear a tone. The following assertion from Haggard and Clark 2003 is

Free Will: Theories, Analysis, and Data 203



interesting in this connection: “. . . functional imaging studies of intentional actions typically show acti-
vation in the basal ganglia and supplementary motor area . . . while studies of externally triggered actions
show activation in the cerebellum and premotor cortex” (pp. 695–696). This assertion implies that “exter-
nally triggered actions” are not intentional actions. One study Haggard and Clark cite here compares
subjects instructed to raise their right index fingers whenever they wish without waiting more than 4
seconds between raisings with subjects instructed to do this whenever they hear a tone (Jahanshahi et
al. 1995). (The tones are separated by no more than 4 seconds.) The first group are said to perform “self-
initiated” finger raisings and the second to perform “externally triggered” finger raisings (ibid., p. 913).
As I—and most people—understand intentional action, the finger-raising actions of both groups are obvi-
ously intentional. But as Haggard and Clark understand intentional action, the finger-raising actions of
the second group are not intentional. In the words of Jahanshahi et al., the first group had “the addi-
tional requirement of decision making about the timing of the movement on each trial, or ‘when to do’
it” (1995, p. 930, emphasis added); and this is what motivates Haggard and Clark’s claim about which
finger raisings are intentional and which are not. Now, Haggard and Clark surely would find it odd to
say that although the subjects in the second group do not intentionally raise their index fingers, they
intend to raise them. So they probably are thinking that intentions are coextensive with decisions. If this
is their view, then if my earlier claim that not all intentions are acquired in acts of decision making is
correct, Haggard and Clark have an unduly restrictive conception of intention—a conception to which
their restrictive conception of intentional action might have led them. Researchers with a more standard
conception of intentional action will have no problem with the claim that subjects in both groups inten-
tionally raise their index fingers (whether they believe that the second group proximally intend to do so
or, instead, that the combination of their conditional intentions to raise their fingers when they detect
the signal and their detection of the signal initiates the finger raisings in the absence of proximal inten-
tions to raise them).

24. In a study by Day et al. of eight subjects instructed to flex a wrist when they hear a tone, mean reac-
tion time was 125 ms (1989, p. 653). In their study of five subjects instructed to flex both wrists when they
hear a tone, mean reaction time was 93 ms (p. 658). The mean reaction times of both groups of subjects—
defined as “the interval from auditory tone to onset of the first antagonist EMG burst” (p. 651)—were
much shorter than those of Haggard and Magno’s subjects. Day et al.’s subjects, unlike Haggard and
Magno’s (and Libet’s), were not watching a clock.

25. I am grateful to the editors for useful feedback. Parts of this chapter derive from chapter 2 of my
in-press book.
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11 Of Windmills and Straw Men: Folk Assumptions of Mind and
Action

Bertram F. Malle

Prologue

A few days ago I finally gave in to the belief that it is really my brain that makes
decisions, forms intentions, and executes actions and that “I” and my feelings of
intending and deciding are at best spectators of the only show in town, the only real
causes of behavior. Since then I have let my brain do the deciding and intending 
as before, but without me, without my trying, without my illusory control. Funny
thing is, my brain just didn’t do anything. It didn’t intend to do the laundry, it 
didn’t bike to the office, it didn’t decide to write this overdue chapter. As I saw it,
my brain didn’t do much at all, except present me with all kinds of thoughts and
observations of its own inactivity. So I changed my mind again and rejected the
belief that it is really my brain that makes decisions. Since then, I have biked to the
office twice, I haven’t done the laundry yet, but at least I have started writing this
chapter.

1 Common Sense and Folk Assumptions

Ordinary people assume that they have access to their mental states, shape the world
with their intentions, and understand the reasons for their actions. In contrast,
several scholars have claimed that these folk assumptions are misguided. In this
chapter I examine the conceptual and empirical foundations of such skeptical
claims.

My analysis focuses on skepticism about awareness of one’s own mind and actions
and skepticism about intentional agency. In each case, I find that skeptics often 
misrepresent the folk assumptions about these phenomena and about such key 
concepts as intention, action, and reason. As a result, scientific discussions about
introspection, action explanation, and intentional agency often portray folk 
psychology in the form of a straw man—not as the complex array of concepts and
assumptions that uniquely characterize human beings. Much of the skepticism about



folk psychology also resembles a battle against windmills—fighting perceived
enemies of the scientific worldview that may, in reality, be no enemies at all.

In everyday parlance, common sense is a good thing; not so in much of psychol-
ogy. It is common sense to assume that people have beliefs, desires, and intentions,
act on their intentions, and thus have control over many of their actions—in fact, it
would count as a serious lack of common sense to assume otherwise. But a good
number of scientists argue that all or most of these assumptions are mistaken.
Relying on their common sense, people seemingly have no idea how the mind works.
“There is not the slightest awareness [among people] of the possibility that what
appears in personal conscious experience might not be the fundament for every-
thing else.” (Maasen, Prinz, and Roth 2003, p. 9) So people are informed that they
have no reliable access to their mental states (Nisbett and Wilson 1977), that their
brains know that they are going to act before they intend to so act (Libet, Gleason,
Wright, and Pearl 1983), and that any impression of controlling their actions is illu-
sory (Wegner 2002).

Each of these revisionist claims has to be examined in its own terms, and I will
do so shortly. But first I want to clarify what this talk about “common-sense” or folk
assumptions should really mean. Common sense appears to be what ordinary people
think, or assume, or are committed to. Of course, there may be quite a bit of varia-
tion, across people, across cultures, and across historical times. So what is constant
enough to count as a genuine common-sense view? A growing literature in social
psychology, developmental psychology, and cognitive science suggests that the core
of common sense is a set of concepts and assumptions about the nature of mind 
and behavior, typically labeled folk concepts and folk-conceptual assumptions 
(Astington 1991; d’Andrade 1987; Malle, Moses, and Baldwin 2001; Wellman 1990).

The first thing to note about these folk concepts and their relationships is that
they are not simply beliefs about some facts in the world (Malle 2005). There are
plenty of commonly held cultural beliefs and community opinions that are not folk-
conceptual assumptions. What folk concepts do is frame a phenomenon in a certain
way—categorize a domain into relevant parts and organize their systematic rela-
tionships. The concept of intentionality, for example, shapes the observation of
events in such a way that subsequent processing (e.g., explanation, prediction, or
moral evaluation) differs quite systematically depending on the perception of a
behavior as intentional or unintentional, with significant repercussions in social,
legal, and political life (Malle and Knobe 1997; Malle, Moses, and Baldwin 2001).

Because of the strong influence of folk concepts on cognition and social life, schol-
ars who talk about things like intentionality, awareness, and choice must make a
fundamental decision: Are they going to talk about these things the way ordinary
people do (that is, are they going to use the folk concepts with their normal meaning
and reference), or are they introducing technical terms? One would hope that, if
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the latter, they would just use a new word, but that is not always done. (See Malle
and Nelson 2003.) Ultimately, whenever a scientist describes a folk assumption and
claims that some evidence shows it to be wrong, the scientist has to adhere to the
folk meaning of the relevant concepts, or else the evidence isn’t relevant.

The meaning of a folk concept can’t just be intuited by any given researcher; it
will have to be shown empirically by means of a systematic description and analy-
sis of what ordinary people assume. In the absence of solid data, there is quite some
disagreement about what folk psychology’s assumptions are, about how folk con-
cepts are defined, and about how they are related to each other (Malle and Knobe
1997). An empirical backing of the initial description and explication of folk con-
cepts is important not just because it is the scientifically rigorous thing to do but
also because scholars often underestimate the sophistication and complexity of
these concepts.

2 Overview

This chapter examines skeptical or revisionist claims about two key folk assump-
tions: awareness (the assumption that people have awareness of their own mental
states, including current thoughts and feelings, and of their reasons and intentions
to act), and intentional agency (the assumption that a necessary cause of intentional
behavior is the agent’s conscious intention to act). I will examine skeptical claims
mainly from the empirical sciences and will evaluate them both for their target accu-
racy (whether they actually hit folk assumptions) and for their internal validity. But
first I need to clear two preliminary hurdles.

The first hurdle is that the assumptions of awareness and intentional agency aren’t
always neatly separated (Pacherie, this volume). John Bargh, for example writes:
“Conscious intention and behavioral (motor) systems are fundamentally dissociated
in the brain. In other words, the evidence shows that much if not most of the work-
ings of the motor systems that guide action are opaque to conscious access.” (2005,
p. 43; emphasis added) I see two distinct questions here: whether intentions do in
fact control the organism’s motor system (the intentional-agency assumption) and
what is or is not available to conscious access (the awareness assumption). Daniel
Wegner warns against mingling the issues of awareness and intentional agency when
he writes that “questions of how thought or consciousness might cause action”
(intentional agency) have “been muddled together with questions of the person’s
experience of such causation” (awareness) (2005, p. 32). I fear, however, that Wegner
may contribute to this muddling by claiming that “conscious will is a cognitive
feeling” (p. 31) and that “intention is important not as a cause, but because it is a
conscious preview of the action” (p. 28). I do, however, agree with Wegner’s pro-
grammatic claim that we must separate the question of what the person is aware of
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(through feeling, experience, or preview) from the question of what is the actual
causal role of intentions. (I will return to Wegner’s model in section 3.)

The second hurdle is that the assumption of intentional agency is often intertwined
with rather metaphysical claims about free will, causality, and mind-body dualism.
For example, Patrick Haggard and Sam Clark state that “a modern neuroscientist
cannot believe in ‘free will’ in Descartes’ sense: conscious experience must be a con-
sequence of brain activity rather than a cause of it” (2002, p. 705). While trying to
eschew Cartesian dualism, this statement still seems to rely on the notion of a purely
conscious event that is somehow not encompassed in a complete description of brain
activity. Only if such an event exists would we have to label it a separate consequence
of brain activity. I will try to keep the folk assumptions of awareness and intentional
agency separate from questions about mind-body dualism and causality, because folk
psychology does not have to be (and probably is not) committed to a particular view
on the mind-body relation, as long as there is a conceptual and functional distinction
made between mental and nonmental events. But I will not always succeed; the dis-
cussion of intentional agency will drag us into the murky depths of the free will
problem, and it is not clear we will emerge unscathed.

3 The Folk Assumption of Awareness

Awareness of Mental States

Ever since introspectionism was discredited as a scientific method in psychology
(because science can never be intersubjective if scientists use their own minds to
test hypotheses), many have expressed skepticism about the very possibility of intro-
spection. For example, Francis Crick (1979) wrote that “we are deceived at every
level by our introspection.” More recently, Alison Gopnik (1993) claimed that our
experience of “directly perceiving” our own mental states is the mere result of
expertise and practice in inferring those mental states from other information, and
Bargh suggested that “people do not and cannot have direct access to acts of causal
intention and choice” (2005, p. 42). Perhaps the most widely cited analysis of intro-
spection was offered by Richard Nisbett and Tim Wilson (1977), whose analysis will
help us sort out what people are aware of and what people assume they are aware
of. (See also Ross, this volume.)

Nisbett and Wilson typically described their data and their analysis as concern-
ing introspection. In their abstract, for example, they claimed that their review sug-
gests “little or no introspective access to higher-order mental processes” (1977, p.
233), and they used the word ‘introspection’ in several other programmatic phrases.
However, Nisbett and Wilson did not question a person’s entire capacity to intro-
spect on (i.e., be aware of) ongoing mental states or contents; they questioned specif-

210 Malle



ically human access to higher-order mental or cognitive processes—that is, “the
processes mediating the effects of a stimulus on a response” (p. 231). What was at
issue for them was the accuracy of reporting on “the effects of particular stimuli on
higher order, inference-based responses” (p. 233). There is little doubt that Nisbett
and Wilson made a good case for at least some of these limitations (White 1988).
But can their data and their conclusions inform us about the adequacy of ordinary
people’s assumption about introspection?

There isn’t a solid model of the “folk theory of introspection,” but awareness of
mental states appears to have at least two defining conditions (d’Andrade 1987;
Malle et al. 2000): (a) that the event (state, process) introspected is conscious and
(b) that the act of introspection occurs simultaneously with the event. The first con-
dition excludes the misnomer “unconscious introspection,” and the second rules out
mere memory of conscious processes as a reliable candidate for self-awareness.
Thus, people assume awareness of their ongoing conscious perceptions, feelings,
thoughts, intentions, and reasons for acting, but not of their unconscious wishes or
past emotions. All of Nisbett and Wilson’s (1977) reviewed and reported data,
however, seem to violate either condition (a) or condition (b). For example, people’s
documented inability to report on the effects of subtle experimental manipulations
(e.g., dissonance inductions, subliminal stimulus presentation, attitude change)
should not threaten the folk assumption of mental awareness, because none of these
stimulus-induced processes are considered conscious. (In fact, the experimenters
take great pains to keep them unconscious.) Many of Nisbett and Wilson’s reported
and reviewed data also involve memory judgments. But most important, virtually
all of the relevant mental processes they consider are or involve causal judgments
(e.g., why participants offered certain associative responses, why they chose certain
stockings, whether specific features of a target person had influenced their overall
impression of the person). There is no folk assumption according to which one
always knows the causes of one’s mental states and behaviors. Here Nisbett and
Wilson may show limitations of human causal cognition but not limitations of
human introspection.

There is one exception, however: People do assume that they know their inten-
tions and their reasons for action (d’Andrade 1987; Malle 1999; Malle and Knobe
1997, 2001). Here were have not a straw man but an actual folk assumption: Inten-
tional actions are assumed to have privileged status for the actor, and in two ways.
First, awareness that one is acting with the intention to so act is a defining feature
of the folk concept of intentionality (Malle and Knobe 1997). Second, because inten-
tions are conceptualized as the outcome of a reasoning process that combines rel-
evant beliefs and desires as the reasons for acting (Malle and Knobe 2001), the actor
is normally aware of her reasons to act. I will return to the role of intentions; here
I discuss the awareness of reasons.
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Let’s be clear about the folk concept of reason. Reasons are agents’ mental states
whose content they considered and in light of which they formed an intention to
act (Malle 1999). Reasons, in this sense, have both explanatory force and causal
force—they make intelligible why (“for what reason”) the agent acted, and they
were the mental states that actually issued in an intention and, subsequently, in an
action. Even though reason explanations are most frequently used in the first-person
(actor) perspective, people don’t reserve reason explanations for that perspective.
They feel perfectly comfortable ascribing reasons to others from a third-person 
perspective, and they even feel comfortable ascribing reasons to whole groups
(O’Laughlin and Malle 2002). Moreover, reasons are not the only explanation mode
people offer for intentional behavior. An important additional mode comprises
CHR (causal history of reason) explanations (Malle 1999), which cite factors that
lay in the background of those reasons and brought them about (e.g., context,
culture, personality, habits, unconscious mental states). Here are two reason (R)
explanations and two CHR explanations for the same action:

Anne invited Ben for dinner because . . . it was her roommate’s birthday. (R)

she hadn’t seen him in a month. (R)

she is generous. (CHR)

they are friends. (CHR)

The awareness assumption for reasons, then, goes something like this: If actors are
honest and undeluded, the reason explanations they give for their actions cite the
very reasons for which they acted—the contentful mental states such as beliefs and
desires that generated the intention to act. There is no incorrigibility (people can
misremember, and observers can muster evidence that proves certain reason claims
wrong); but there is privileged access in that actors normally know the reasons for
which they acted, because the very action was performed on the grounds of and in
light of those reasons.

Nisbett and Wilson presented results from several studies that argue against this
sort of privileged access. In perhaps the most famous of these studies, passersby in
a department store were asked to evaluate items of clothing (such as nightgowns or
stockings) and to choose the one that was of the best quality. The items were all
identical, however, except that they were arranged horizontally on a clothing rack.
Nisbett and Wilson showed that articles on the left were more likely to be chosen
than articles on the right. But “when asked about the reasons for their choices,
no subject ever mentioned spontaneously the position of the article” (1977, pp.
243–244). This study is usually taken to show that people can’t really explain why
they acted, that they don’t have any privileged access to the causes of their behav-
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ior, and therefore that “it may be quite misleading for social scientists to ask their
subjects about the influences on their evaluations, choices, or behavior” (ibid.,
p. 247).

But here is the problem: In this shopping study actors offered reason explanations
whereas the researchers expected a causal-history explanation. Nothing in the study
shows that actors weren’t accurate in their report of their reasons for acting or that
they were “unable to tell the experimenter why [they] chose the pair of stockings
on the right” (Bayer, Ferguson, and Gollwitzer 2003, p. 100). In fact, it is quite likely
that most participants honestly reported their reasons for choosing one or the other
stocking: for example, because they like it better, or that it seemed of better quality.
At the same time, participants were not aware of certain factors (such as spatial
position) that brought about those reasons—that is, they didn’t correctly identify
the causal history of those reasons. Such a finding obviously does not invalidate the
assumption about agents’ awareness of their reasons; it only illustrates something
that people would readily admit: that they don’t have any special knowledge of or
access to the causal history of their reasons. In fact, my colleagues and I have demon-
strated that the assumption of awareness is one critical feature that distinguishes
reason explanations from CHR explanations (Malle 1999; Malle et al. 2000). And
just as the two kinds of explanations are complementary in everyday explanations
(Malle 2004), they are complementary for explaining participants’ actions in Nisbett
and Wilson’s study. The position of stockings or nightgowns may have unwittingly
triggered some people’s belief that “these look well-made” or a liking of their sheen,
and the content of these mental states may have been the reasons for the choice of
“the best” pair of stockings. People’s reasons, if honestly reported, simply were the
reasons for which they acted (perhaps trivial reasons appropriate to the trivial
choice); and they did have unfettered access to those reasons.

Even though people do seem to know their reasons for acting, they don’t know
every factor that contributed causally to their actions. Besides position effects, a
variety of other stimuli (e.g., concepts, feelings, associations) can be used to sub-
liminally prime people’s thinking and thereby influence their choices. (See Bargh
2005 for a review.) But to the extent that the primed behavior in question is inten-
tional, people should still be aware of their intentions and their reasons for acting.
We can’t conclude that individuals are “not aware of the actual causes of their
behavior” (Bargh 2005, p. 38), because causal-history factors are no more “actual”
than the reasons that issued in the person’s intention to act. We certainly cannot
conclude, at least from these experiments, that “the individual’s behavior is being
‘controlled’ by external stimuli, not by his or her own consciously accessible inten-
tions or acts of will” (ibid., p. 38). We can conclude that people weren’t aware of
stimuli that were carefully designed to be unconscious influences on their behavior;
and we can conclude that, in general, people will not be aware of a host of factors
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that lay in the causal history of their reasons. But none of the experiments reviewed
and reported by Nisbett and Wilson (1977) and Bargh (2005) refute the assumption
that people are aware of their reasons.

The distinction between reasons and CHR factors is not just of theoretical 
significance; it has significant social import as well. People have no trouble distin-
guishing (in practice and judgment) between CHR explanations and reason expla-
nations, and they are very upset when the legal system conflates the two (Wilson
1997). The defendant who wanted to kill the child was not “controlled” by such
external stimuli as his abusive childhood, nor were these stimuli the “actual causes”
of his behavior. The person decided to kill the child with whatever reasons he had,
and for that he is held responsible. One may feel empathy with a criminal who was
starved, abused, tortured, or humiliated, but if there was a point at which the person
intended to act in a harmful way, the causal history can at best mitigate the blame;
it cannot relieve the person of responsibility (Banks, this volume, Kaplan, this
volume). Judgments of responsibility rest squarely on the transition of reasons to
intentions and actions. Consequently, a compelling threat to folk assumptions of
intentional action would have to zero in on this transition; it is what people defend
when they hear claims of an “illusion of free will”; it is the raw nerve touched by
legal, medical, or political processes that question the unique implications of inten-
tional agency and the unique role of reasons.

But before we take on the heavy issue of agency and free will, we must examine
one other skeptical claim about awareness.

Awareness of Action

One might think that, even if there is some doubt about people’s awareness of their
intentions and reasons, surely there can’t be any doubt about people’s awareness of
their actions. There can indeed. Besides claims that people lack access to their
mental states, there are also suggestions in the literature that people lack awareness
of their own actions. Bargh (2005) underscores “just how unaware we are of 
how we move and make movements in space” (p. 45) and that people have “little
or no direct conscious access to their actual hand movements” (p. 46). Marc 
Jeannerod, too, suggests that “normal subjects are poorly aware of their own 
movements” (2002, p. 312). Now, any movement is an extremely complex 
neurophysiological process, and no folk psychology would ever assume access to all
that. To evaluate the skeptical claims about action awareness we have to draw a few
distinctions. One is between visual perception of one’s movement and internal
access to that movement. Internal access breaks down further into (a) propriocep-
tive/somatosensory information, (b) information about the motor commands and
adjustments during the movement, and (c) awareness of the intended end state of
the movement.
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The empirical research in the domain of action control provides fairly clear data
on these different types of access. (See Blakemore, Wolpert, and Frith 2002 for a
review.) People normally have good visual information about their executed move-
ments, but they are not particularly sensitive to variations in this execution as long
as the actual movement conforms reasonably well to the intended movement. In a
study by Elena Daprati and colleagues (1997), for example, people saw a video
display of either their own or another person’s hand (both in gloves) performing
either the same or different movements (such as stretching a particular finger).
When the other person’s hand performed a different movement, participants easily
recognized the video-displayed hand as either theirs or the other’s. When the other
person’s hand performed the same movement, however, they misjudged the other’s
hand as theirs in about 30 percent of cases.

People are more sensitive to proprioceptive and somatosensory informa-
tion. When performing an intentional act, the central nervous system predicts 
the sensory consequences of that act and compares these predictions to the 
sensory feedback during and after the movement (Blakemore, Frith, and 
Wolpert 2001). When the feedback matches the prediction (as in the normal case 
of self-initiated movement), the CNS attenuates the sensory feedback. This 
attenuation is one of the key indicators of having acted oneself rather than having
been acted on, and it explains why tickling oneself is less noticeable (because it is
attenuated) than being tickled by another person (Blakemore, Wolpert, and Frith
2000).

People are not finely attuned to the specific motor commands and adjustments
their motor system makes during the execution of a movement. This is not surpris-
ing, given the complex physical and physiological structure of most movements. For
example, when participants were given false feedback about their drawing motions,
their hands still completed the drawing task with appropriate corrections of move-
ment, but the participants themselves were not aware of any deviant movements
(Fourneret and Jeannerod 1998). Once again, the match between intended and com-
pleted action appears to make explicit feedback about slight movement alterations
unnecessary.

Studies on the time perception of self-generated action also address the question
of what people are aware of and when. In these studies, participants watch a rotat-
ing hand on a clock face and indicate at what time point a certain event occurred
(e.g., a tone, an externally induced muscle twitch, a self-initiated action). People’s
estimates of the time at which they perform a simple action (e.g., pressing a lever)
can precede the onset of relevant muscle activity by up to 90 milliseconds (Libet 
et al. 1983; Haggard, Newman, and Magno 1999). In contrast, perceptions of exter-
nally induced events such as tones or transcranial stimulation are typically delayed
by 15–80 ms. These findings suggest that action perception is not a reconstructive
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process (observing oneself Æ inferring that one acted; see Prinz 2003) but rather a
prospective process (predicting one’s action on the basis of an intention).

The claim that action perception is prospective appears to be challenged by find-
ings that time estimates for one’s own actions are no faster than time estimates 
for another person’s actions (Wohlschläger, Haggard, Gesierich, and Prinz 2003;
Wohlschläger, Engbert, and Haggard 2003). However, in these studies, people were
asked to estimate “when the lever was depressed,” corresponding to the time of
action completion, not of initiation. Even under these conditions, self-generated
actions were pre-dated (unweighted M across five experiments = -8 ms) whereas
other-generated actions were post-dated (M = +8 ms). Most important, in the basic
design by Wohlschläger and colleagues, each completed lever pressing triggered a
tone 250 ms later. It has been shown that immediate consequences of one’s inten-
tional actions such as a tone can “pull” the time estimate for the action toward a
later point (Haggard, Clark, and Kalogeras 2002), presumably because the action
and its reliable effect are perceived as a unit (Heider 1958).When the tone was elim-
inated, self-generated action estimates sped up (M = -20 ms) whereas other-action
estimates stayed the same (M = +5 ms).

The intriguing conclusion from research on action control and chronometric
action perception is that people have more access to their movements before they
occur (via intentions and “predictions” of the system) than during or after. As long
as the intended movement and its consequences obtain roughly as expected, little
updated information reaches consciousness. From a cybernetic standpoint this
makes good sense—an efficient motor system invests heavily in the planning and
execution of a movement but provides explicit feedback only if the plan failed.
Another way of putting it is that people may not have detailed awareness of their
movements (the physical motion pattern of their limbs and body) but are perfectly
aware of their actions—what they are intending to do no matter how it is exactly
implemented by the motor system (Jeannerod, this volume).

4 The Folk Assumption of Intentional Agency

Humans consider themselves and others as agents who are capable of intentional
action. This is the assumption of intentional agency, perhaps the very core of folk
psychology. Intentionality is a complex folk concept that specifies under what con-
ditions people judge a behavior as intentional (or done on purpose). Observational
and experimental research suggest that this judgment relies on at least five condi-
tions (Malle and Knobe 1997): An action is considered intentional when the agent
had (1) a desire for an outcome, (2) a belief that the action would lead to that
outcome, (3) an intention to perform the action, (4) the skill to perform the action,
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and (5) awareness of fulfilling the intention while performing the action (figure
11.1). The folk concept of intentionality thus defines the key ingredients of 
intentional action and relates them to each other. There is little doubt that the 
intentionality concept has enormous impact on social perception, self-regulation,
communication, and just about all interpersonal, aesthetic, legal, and moral dealings
in the social world (Gibbs 1999; Malle and Knobe 1997; Malle, Moses, and Baldwin
2001; Marshall 1968; Shaver 1985). Perhaps the most important function of the inten-
tionality concept is to divide all behavioral events into two different domains that
are subsequently processed in distinct ways by such operations as attention, expla-
nation, prediction, or moral evaluation. When explaining behavior, for example,
people account for intentional behavior primarily in terms of the agent’s reasons,
but they account for unintentional behavior in terms of causes (Buss 1978; Heider
1958; Malle 1999). Arguably, these explanation modes correspond to two models of
causality. On the one hand, there are causal processes that involve the formation of
intentions out of reasons (involving awareness and choice); on the other hand, there
are causal processes that are mechanistic, involving no reasons, intention, aware-
ness, or choice (Malle 2001, 2004).

These assumptions about intentional action and its causal structure are, in the
eyes of many scholars, deeply mistaken. According to Wegner and Wheatley, “psy-
chological science suggests that all behavior can be ascribed to mechanisms that
transcend human agency” (1999, p. 480), and “the real causal mechanism is the mar-
velously intricate web of causation that is the topic of scientific psychology” (ibid.,
p. 490). For Prinz, “there appears to be no support for the folk psychology notion
that the act follows the will, in the sense that physical action is caused by mental
events that precede them” (2003, p. 26).

In the same sprit, the intentional-agency assumption is criticized for implying a
mystical “free will.” Maasen, Prinz, and Roth find a “jargon of free will in everyday
language” (2003, p. 8). And this notion of free will is unacceptable because it
“requires us to accept local pockets of indeterminism in an otherwise deterministi-
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cally conceived word view” (ibid.). A massive philosophical debate is caving in on
us here, as the tension between free will and the presupposition of determinism is
one of the deeply unresolved issues in modern thinking.

Simplifying the task somewhat, I set aside the question of determinism. Even so,
understanding what the assumption of free will means is sufficiently challenging. Is
the intentional-agency assumption equivalent to a theory of “free will?” Does it at
least imply free will? Or does it leave this difficult issue untouched? I am sure that
in one way or another ordinary people regard their actions as “free,” if what is meant
by that is having options, considering them and, in their light, forming an intention
to act (which is just the intentional-agency assumption restated). Perhaps more nar-
rowly, acting “freely” contrasts with acting under duress or constraints (which may
still be intentional, as when I hand over my wallet to the robber who sticks a gun
in my side), and of course it contrasts with a whole host of unintentional events—
from failed attempts to accidental side effects, unwelcome mental states, and wholly
unconscious cognitive processes.

But do people assume that their will is free? If ‘will’ refers to desires (wants,
wishes), people don’t. Desires are typically caused by internal or external stimuli,
and it makes little sense to say that a person “formed” a desire (the same way one
can form an intention; see Malle and Knobe 2001). Thus, “free will” can refer to the
freedom to form intentions or to make choices—and once more, this interpretation
is well covered by the intentional-agency assumption.

Is there anything entailed by the notion of free will that is not already expressed
by the intentional-agency assumption? Some people have argued that free will
implies a lack of causes, corresponding to the belief “that willfulness somehow
springs forth from some special uncaused place” (Bayr et al., p. 100). And of course
that would make scientists nervous, because “to choose a spouse, a job, a religious
creed—or even to choose to rob a bank—is the peak of a causal chain that runs
back to the origin of life and down to the nature of atoms and molecules”
(Blakemore 1988, p. 270). However, we need not worry, because an uncaused will
directly contradicts the folk concept of intentionality in which the intentional action
is caused (among other things, by an intention), the intention is caused (among other
things, by the reasons in light of which the agent formed the intention), and reasons
are caused (by other mental states, external events, and many other CHR factors).
Exactly how an intention is caused by the reasons in light of which it was adopted
is a difficult question (and one on which folk psychology is silent), but there is no
evidence for the idea that ordinary people consider intentions “uncaused causes.”

Another proposal is that “our actions are free as long as they are primarily deter-
mined by our conscious, rather than unconscious decisions” (Klein 2002, p. 277).
Note that the attribute “free” is applied here to actions, not to a will. But all the
better, because such an assumption of consciousness or awareness seems entailed
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by the folk concept of intentionality, in which the agent is aware of her intention
when acting intentionally (Malle and Knobe 1997). We might add that this sort of
freedom-as-consciousness also holds for intentions because people assume that
agents are aware of their reasons when deciding to act.

In sum, there is no evidence available that will is actually a folk concept (such as
intentionality or intention), and the notion of “free will” is at best vague and at worst
meaningless. The folk assumption of intentional agency, in contrast, is a clearer and
fairer target of scientific skepticism. In the following I discuss three such skeptical
proposals that threaten this folk assumption: (1) that intentional actions are not
caused by conscious states, (2) that intentional actions are not caused by intentions,
and (3) that actions are not caused by anything mental.

No Consciousness

The first thesis is that “the real causes of human action are unconscious” (Wegner
and Wheatley 1999, p. 490). Such a thesis would be supported by cases of intentional
action that are unambiguously and directly brought about by unconscious processes;
this evidence would then contradict the folk assumption that conscious intentions
cause intentional action.

Some of the most extensive research on unconscious causes of behavior comes
from John Bargh’s laboratory. (See Bargh 2005 for a review.) Bargh and his col-
leagues have shown, for example, that experimental participants who are uncon-
sciously primed with words like ‘Florida’ and ‘retire’ walk more slowly after the
experiment than a control group, and that people primed with words like ‘achieve’
do objectively better on a Scrabble-type task. Do these findings threaten the folk
assumption of intentional agency? They do not, as long as the behaviors affected by
unconscious priming are unintentional. For example, Chartrand and Bargh (1996)
showed that classic patterns of impression formation (e.g., clustering of information
and better recall for target behavior) can be achieved by subconsciously priming
the participant with words related to impression formation (e.g., ‘evaluate’, ‘judge’).
However, the participants did not “intentionally form an impression” (the post-
experimental interviews make this very clear); rather, certain cognitive effects
obtained without the participant actively aiming at those effects. The same consid-
eration applies to “walking slowly” after being primed by ‘Florida’ and probably
even to “trying harder” in the Scrabble task after being primed by ‘achieve’. Of
course, both “walking” and “solving the task” are intentional actions. But the uncon-
scious priming did not affect the intentional action itself (the agent decided to walk
or to solve the task independent of the prime) but rather the way, manner, or style
in which the action was performed—aspects that typically are not within the scope
of the agent’s intention (Nahmias 2002; Norman and Shallice 1986). Along the same
lines, intentional actions come with motor command adjustments in response to
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subtle changes in the environment and with electrochemical processes at the motor
synapses. All of these are unconscious; none of them are performed intentionally.1

Thus, we have to find cases in which it was itself an intentional action that was
influenced by unconscious priming. A case discussed earlier is Nisbett and Wilson’s
(1977) shopping study, in which more people chose the “best” item (clearly an inten-
tional action) under the apparent unconscious influence of physical position.
However, I have argued that this position effect illustrates the operation of a causal-
history factor (which typically operates outside consciousness) and is thus perfectly
compatible with the interpretation that people acted on their intentions and
reasons.

A more compelling case to consider is a study in which people primed with words
such as ‘rude’ and ‘impolite’ were more likely than control participants to interrupt
an ongoing conversation and ask for the next experimental task (Bargh, Chen, and
Burrows 1996). The act of interrupting is normally intentional, and the priming
exerted an unconscious influence on the action. But what is the relationship between
the priming and this intention? The participants’ intention was neither absent nor
unconscious, and we can be sure that all of them had reasons to interrupt (or not
interrupt, as was the case for a third of them). The priming effect may have disin-
hibited and thereby strengthened their desire reason (“I want to ask them”) or pro-
vided a belief reason (“They are rude to ignore me”), thus again serving as CHR
factors. Or the priming may have facilitated the execution of the relevant inten-
tion—for example, by weakening feelings of reluctance, doubt, and anxiety. In this
case, the priming was an “enabling factor” (Malle 1999)—a process that is seen as
helping the agent turn an intention into action. (A less complex enabling factor
explanation would be “She finished her exam in just 30 minutes because she had
one of those new calculators.”) The folk theory of intentional action thus leaves
room for causal contributions outside the reason Æ intention chain, in the form of
causal-history factors and enabling factors, both of which can operate in a noncon-
scious, nonintentional manner. To the extent that the above studies manipulated
these factors but left the intention intact, the studies do not invalidate the folk
assumption of intentional agency.

How about cases in which the agent forms “implementation intentions”
(Gollwitzer 1999)? For example: “When the light turns green, I will slam the pedal
to show this guy who has the faster car.” Here an intention is formed well in advance
of the action, but the intention is a conditional one: The agent commits to a 
proximal intention (Mele 2003) to act if and when a suitable environmental 
stimulus is present. Is the implemented action one that is both intentional and
caused by unconscious processes? One way to handle this case is to say that the
primary cause of the action is the proximal intention and the rest are just enabling
factors (parallel to the guitarist who forms a conscious decision to play “Asturias”
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but then relies on unconscious motor programs to implement the action). This may
be a logically acceptable defense of the folk assumption, but it doesn’t seem entirely
satisfactory.

Perhaps it is necessary to clarify what happens at the time the action is per-
formed—what the agent’s state of mind is at the moment the stimulus triggers the
action. Gollwitzer (1999) suggests that no conscious intention is necessary at that
time; what initiates the action is an automatic goal activation, with external stimuli
acting as “direct elicitors of goal-directed action” (Gollwitzer and Moskowitz 1996,
p. 370). Currently there is no decisive evidence for the claim that agents are in fact
not conscious of the action initiation. But even if we grant the absence of a moment
of conscious choice, there has to be at least a proximal intention to continue what
one is doing if the behavior in question should count as intentional. The previously
established stimulus-goal association may initiate a behavior without the agent’s
conscious awareness. However, for that behavior to be considered intentional (or
to become intentional) the agent must at some point gain awareness of it and
approve it. There are probably a number of behaviors that are initiated uncon-
sciously and then subjected to the agent’s (conscious) decision to either continue or
halt. (Detected action slips are the classic case of halted behaviors of this sort.) If,
however, the agent remains entirely unaware of the behavior throughout its imple-
mentation, people are unlikely to consider this an intentional action. That would
apply, for example, to the case of implementation intentions preventing automatic
stereotype activation (Moskowitz, Gollwitzer, Wasel, and Schaal 1999), an arguably
unintentional behavior.

In sum, there are few, if any, cases that unambiguously show an intentional action
that is primarily or solely caused by unconscious processes. The best candidates are
behaviors triggered by the joint operation of implementation intentions and envi-
ronmental stimuli, but even here doubts remain that make these behaviors unlikely
to topple the folk assumption of intentional agency. After all, the behaviors in ques-
tion have as a necessary requirement a prior conscious intention, and the issue is
merely how the intended action is implemented. Whichever way one comes down
on the issue of implementation intentions, there is currently no justification for con-
cluding that intentional actions are in general or primarily caused by unconscious
processes.

No Intentions

Perhaps the no-consciousness thesis already grants too much to folk psychology.
Why accept the assumption that an intention causes an action in the first place? The
alternative thesis is that intentional actions are caused by processes other than the
agent’s intention—either because no intention was present or because it was present
but not causally active. This thesis has been forcefully argued by Daniel Wegner and
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his colleagues (Wegner 2002, 2005; Wegner and Wheatley 1999), so the evidence he
presents serves as a good starting point.

Wegner’s arguments against intentions as the primary causes of action are part
of his theory of apparent mental causation, which tries to account for the “experi-
ence of conscious will.” What Wegner calls the experience will2 is the folk notion
that one’s own conscious intention is the primary cause of one’s action. This notion,
Wegner counters, is an illusion. His theory claims that “people perceive that they
are intending and understand behavior as intended or unintended—but that they
do not really intend” (2003, p. 10). The experience of intention (conscious will) is
merely a preview of action. When an agent perceives the conjunction between an
intention and an action, it gives rise to the experience of will but it does not reveal
the genuine causes of action. “The impression that a thought has caused an action
rests on a causal inference that is always open to question.” (Wegner and Wheatley
1999, p. 482) However, Wegner’s Humean skepticism about mental causality does
not provide strong grounds for rejecting the folk notion of intentional agency.

First, skepticism about inferences of causality may convince us that we are some-
times wrong in inferring causality from a mere conjunction of events, but that should
not prevent us from generally trusting such causal inferences in everyday experi-
ences and in scientific experiments. If no perception of causal conjunction between
two events could ever reveal true causality, no psychological experiments could ever
give us proof that something other than intentions causes action. Second, everything
we know from the scientific study of intentional action (see the preceding section)
suggests that intentions do play a primary causal role in this process—not just as
illusory previews but as efficacious causes. So people can’t be that far off in their
perception of intention-action conjunctions.

But there is more ammunition. Wegner (2003) and Wegner and Wheatley (1999)
discuss a host of phenomena that are intended to show the dissociation between
perceived and actual mental causes and thus the questionable status of intention as
an actual cause. In one set of phenomena, the agent does not experience the action
as willed even though her will is causally involved. Such things as table-turning,
Ouija-board spelling, water dowsing, and pendulum divining are depicted as “cir-
cumstances that can produce actions with all the signs of voluntariness—but that
nonetheless feel unwilled” (Wegner and Wheatley 1999, p. 482). But what is meant
by ‘voluntariness’ here? Surely these activities are not considered intentional
actions. Unless the agents are actively trying to deceive others (e.g., a water diviner
intending to turn his wrists subtly but denying that he did so intentionally), they
wouldn’t consider their behaviors “willed,” because they did not intend to bring
them about. The same can be said about cases cited by Pockett, who refers to
unusual experiences of being controlled or having “anarchic” hands as “apparently
purposeful movements . . . made in the absence of any sense of volition” (2004, p.
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27). I don’t believe we can consider these behaviors relevant to the intentional-
agency assumption, given that the agent does not even feel he or she has performed
them (let alone performed them intentionally). There is no denying the existence
of behaviors that people perform unintentionally or unconsciously and that they
subsequently fail to “own” (even though they at least partially caused them; see
Wegner, Fuller, and Sparro 2003). But precisely because they are not considered
intentional (by the agent and other ordinary folks), they don’t threaten the 
intentional-agency assumption.

The cases we should be after are ones in which the agent has an intention (or
rather the mere perception of an intention), acts in accordance with the intention,
and believes to have acted intentionally, but in reality some other causal process
brought about the action. In this case, the agent truly has the illusion of having acted
intentionally. A candidate for such a case is an experiment by Wegner and Wheat-
ley designed to show that participants can “experience willful action when in fact
they have done nothing” (1999, p. 487).

Wegner and Wheatley’s experiment involved a participant and a confederate
sitting across from each other and jointly operating a small board that controlled
the pointer on a computer screen. Throughout, the participants heard music and
words over headphones (whereas the confederate received movement instructions).
The pair were instructed to jointly move the pointer across a picture of 50 “tiny
toys.” Every 30 seconds or so (signaled by a 10-second stretch of music), the pair
had to “make a stop” and each person rated the extent to which he or she “allowed
the stop to happen” (0 percent) or “intended to make the stop” (100 percent). On
some trials (“unforced stops”), the participant was presented with the word for one
of the objects 2 seconds into the music window (when they were to make a stop),
and the confederate allowed the participant to direct the pointer on those trials. On
other trials (“forced stops”), the participant also heard a target word but the con-
federate was instructed to subtly try to direct the pointer to that object.The hypoth-
esis was that if (1) a target word was presented in advance and (2) the stop occurred
on the corresponding target object, participants would think about the object,
connect that thought to the apparently corresponding action, and have the illusion
of having intended to stop the pointer on that object.

One would like to see three results co-occurring in the critical trials of this exper-
iment: (a) participants experienced “conscious will” (an intention, in folk terminol-
ogy) in advance of the stop, (b) they felt they performed the relevant stopping action
intentionally, and (c) this action was in fact caused by something else (the confed-
erate). But the results are inconclusive on all three counts.

Regarding (a), there was no measure of prior intention (or “will”), only a post-
action measure of “having intended to make the stop.” Thus, whatever results 
we find, they could be accounted for by confabulations after the fact instead of 
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(illusory) online perceptions of mind-action connection. Indirect evidence also
leaves the issue of prior intentions unclear. On the one hand, post-experiment inter-
views appeared to suggest that “participants often searched for items onscreen that
they had heard named over the headphones” (p. 489), suggesting that they might
have had some vague intention toward those objects. On the other hand, Wegner
and Wheatley report that in the unforced stop trials participants did not actually
move the pointer any closer to the target objects whose words they had heard than
to other target objects, suggesting that they had not formed an intention to move
the pointer to those targets.

Regarding (b), it is not clear whether people considered the stopping behavior
really an intentional action.The forced stops were rated right in the middle between
“intended” and “allowed” (M = 52 percent), and so were the unforced stops (M =
56 percent). The latter number is remarkable, because in these trials (if the confed-
erate followed instructions) the participant alone moved the pointer. The effect of
the critical manipulation (presenting participants with words naming the target
objects and having the confederate move the pointer to those objects) increased
ratings to 62 percent. Such a number instills frail confidence in the interpretation
that people “reported having performed this movement intentionally” (p. 489). This
confidence is further weakened when we consider the wording of the intentionality
measure: “intended to make the stop”—not “intended to make the stop on this par-
ticular object.” Even if we presume that people felt (mildly) they had intended the
action in question, it is not clear whether their rating endorsed an intention to
merely stop or stop at that time or whether it actually endorsed an intention to stop
on this object.

Regarding (c), the experiment does not securely rule out the possibility that par-
ticipants actually contributed to the critical actions of stopping on the target objects
in the “forced stop” trials. One problem is that only those “forced stop” trials were
analyzed in which the confederate actually succeeded in moving the pointer to the
target object. But why did the confederate succeed on some trials and not on others?
Could the participant have in fact contributed to the joint movement on the
“success” trials by allowing to approach the target object or perhaps even co-
directing the pointer toward it, whereas in the failed (and excluded) cases the 
participant was aiming at something else?

In sum, this experiment does not convincingly support the thesis that intentions
are experienced by agents but do not actually bring about intentional behavior. In
light of the current difficulties with evidence in support of the no-intention thesis,
some skeptics might turn to a more radical thesis: that actions aren’t caused by
mental states at all but are simply products of brain processes that agents can neither
control nor have access to.
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No Mental States

The third skeptical position emphasizes that there is no such thing as “mind” or
“consciousness” as distinct from matter and physical processes. Proponents of this
view typically cite neuroscience experiments designed to demonstrate that inten-
tional action is directly caused and controlled by brain processes and that intentions
(or rather experiences of intentions) are too late in the causal chain or entirely left
out of the loop.

In one such experiment, trans-magnetic stimulation (TMS) was shown to influ-
ence participants’ decisions to use their right hand rather than their left (Ammon
and Gandevia 1990).These decisions were intentional ones, which participants expe-
rienced as quite natural, and they were unaware that the TMS had influenced those
decisions. However, we cannot conclude very much from these data, because they
are entirely consistent with the notion that TMS triggered an idea or preference or
desire (not an intention) and that the person took this preliminary motivational
state into account when deciding to act one way or another. If participants were
experiencing their actions as intentional but were unable to not make the move-
ment they were preparing, then we would have a rather striking result that might
show a direct causal link between brain stimulation (of an intention) and intentional
action.

It is quite possible, in contrast, to create direct causal connections between brain
states and unintentional behavior. For example, Itzhak Fried and his colleagues
found that electrical stimulation in the anterior part of the human supplementary
motor area (SMA) reliably elicited laughter in one particular patient (Fried,Wilson,
MacDonald, and Behnke 1998). In an earlier study, Fried et al. (1991) found that
electrical stimulation of the SMA in epilepsy patients could elicit a whole range of
motor responses (e.g., flexing hip, elevating arm, continuous vowel vocalization), but
there were no indications that these responses were experienced as intentional
actions.

Perhaps the most frequently cited research challenging the folk assumption of
intentional agency is the study by Benjamin Libet and colleagues (1983). Partici-
pants flexed their fingers at a roughly self-chosen time and read (from a rotating
clock display) the time W at which they initially became aware of wanting to
perform the movement and, in a separate set of trials, the time M at which 
they actually moved. In addition to these subjective time estimates, the researchers
recorded EEG patterns, and in particular a so-called readiness potential (RP),
an “indicator of cerebral activity” (p. 636). The main finding was that the RP
markedly preceded the (estimated) time W at which participants became aware of
their wanting to perform the movement, which itself preceded the time M of actu-
ally moving. This finding is taken by many scholars as standing “in apparent 
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contradiction to the traditional Cartesian concept of free will” (Wohlschläger 2003,
p. 586).

Many scholars have written about this study—see, for example, the commentaries
on Libet’s 1985 article in Behavioral and Brain Sciences and the special issue
(volume 11, number 2) of Consciousness and Cognition. I will make only two points
here. The first point is that the folk concept of intentionality distinguishes clearly
between desires and intentions (Malle and Knobe 2001), and so must we when inter-
preting Libet’s data. Desires can be caused by all kinds of external or internal events,
most of them unconscious and out of the person’s control. Intentions, in contrast,
are the output of a reasoning process that takes desires and beliefs as inputs and
comes with a characteristic commitment to act. Mele (2003, in press, and in this
volume) argues cogently for interpreting the early RP as the emergence of an urge
or desire, not the brain correlate of an intention or decision. Note that the partici-
pants implemented a general action plan: to wait for a full revolution of the clock
(2.56s) and thereafter flex the finger anytime they felt like doing so. Thus, they had
to somehow decide when to flex the finger and presumably waited for any kind of
“notion” to do it very soon. It is quite plausible that the emergence of the RP coin-
cides with such a notion or desire. Whether the reported moment of awareness (W)
reflects the conscious registering of this desire or the commitment to act now (an
intention) is unclear. But nothing in the original data suggests that the RP indicates
the brain correlate of a decision, and Libet’s (1985) later “veto” studies directly con-
tradict the interpretation of RP as an intention (Mele 2003, pp. 182–189).3

The second point I want to make is that, despite its problems, Libet’s timing par-
adigm is ingenuous and eminently worth pursuing. Valid timing, however, depends
on valid instructions, and valid instructions must direct people’s attention to the
mental states they themselves distinguish within their folk theory of mind and
action. The time W at which one should feel an initial “urge” or “intention” or
“desire” to flex a finger seems like a rather muddled state to me, and we now know
enough about the folk conceptualization of mental states (especially those preced-
ing action) that we can sharpen such instructions. It would seem prudent, for
example, to invite the participant to make choices between pairs of items (e.g.,
objects, colors, or sounds) from a larger pool, with each trial presenting a different
pair (hence, a new decision situation). Upon seeing each pair of items, the partici-
pant estimates the moment (D) at which one item feels slightly more desirable than
the other (but there is still uncertainty) and then the moment (I) at which the person
is committed to actually picking one item. In some trials, moreover, the participant
should hold back the choice action (H) but sustain the intention, and then finally
make the choice.With the best brain imaging and chronometric techniques currently
available we should be able to examine physical correlates and timing of awareness
of these distinct mental states.
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Summary

Consistent with folk psychology, experiments in psychology and neuroscience show
that urges, desires, and other motivational states are often caused unconsciously—
by the brain, the physical environment, or an experimenter. There is no evidence,
however, that rules out conscious intentions as being formed on the basis of these
motivational states and causing intentional action. In fact, quite a bit of research on
action control assigns a critical role to intentions as functional states that organize
and call upon lower-level motor commands and to which feedback about action
effects is compared to asses the success of the action. What we are left with is the
deep question of what these intentions are made of (Pacherie, this volume). I have
no trouble thinking of intentions as real organismic states that have functional
attributes, characteristic patterns of emergence (i.e., contentful reasoning from
beliefs and desires), and characteristic patterns of consequences (i.e., motor com-
mands, afferent predictions, etc.). Somehow, of course, they have to be implemented
in the brain, but that is only slightly more puzzling than the fact that my solid desk
here is somehow implemented in terms of tiny physical particles. I cannot write on
these particles, they are not dirty or pretty, and I can’t own them or sell them. Sim-
ilarly, I can’t form a brain state, I can only form an intention, and no single brain
state will cause my action of ending this paragraph. Sure, this is all puzzling, but I
can’t endorse giving up the perfectly reasonable language and folk-conceptual
framework of mind and action just because its physical implementation is unclear.

Epilogue: If Mind Cannot Cause Matter . . .

Earlier I cited Haggard and Clark’s dictum that “conscious experience must be a
consequence of brain activity rather than a cause of it” (2002, p. 705). This quote
reflects a trend among other scholars who are perfectly comfortable with con-
sciousness or mental states as results of neurological events but not as causes of
such events. For example, Wegner (2005, p. 20) argues against the notion that “a
person (or some other inner agent such as ‘consciousness’ or ‘the will’) is a legiti-
mate cause of the person’s observed thought or behavior.” Instead, “the operation
of controlled mental processes is part of the mental mechanism that gives rise to a
sense of conscious will and the agent self in the person” (ibid.). But if an entity or
a process is suspect as a cause of X, should it not equally be suspect as a result of
X? What sort of causal interaction are we to imagine that logically guarantees a
causal one-way street? In fact, if we adopt some form of identity theory, according
to which consciousness, intentions, or mental states don’t exist separate from brain
states, then necessarily the mental states (qua brain states) can be causes and effects
of other brain states. If, alternatively, we adopt a model according to which mental
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states are conceptually distinct from brain states (e.g., are properties of brain states),
I can see no justification for admitting them as effects but not causes of brain states.
Once causal interaction exists at all, it should logically be possible in both 
directions.
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Notes

1. It would also be odd to say that the adjustments were performed “unintentionally,” just as it would
be odd to say that my dopamine reuptake inhibition was done unintentionally. We apply the terms unin-
tentional and intentional to behaviors that can in principle be intentional; those that cannot may be
labeled “nonintentional” or “involuntary.”

2. For discussions of the ambiguities in Wegner’s concept of experience of conscious will, see the chapter
by Bayne in this volume and Nahmias 2002.

3. A parallel case is the card task described by Bechara, Damasio, Tranel, and Damasio (1997), in which
participants take cards from two decks, one of which (the “bad” one) offers on average more punish-
ment than the other. The researchers found an affective-physiological marker of “warning” about the
bad deck that emerged before the participant become conscious of which deck is bad. Once more, this
finding is compatible with folk assumptions, as a feeling (or desire or fear or preference) can emerge out
of unconscious processes but then feeds into the active decision process (i.e., forming an intention to
take from the “good” deck).
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III LAW AND PUBLIC POLICY





12 Does Consciousness Cause Misbehavior?

William P. Banks

Neuroscience and psychology seem to tread closer each year (or day) to the scien-
tific understanding of volition, and along with it, to the understanding of the freedom
or constraint of the will, conscience, and moral resolve. The advances depend, as is
generally the case in science, on generating and testing theoretical models against
data. By their nature, scientific models are prediction machines. They do their work
by mechanistic application of their postulates. They do not contain or assume any-
thing like human awareness or consciousness. Assuming consciousness as part of a
model is contraindicated for many reasons, high among them being the need to
model consciousness itself for it to be a proper part of the model. Without explicit
details of operation, consciousness would be a black box inserted in the works, pre-
sumably to improve predictions. To put an unexplained center of conscious judg-
ment and decision making into a model is, simply, cheating. There are other reasons,
as well, why consciousness is not used as part of a scientific model (Banks, 1993, dis-
cusses some; see also, Banks, 1996, on qualia in scientific models of the brain).

The lack of consciousness in a model is not a fault. However, when science begin
to address such issues as moral judgment, consciousness is brought into the picture.
This is because only conscious acts are categorized as right or wrong, moral or
immoral. A person who executes some act solely unconsciously, without awareness,
is not making a moral choice and would not be judged as harshly as if it were a con-
scious act. In no other domain of science is there such a need. A model of how one’s
brain signals a finger to move can be developed without invoking consciousness.
When that finger makes the same motion to cause a rifle to shoot someone, we need
to know about the person’s conscious intent to consider questions about guilt or
innocence. A scientific model of action, if it is to cover moral action, thus seems to
need to have consciousness in its explanatory domain.

There are alternative ways to handle conscious intent. For example, it could be a
social fiction. Actions would be declared conscious or not on the basis of criteria
that are supported by the dominant folk model. This approach has its attractions
(see Banks, 1993, for my take on it). Prinz (this volume) would probably point out



that the need for actions to be conscious to be morally judged is a requirement of
society, not a fact of biology. However, my intention here is to cover conscious inten-
tion as a problem in neurobiology, as Searle, (2001) put it. If we can see how con-
sciousness is related to volition, then it might be possible to apply better analytic
power to the social constructions—which are just as “natural” as the neurophysio-
logical ones, only with a different history.

1 Mental Causation and Freedom of the Will

There are two related questions here: the question of volition (Do we have free
will?) and the question of conscious efficacy (Can an idea move a muscle?). Nor-
mally the question of the freedom of the will is seen as the only pertinent one for
legal and moral judgments, but freedom would be irrelevant if an idea could not
move a muscle—that is, if consciously made decisions could not affect action.

Consciousness is an unavoidable part of the picture. Free will seems pointless if
it is not conscious free will. We are not interested in unconscious freedom of the
will, if there is such a thing, or unconscious volition. Even if it could be decisively
shown that unconscious intentions exist, traditional thinking about responsibility
would not be much affected. From a legal or a moral standpoint, it is the conscious
intention that counts in assigning blame or praise, and it is the conscious intention
that the court or the moralizer tries to infer. Purportedly nonconscious factors are
at best ancillary. They could be mitigating factors, and they sometimes are in a court
of law, but they are the main basis for judgment only in cases of outright insanity
that overwhelms rationality and makes it impossible for the defendant to distinguish
right from wrong.

Unconscious mental causation seems to be in the domain of normal science (if
we can even call it “mental” if it is unconscious; see Searle 1997). All sorts of actions
can operate unconsciously—even skilled actions and higher cognitive functions such
as using memory, selecting the correct words as we speak, or intelligently scanning
a scene for an object. Explaining these actions and behaviors is a fairly straight-
forward theoretical endeavor in psychology—as long as we do not mention 
consciousness along the way. Hypotheses are generated and tested against 
neurophysiological and behavioral data, experiments are run, measurements are
made, predictions are tested, and so on. The proposed mechanism operates accord-
ing to its constitutive laws and structure, and there is no need to mention con-
sciousness. Indeed, it is difficult to see how to add it as a causative component to
these models. The same sort of theorizing has been applied to processes that have
an indisputable conscious aspect. In very few cases is there any mention of con-
sciousness, and never (as far as I know) is there a causal role for it. The question
may be asked whether these models of conscious processes can have something
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about consciousness in them. One reply is that it would have to be shown that the
physiological events being modeled operate as they do by virtue of being conscious,
in addition to whatever other properties they may have. To add consciousness to a
model, it would have to be shown that consciousness somehow does something in
the model. This is rather difficult to prove, much less model, but its denial leaves
consciousness as epiphenomenal in the domains being modeled.

Even if theorists believe (as I do) that conscious states are completely material,
there is an utter lack of theoretical principles that relate them to material processes.
Again we ask: How can an idea move a muscle? Ideas have no mass and no solid
parts that could connect to a neuron or a muscle fiber.The notion that an idea could
move a muscle is an absurdity, yet we are certain that we can go from a conscious
idea to an action at any moment, just by lifting a finger. It seems a solid fact, but
how do we do it? How does a thought lead to an action?

2 The Results of Libet et al. (1983)

The questions of conscious volition and conscious efficacy were forced upon the sci-
entific and philosophical community by the groundbreaking experiment of Libet et
al. (1983). They have become unavoidable scientific issues. Libet et al. found that
the conscious decision to make a simple motion comes at least 350 milliseconds after
the brain activity known to lead up to the motion has begun. The measure of this
brain activity is termed the readiness potential (RP). Other experiments have found
an even longer nonconscious period before the subjectively reported time of deci-
sion. The clear implication of this finding is that the conscious decision was not the
cause of the action; rather, the action was initiated by unconscious processes, and
some time later it was claimed as a conscious decision. This may be a single case,
but if there is even one unambiguous case where an act was unconsciously initiated
before a conscious decision to act in that way was reported, our concepts of con-
scious control of our behavior must be rethought.

The idea that consciousness is not quite the master of the ship has a long history
in philosophy, psychology, and literature, but this is the first (and so far the only)
direct neurophysiological evidence for it. Most people take the philosophical argu-
ments and psychological evidence with interest but ultimately cum grano salis.
However, electrical brain recordings are science and therefore definitive support for
the position. Thus, the findings of Libet et al. have had and will continue to have an
impact disproportionate to their scope.

These findings have been challenged on many fronts. Banks and Pockett (in press)
have attempted an exhaustive review of the challenges. In brief, the results have
been replicated in several labs, and possible errors or physiological delays in report-
ing cannot account for the results. In fact, many of the possible systematic errors or
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artifacts would work to reduce the measured effect, not create it as some sort of
artifact.

Some of the criticisms focus on the meaning of clock times ascribed to conscious
events. These we found significant in that they illustrate the importance of pre-
scientific (folk-model) assumptions about what mental events are and how they
relate to clock time. Some interpretations of the findings seem to treat ideas as
things (with extension in time rather than space) and mental events as interactions
of the ideas in real time that corresponds to clock time. By this intuitive model,
thoughts and conscious decisions would be locked to physical time. Dennett and
Kinsbourne (1992), Haggard and Clark (1999), Durgin and Sternberg (2002),
Christie and Barresi (2002), Nijhawan (1994), and Watanabe et al. (2002) have
reported a number of different findings that show that apparent sequencing and 
relative timing of events can differ from their order as presented. However, even 
if there is time-shifting in the perceptual ordering of events, it is not large enough
to change the fact that the onset of the preparatory brain activity is recorded 
well before the participants indicate that they decided to act.

Mele’s interpretation of Libet’s findings (in this volume and in a work still in
press) is that the moment of onset of the RP coincides with an unconscious urge to
move, and the decision to act comes later. The urge is nonconscious but also non-
specific. The actual decision to move occurs at exactly the point indicated by par-
ticipants and is the cause of the specific action. Thus, by this account, conscious
efficacy is not challenged, and the sense of willing the action is not simply a tardy
acknowledgment of a process already begun unconsciously. The action itself issues
from a conscious command.

Whereas this argument is speculative (and how can an urge be nonconscious?),
a similar proposal by Trevena and Miller (2002) is testable. They had their partici-
pants choose unsystematically to move either the left or the right hand on each trial
and report when they had made that decision. In their study this report came very
shortly after the onset of the lateralized RP (the LRP) for moving the chosen hand.
The argument is that the two-hand choice measures the time of the conscious deci-
sion, and this decision comes very close to the time of the motion, supporting the
hypothesis of conscious control of action.

This result is not decisive, because in Trevena and Miller’s data the mean LRP
still started before the decision. Before this study, Haggard and Eimer (1999) used
a different technique to determine whether the RP or the LRP was the better cor-
relate with the reported decision to move. They found that the LRP was the better
predictor. They also found the LRP to precede the reported instant of decision by
454 ms—a larger nonconscious interval than found by Trevena and Miller, and 
long enough to be beyond the range of the potential artifacts discussed by Banks
and Pockett. The results indicate that the LRP is a better choice than the RP as a
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measure of the unconscious precursor of the action, but it is still unconscious. If
Mele’s argument were to be modified to assert that the LRP marks only a more 
specific unconscious “urge,” we would be headed to a battle over labels rather than
substance. However, Pacherie’s three-level analysis of volition (this volume) could
provide a principled basis for moving this argument from semantics to substance.

The familiar account of the Libet paradigm is that the RP is part of a process that
culminates in the prescribed motion, with a conscious decision reported along the
way. This account assumes that the process that generates the RP (or LRP) is both
necessary and sufficient to generate the response, and the conscious decision is
neither. These claims of necessity and sufficiency have not been tested in any of the
research on the finding of Libet et al. The standard account fails if these assump-
tions are not supportable.

A test of the necessity of the RP would determine whether any motions followed
conscious decisions without a preceding RP. Because the RP can be imaged only in
averages over many trials, there could be a subset of trials mixed in with the major-
ity that do not have an RP before the decision to act. More precise measuring that
allowed imaging of single trials could decide this issue. There may also be statisti-
cal techniques that could test whether blocks of trials contain some cases with no
RP before the reported decision. Without a test of the association of the RP with
the response the RP cannot be accepted (or rejected) as necessary for the action.
The claim that the conscious decision does the real work (sometimes following a
noncausal RP) cannot be rejected.

Sufficiency of the RP-generating process is the other crucial gap. The most
common story here is that the unconscious process as measured by the RP is suffi-
cient in and of itself to initiate the action—and the conscious decision is an inef-
fective latecomer, along for the ride. For this to be verified, we need an absence of
cases in which RP potentials are found but do not eventuate in the response. It is
possible that robust RPs crop up frequently during the critical interval, but only
when the conscious decision is reported is there a response. In this case the uncon-
scious process would clearly not be a sufficient cause of the action. We do not detect
the ineffective RPs because recording RPs requires back-averaging from the
response. The RPs that do not eventuate in a response would therefore not be dis-
covered. That is not a reason to conclude that they do not exist.

One test of sufficiency is possible if the LRP is indeed the critical readiness poten-
tial. An LRP is detected by the difference between left-hemisphere and right-
hemisphere motor cortex EEGs. Back-averaging from times at which the EEG 
difference passes a threshold voltage would determine whether there are LRPs with
no response. If this procedure finds LRPs or RP-LRP sequences that do not even-
tuate in an action, the RP is shown not to be sufficient for the action. This finding,
coupled with a finding that the RP was necessary for the action to take place, would
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imply that the RP plus something else is needed. That something else could be the
conscious decision to act, or it could be another process, as yet unknown.

Another source of evidence on sufficiency of the RP is the fact that participants
sometimes reported their decision after the response had already been made.
Perhaps more tellingly, they were sometimes surprised by a response they did not
consciously decide to make. Either of these observations support the conclusion that
the process generating the RP was causally sufficient to cause the action, but they
are essentially anecdotal. Systematic research to determine the frequency of these
reports and the conditions that lead to them is needed. It is possible that with more
attentive participants, every response would follow a decision to act.

It is surprising that, with so much interest in the findings of Libet et al. in both
scientific and philosophic quarters, the lack of evidence on the necessity and suffi-
ciency of unconscious activity measured by the RP has not been seen as an issue.
In the absence of the needed research, I will go along with the crowd and act as
though the RP were necessary and sufficient for the action. If the tests show either
assumption to be false, the conclusions customarily based on the results of Libet et
al. would be wrong. However, the most likely outcome, eventually, is a broadening
of our understanding of the full range of neural processes responsible for the actions
and phenomenology in the paradigm. These concerns about sufficiency and neces-
sity would be superseded by more basic questions.

3 Volition, Free Will, and Responsibility

It is not possible to discuss free will without first deciding how we define it. The
philosophical positions on freedom of the will fall into two broad classifications:
incompatibilism and compatibilism. Incompatibilism is the consequence of assum-
ing a definition of freedom of the will that is inconsistent with causal determinism.
By this definition, free action is entirely original with the actor. No historical, bio-
logical, or cultural factors, and no pressures in the current environment determine
the action. These factors may set up the playing field for the decision (the “decision
space”), but the decision itself is independently, freely, and exclusively willed by the
actor. In the parlance of responsibility and blame, if I do something bad, the buck
stops with me—the decision cannot be predicted from or blamed on any previous
conditions on the planet. For many, this is the only true definition of free will.

This definition creates a basic contradiction. A free action, being causally free of
the physical world, would be an exception to determinism and would not be rec-
oncilable with the concept of a causally self-contained universe. If everything is
determined by antecedent events, including my actions and thoughts, there is no
room for this kind of free will. One version of incompatibilism solves the contra-
diction by denying free will altogether; this position is sometimes discussed as a con-
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sequence of hard determinism. The sense that we have free will is itself causally
determined, perhaps by genetics or brain structure, and is simply not a correct intu-
ition. Simply put, free will is an illusion.

The other version of incompatibilism, termed libertarianism, attempts to save the
same concept of free will within a deterministic world. If all events, including our
actions, can in principle be predicted adequately from an earlier physical state of
affairs, there does not seem to be room for an influence of freedom as defined. One
resolution is to assume that willing obeys its own set of principles and is not part of
the physical order. Libertarian free will would by this account depend upon a
“mental” substance that is undetermined and separate from physical nature. The
modern version of this resolution is attributed to Descartes, who formulated what
is termed substance dualism. Matter, in the causally closed and complete physical
world is one substance; spirit or mind is the other. This does create a resolution,
though superficially and at the considerable cost of many intractable problems.
Dualism cannot be accepted as a scientific hypothesis because by definition it does
not allow causal explanations.

An approach to saving the libertarian position without dualism is to deny that
the physical world is deterministic. Quantum theory, which is nondeterministic 
and does not require any supernatural substance, has some vigorous advocates
(Hameroff 1998; Hameroff and Penrose 1995; Kane 1996; Penrose 1989; Penrose et
al. 2000). There are strong arguments against this approach (Grush and Churchland
1996; Spier and Thomas 1998; Stenger 1995). My own view is that the quantum
approach is a version of what Strawson (1962) termed “the obscure and panicky
metaphysics of libertarianism,” although here it is dressed in the language of 
physicalism.

If quantum theory is invoked to allow freedom in a deterministic world, it does
so by allowing unpredictability of actions. There is a logical error behind the equa-
tion of unpredictability with freedom. The implicit argument is that, because free
actions are unpredictable, any factor that causes unpredictability enables libertar-
ian free will. This is the error of the undistributed middle.

However, even if we accept the hypothesis that quantum events are the source
of ultimate freedom, we have a hollow solution. If our actions depend on unpre-
dictable events at a subatomic level, these actions come from a source not available
to consciousness, and the criterion that free actions be conscious is not maintained.
Furthermore, ultimate personal agency in any meaningful sense is missing if the
action does not come from the felt, willed, personally owned act. Action might as
well emerge from some murky web of causes as from the lurch of an electron.

The attempts to use quantum theory to save libertarian freedom are myopic.They
focus on the narrow issues around predictability and determinism without effec-
tively confronting the larger issues that make free will important in the first place.
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Despite heroic efforts of persuasion from the quantum-theoretic camp, we are
simply not made more free by the introduction of a bit of pure randomness. A
random process in decisions or actions would just be a nuisance. Further, the theory
that free will hinges on a random, nonconscious process does not support the con-
nection between freedom and responsibility that is often given as a reason for cling-
ing to a libertarian concept of free will.

A functional argument for quantum theory is that a bit of unpredictability is
useful in tricking predators or prey. If that were so, this functionality would not be
confined to humans. Any species that faces such an environment would be likely to
develop free will if unpredictability is adaptive. It may seem odd to suggest that
dogs, cats, and cows have free will, but it is not a philosophical argument against
quantum-theoretic freedom. However, it is an argument that quantum-theoretic
freedom does not itself confer ownership of actions and all the aspects of respon-
sible action, unless I have sorely underestimated the moral dimension of dogs, cats,
and cows, not to mention fish.

There are still more arguments for libertarian free will, but these are reverse argu-
ments—they have the form that libertarian free will must exist for other reasons.
One of these reasons is the fear that the underpinnings of morality would be lost if
we abandoned a belief in libertarian free will. I consider this a dictatorial argument.
That is, it is argued that we must, for the good of society, enforce a doctrine that
cannot be supported through science or reason. It would be better to find other
reasons to support morality, if this support is even needed. All the materialists and
non-libertarians I know continue to act like good citizens.

Another argument of the reverse type comes from what Clark (1999) calls “fear
of mechanism.” This has several forms, but it amounts to a fear that our very souls
will be dethroned by scientific explanation. On one account it would be that our
thoughts are “nothing but” neural events. The “nothing but” trope adds nothing to
a scientific explanation. It is “nothing but” rhetoric and it is surprising that anyone
finds this tacked-on statement to be the least bit substantive.

The other fear may be of metaphysical reduction. Aside from the “nothing but”
(we are “nothing but” a bunch of atoms, etc.) issue, it is a fear that the causes of our
actions go right through us, and the explanations go right through in the other direc-
tion. Responsibility does not reside in the person but the causes of behavior. This
fear derives from the widespread assumption that volition, behavior, character, and
even subjective experience can be reduced to structural, neural, and biochemical
events, which are in turn reduced to genetics and determining experiences. Genet-
ics is then reduced to chemistry, which is reduced to physics, to particle physics, and
ultimately to the Grand Unifying Theory. The assumption is that the science of it
has not all been worked out yet (the degree to which it has not been worked out is
greatly underestimated), but the project will be completed eventually because the
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existing world is completely reducible to previous states and science is the way to
find the mechanisms. This presumed reduction is a fiction, but it seems to be part of
the folk theory of science—and for some a mistaken reason to reject science. (See
Van Fraassen 1980 for an interesting argument; see also Fodor 2000.) This fiction is
not restricted to the non-academic public. E. O. Wilson’s Consilience (1998) is a tes-
tament of belief in it.

Yet another reverse argument comes from a recognition that the metaphysical
dualism required by our intuitive models of volition (Bloom 2004; Clarke and Cohen
2004) is inconsistent with determinism and must be saved. Common sense would be
all wrong if there was no free will. More likely, for most people it is not even a
matter for discussion. There is no fear of mechanism, only discomfort at the idea,
quickly rejected, that mind and matter are not different substances with different
rules, and with consciousness and freedom in the one substance and scientific deter-
minism in the other.

Clarke and Cohen (2004) find another reverse argument. This is that punishment
solely for the sake of retribution depends on the assumption of libertarian freedom.
In other words, to justify the sense that retribution is right and fair, it is thought that
we need to possess transcendental freedom. I personally have never understood this
or any other justification of retributive punishment (other than as an expression of
anger), but to some it is a powerful one. It does help me understand why members
of some avowedly dualistic religions are both “pro-life” and in favor of capital pun-
ishment. In both cases they see a soul that is either to be rescued or to deserve the
harshest retribution. Why a theory of freedom justifies any particular form of pun-
ishment remains, however, an open question.

These arguments will probably not suffice to persuade anyone in disagreement
with my opinion that libertarian freedom is not part of an analysis of action. There
continue to be philosophical arguments for libertarianism and continuing, valiant
attempts to save it. (See the chapter by Ross in this volume.) In my view the only
meaningful form of libertarian freedom is along the lines of Kant’s noumenal self.
In such a formulation, ideas are related by reasoning, not physical or neurobiolog-
ical causes, and freedom of the will is in a world of reason isolated from physical
determinism. Agency derived from this source would express the person’s inner,
autonomous self and be uncaused by any worldly factors. This, of course, requires a
dualistic metaphysics (Kantian, not Cartesian, in this case) and is unacceptable. Still,
it is miles ahead of anything derived from quantum indeterminacy.

Finally, I need to recognize another dictatorial argument, this one against liber-
tarian free will. The argument is that because the world is a closed, deterministic
physical system, there is no room for libertarian free will. Therefore, we must find
positions on volition that do not involve free will. There may even be some anxiety
associated with the idea that the world is not deterministic—and hence 
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unpredictable, open to the possibility of the supernatural, and in violation of a faith
we live by. Yes, determinism qualifies as a matter of faith. It is not itself a testable
scientific hypothesis. Macroscopic determinism falls apart at the quantum level, but
there are still (probabilistic) laws in quantum theory, and the indeterminacy aver-
ages out, so to speak, when we consider most of the interesting objects of study—
brains, neurons, hormones, etc. We need this faith to do our work, but it is
nonetheless a faith and the source of a dictatorial position regarding volition.

The alternative to libertarian free will is termed compatibilism. It is not a single
theory, but rather the concept that volition, along with other mental faculties, is part
of the physical causal order and is in principle predictable from antecedent states.
The critical difference is the definition of free will. Compatibilist freedom is a lack
of restraints on our willed actions, even if the willing itself is determined by
antecedent states. Volition is part of the natural order, even though most of our
actions feel free.

We may rightly ask, then, why we feel free when our actions are determined by
past events. One reason is that we have no access to most of the predetermining
factors. Our genetic makeup and the structure of our brains are opaque to intro-
spection.As for cultural and historical determinants, we are probably aware of some
and not of others, and we can at best theorize about their effects on us. If our culture,
language, political system, and so forth are taken as the “way things are” then we
typically do not feel constrained by them, even though they powerfully influence
our mental lives and determine much of what we do.

The compatibilist has a good response to a recurring argument for libertarian free
will. This is that the sense we have of free will is perception of a truth. (See, for
example, Libet 1999.) This argument reminds me of Descartes’ “clear and distinct”
criterion. It is not a very good argument. It assumes the infallibility of intuition.

The compatibilist has a better reason for the feeling of freedom: the causes of
behavior have become encoded in the structure of our personal self, and thus in our
goals, plans, desires, temperament, morals, and all aspects of our character.When we
act in a manner consistent with our self we are acting freely because we are acting
self-consistently. We are doing what we want to do, never mind that the wanting
itself is causally determined. This sounds something like a Kantian self, without the
transcendental freedom.

Of course there are times when we feel unfree because of inner conflicts or inhi-
bitions. There is no guarantee that a consistent, entirely coherent and unified per-
sonality will emerge from the many different and conflicting influences and genetic
dispositions that formed us. This is the area in which counseling, psychotherapy, and
self-forming actions come into play. Self-forming actions are associated with liber-
tarian views (Kane 1996, 2002), but they should belong to compatibilism as well.
Among the various influences in a conflicted but self-reflective mind, some will aim
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toward resolution and a healthy and creative self. One’s resilience is itself a product
of determining external factors, but they are complex and largely unavailable to
introspection or an outside observer. Questions of how we face internal conflict,
what mental or personal effort is and how it works, and what mental pain is are all
psychological questions and do not require a libertarian theory of freedom.

Two novels, Brave New World and Walden II, come to mind here. If our sense of
freedom comes from being what we are, why not stage-manage the events that
determine what we are so there are no conflicts? In Brave New World we have an
object lesson in how technology can create a dystopia—or so it seems to us, not
having been raised properly. Walden II is supposedly a utopia, where people feel
the most free, but it is often seen as a dystopia—again, by people not raised prop-
erly. The irony is that our perspective on these societies is a result of our relatively
unmanaged personal histories, which led to our metaphysical assumptions and to
our conflicts, neuroses, futile hopes, and unattainable goals.As a compatibilist, I must
say: this is the way it is. Live with it. It is exactly this situation that the libertarian
finds unacceptable.

When we speak of the self as a product of antecedent events, there are two dif-
ferent matters to consider. One is our introspective feeling of freedom, discussed
above. The other is the nature of the causal relations. How much can we explain?
The idea that behavior and mental events can be completely reduced to neural or
environmental events is a fantasy, or for some a groundless fear. The successful sci-
entific explanations in this area are limited to specific abilities and functions and
rarely have the form of a reduction to, say, a neural or biochemical level. Many sci-
entific findings in psychology are correlational and incomplete, rather than causal
and rigorous. For example, it has been known for some time that dopamine antag-
onists are effective in reducing delusions and hallucinations for some schizophren-
ics. There is no model here, only a finding and a number of theories. Clearly this is
an illustration that there are effects that cross from the one level to the other, but
it is not a reduction. The successes in psychological modeling and computer simu-
lation are entirely at a functional level. There is no reduction whatsoever.

A misplaced confidence in ontological reduction may be an impediment to under-
standing compatibilism. If it is assumed that there is a reductive hierarchy in nature,
then compatibilism seems to put psychological properties at an artificial stopping
place. Why not go to the neural level or lower? The simple reason is that it’s like
saying chemistry is an artificial stopping place on the way to physics. It is clear that
chemistry is not going to be reduced wholesale to physics, and if it were chemists
would continue to do their work at the chemical level. Reduction of psychology to
neuroscience (or environment, nature and nurture, etc.) is just as unlikely.

If large-scale reduction is out of the picture, there is still the possibility that some
antecedent states (and linking theoretical concepts) predict some psychological
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states. Is volitional origination in the person threatened by these smaller-scale causal
links? I argue that even in these cases we can stop with the person. Here is an
analogy that may illustrate my position concretely. Suppose we are preparing to cut
down a tree. We know that the tree grew from a seed and has many properties that
are predictable from its DNA, the nature of cellulose, the microstructure of wood,
the soil and water conditions, the amount of sunlight it received, as well as the
physics of water, the evolution of the vegetable kingdom, the evolutionary history
of chlorophyll and leaves, evolution of size, and the cosmological history of the
Earth. We do not care about any of that. We are interested only in whether the saw
is sharp enough, how much the tree weighs, where it will fall, and so on. In other
words, we deal with the product of the putative causal chain. The product is what is
real; the causal chain is an elaborate and mostly unverified construction.

By the same token we act on the basis of the “product”—who we are—and deal
with others in the same way. Consider the response often made when a person is
asked to do something that violates his or her principles. Responses such as “I’m
not that sort of person” and “I could never do a thing like that” are revealing. These
locutions relate the proposed action to the properties of one’s self. The proposed
actions may in fact be neither illegal nor immoral. They are simply a part of the way
we are constituted. Just as in the case of the tree, we don’t refer to a causal history;
we deal with what is before us, with what we are. I don’t know why I could “never
do a thing like that.” I just won’t do it—it’s not me.

Greene and Cohen (2004) propose that the person acts as a kind of “bottleneck”
between antecedent events and actions. This is essentially the proposal above, and
is in the spirit of Strawson’s influential 1962 essay on freedom and responsibility.
The great range of determining causes become encoded in the person (the self).
These causes do not directly determine behavior but act indirectly through reason-
ing, memory, desire, etc. Action can come from causal properties that stop with the
self. The “bottleneck” is not a passive channel, but a location of emergent proper-
ties. Searle (1992) gives a good illustration of emergence. If we make a wheel out
of plastic, some properties of the wheel—density, tensile strength, etc.—are derived
from the properties of the plastic, but the fact that it rolls when put on a hill cannot
be so predicted. Rolling is a consequence of the shape, not the material.

A promise at the beginning of this chapter was to propose an approach to 
consciously initiated actions that did not stumble on dualist assumptions. Here is a
neurological story: Brain processes that are not conscious may initiate a chain of
events that leads to an action. The local history of these processes might include a
need or demand from the limbic system, and the response of prefrontal and cingu-
late areas to the subsequent input from limbic connections. This activity, in turn,
would result in plans that require access to memories, norms of propriety probably
encoded in prefrontal cortex, action sequences encoded in SMA (supplementary
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motor areas) and pre-motor cortex, and other areas. (For an outline of some 
critical areas, see figure 1.2 in chapter 1 of the present volume.) Motor commands
would involve primary motor cortex and various feedforward and feedback control
mechanisms.

Where is consciousness, the sense of control, and ownership of action in this fan-
ciful story? First, the actions feel free and owned by us because they are generated
by us, and in their formation rely on information that is also part of our sense of
self. Whether or not the actions are explainable from a lower level, the “shape” of
the self, like the wheel, is not. Volition becomes personal when derived from the
formed character of the self.

There are some specific mechanisms that contribute greatly to the sense of own-
ership.The completed feedback loops and verified efference copies confer a visceral
sense of ownership. (See the chapters by Pockett and Jeannerod in the present
volume.) They link actions to the self-generated plans and thus unite the actions
with the sense of self. This is a neural system that confers ownership by verifying
personal origination of the action. Gray (1995 and in press) has organized the psy-
chological and neurophysiological evidence into a theory of how conscious contents
about volition are the products of such processes. Verified feedback and feed-
forward is also a source of ownership of action. The disconnect between action and
control mechanisms in schizophrenia seems responsible for feelings that one’s
actions are under the control of others, that thoughts are “inserted” by others, and
that hallucinatory “voices” are not recognized as one’s own productions. (See, for
example, Spence and Frith 1999; also see Jeannerod in this volume.)

So, do ideas move muscles? I put this question in such a crude form for a reason.
It is so crude as to be a joke, a sarcastic expression of the stark failure of attempts
to see into the shadow between the idea and the act. The best answer I know is that
formulated by Pacherie in this volume. Conscious ideas belong to an elaborate struc-
ture that supports volition.The ideas that form our awareness of action do not them-
selves move muscles. They “move” not muscles but other ideas that are unconscious
and eventually engage action systems, entirely impenetrable to introspection. We
have no idea how we move muscles because of this impenetrability. We are aware
of the general aspects of the action and the goal, but have neither the need nor the
ability to see further into the process. Action in this formulation has just the sort of
transparency that perception has. The muscles just move when we want them to,
with the same immediacy with which perceptual objects appear, even though they
require enormous amounts of unconscious processing.

The unconscious neural events do more than carry through the execution in a
straight line from the “idea.” They operate with feedforward and feedback mecha-
nisms to track the motion. These mechanisms may result in conscious attention to
the action, especially when difficulties are encountered.The monitoring mechanisms
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also seem to be partly responsible for ownership of an action—the stamp that makes
it “mine.” Essential aspects of feedback may not simply manage deliberate action
(as in Jeannerod’s and Pockett’s contributions to this volume) but go beyond the
immediate corrections of action and draw on constraints encoded in the brain struc-
tures that support the self.Actions would then be evaluated for the harm they might
do or evaluated against norms of ethical behavior. Personal ownership would seem
a natural outcome of such a process.

4 Perception of Volition

Wegner (2002; see also Wegner and Wheatley 1999) and many others have con-
cluded that our sense of agency and free will is an illusion. Their evidence comes
from experiments in which cues to volition were absent or cleverly manipulated.
Ferguson and Bargh (2004), Festinger (1957), Ross and Nisbett (1991), and Nisbett
and Wilson (1979) are among those who have reported illusions of volition, inten-
tion, or responsibility for action. In all these cases the participant reports on his or
her reason for making a certain action or choice. The results show that people take
responsibility for things they had no control over, they miss cases where they were
responsible for an event, and they freely confabulate reasons, intentions, goals, and
preferences when asked their reasons for actions. These self-reports are a variety of
introspection. They are judgments of one’s internal states on the basis of internal
and external cues, memory, and expectations. These introspections are best treated
as fallible interpretations of available evidence. These interpretations are normally
useful in helping us function. A clever experientalist can, however, cause them to
be quite wrong.

As Ross notes in this volume, one argument for free will is the introspective evi-
dence that we have free will. Ross argues that the best way of evaluating these claims
is through research on introspection. The nature of introspection is also vital to
understanding reports of casual efficacy. I do not think this is correct. First, it is not
plausible to consider introspection to be a direct window on the working of the
mind. The concept of “privileged access” in this sense is not credible; it is much like
an introspective version of naïve realism. There is sufficient research on seemingly
direct introspective reports to show that basic feelings like pain and emotions 
are interpretations. Chapman and Nakamura (1999) and Gustafson (1995) review
research showing that the “raw feel” of pain so often given by philosophers as an
example of pure sensation is not so raw after all, but an interpretation of sensory
and situational evidence.

My conjecture is that introspection amounts to a problem-solving process, much
like active perception of the physical world. It never occurs to us that our percep-
tions are anything but direct registration of objects in the world. Perception is quick,
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and we don’t see it at work. But even when perception is not so quick we are not
aware of the complex mechanisms that support it. Likewise, we sometimes feel
simply angry, and as far as we are concerned that is a brute, elemental fact. It is
quick and seemingly authoritative. Further introspection rarely changes the feeling,
even though the anger has demonstrable situational influences (reviewed in
Mandler 1984).

Because hypotheses need to be generated in order to be tested, introspection 
can be very theory-laden and subject to all sorts of cultural and scientific 
biases (Clark 1999). If I believe in spirit possession I may be sincere in my intro-
spective conclusion that my aberrant and disturbing behavior was caused by a
wicked spirit that slipped into my mind and took over (Yi 2000). If I think a felt
stimulus is an indicator of something that may harm me, I will honestly feel it as
painful even though the same stimulus causes no pain if it is thought to be harm-
less (Chapman and Nakamura 1999). If I have a deep belief in free will, I am likely
to find evidence for it introspectively, not because I am distorting the evidence but
because that is my best hypothesis to explain certain introspections. A compatibilist
would probably remark on how free she feels when she acts in accord with her 
predispositions.

By the argument I make here, the experiments like Wegner’s that are taken to
demonstrate “the illusion of conscious will” are better described as situations that
create illusions of volition. It could be put this way: imagine a volition “detector”
that continually gathers evidence about our intentions, our actions, and the feed-
back information that confirms our ownership.This is an extremely important aspect
of normal behavior in social life. Clever experimentalists create illusions of volition
much like visual illusions, and for the same reason. In volition we (Westerners) carry
the hypothesis that we are agents; with absent or distorted evidence we have no
other hypothesis for our actions and come up with the “illusory” accounts of our
willing. This no more supports the claim that conscious will is an illusion than visual
illusions support the claim that visual perception is illusory.

However, the research on illusions of volition are valuable for other reasons than
exposing our folly. It is a maxim that one of the best windows into the operation 
of a mechanism is its behavior when it fails, and this is the proper use of these data.
Our sense of willing is an interpretation, normally useful, but sometimes mistaken,
like any perception. Paradigms like Wegner’s should be considered as tools to
understanding how volition works rather than demonstrations that conscious will is
illusory.

These considerations are relevant to our everyday concepts of volition, which in
turn affect our moral and legal judgments. They do not seem to be part of folk
wisdom. What effect would these ideas have if they were generally accepted to be
true?
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5 Folk Models of Volition and the Law

Malle (2004) has undertaken a comprehensive and much-needed empirical analy-
sis of folk models of volition. The schema he has worked out elegantly summarizes
the model as having the folk-defined concepts of belief and desire leading to inten-
tion. Intention plus ability and awareness lead to intentionality, which is here the
mental state that leads to taking an action in relation to an object.

Malle concludes that free will does not appear to be part of the folk model. I dis-
agree. He may have come to this conclusion because his participants were not inter-
rogated about the specific issues that define free will.The model could perfectly well
have carried the assumption that choices are made freely, and that freedom is nec-
essary for choices to be morally judged. I would argue that people generally have
a concept of freedom that is essentially libertarian. Greene and Cohen (2004) make
the case that legal principles depend on a libertarian theory of freedom to establish
guilt and justify retributive punishment. Gunther (2003) also makes a case on the
basis of German law that libertarian assumptions are among the principles behind
legal reasoning.

Malle (this volume) has more recently contributed a refined analysis of how free
will is handled in the folk model of volition. He does not find evidence for a concept
of “will” or “free will” to put in the model. He argues that the notion of freedom
violates the folk-theoretic concept of intentionality, in which the action results from
an intention. The intention is in turn caused by a set of reasons, conditions, mental
states, personal traits, and so on. If folk models were internally consistent, this would
be a strong argument against having both free will and causes of intentions in the
model, but I do not think consistency is a strong suit of folk models. Further, I think
there are several facts to deal with if freedom is not considered part of the model.
For example, Gunther (2003) shows that freedom is implicitly assumed in jurispru-
dence, which generally reflects folk-model “common sense.” Consider also the argu-
ment in the everyday moral sphere that the man is guilty because “he could have
done something other than what he did.” This seems to reflect a belief in a kind of
absolute freedom of action. In fact, this is one argument used to support libertar-
ian freedom (Kane 1996), but perhaps it could be interpreted differently in folk intu-
itions. My own opinion is that the reason we feel free in our actions is precisely that
we are not aware of most of the causes of our behavior, and that for this reason it
is possible for us to think of acts—ours and others’—as freely willed.

The law, just as folk theory (see Gunther 2003 for a discussion of the contradic-
tory ideas that are incorporated in culture, and of course folk theories), can contain
separate principles that are philosophically inconsistent. Thus there is a mixture of
libertarian and compatibilist thinking in judging guilt and punishment. The idea of
prison as a “correctional” institution is compatibilist notion. The next step from the
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compatibilist perspective would be to replace punishment with rehabilitation pro-
grams, even psychotherapy. There are several examples of this approach. In some
states drug offenders are required to complete treatment programs as a condition
of probation. Sexual offenders and spousal abusers are in some jurisdictions put into
treatment programs, often while they are serving jail time. The ultimate compati-
bilist (and hard determinist) position would replace punishment altogether with
some form of treatment. The only function of incarceration would be to protect the
public from the offenders until they can be released as productive members of
society.

The libertarian position is linked to retributive punishment. This is punishment
that is not aimed to reform but to deliver “just deserts” to bad people. The liber-
tarian judgment of compatibilist programs is that these programs are dangerously
“soft on crime.” Punishment has side benefits of protecting society and creating a
reward structure that discourages criminal activity, but these are not the main
reasons. The distinction between the two versions of freedom comes to a crux with
capital punishment. To the compatibilist it makes no sense at all. The only purpose
can be to assure permanent protection from the offender, and that can be accom-
plished more cheaply and with less fuss by sentences of life without possibility of
parole. To the libertarian death is the only right and fitting punishment for certain
crimes.

Greene and Cohen conclude that neuroscience research challenging freedom of
the will would have little immediate influence on legal decision making. The signif-
icant effect, they conclude, will be on the underlying folk theory that yields the 
intuitions that drive legal decision making. The law reflects what is commonly 
understood to be the case, and common knowledge (folk theories) about everything
from physics to religion is involved. The effects of scientific knowledge are slow and
uncertain, but over time they can create a sea change in the common understand-
ing of volition, responsibility, even metaphysics, and thus the law. These are the sort
of changes that caused people to stop prosecuting women for witchcraft, to cease
believing that some individuals are capable of putting the “evil eye” on others, and
so on. These are seen as superstitions now, but at the time they had enough credi-
bility to lead to torture and execution. Will the concept of libertarian free will be
categorized as a superstition in a generation or two? If so, what will the consequence
be?

It is possible that jurisprudence would be little changed if belief in libertarian
freedom were abandoned. Freedom of action is only one of the components of judg-
ments of guilt. In a court of law it is likely to be in the background. Being forced to
commit a crime is, however, a constraint on freedom that could reduce one’s cul-
pability. Outside of such special circumstances we are all free or unfree in the same
sense. We do not normally take a measure of a person based on whether he or she
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possesses free will, as we would on intelligence, creativity, or athletic ability, in which
there are known individual differences. Individual differences that are more rele-
vant are rationality and intent. The rationality criterion leads to questions such as
“Did the person understand the consequences of the action?” and “Was the person
able to see that is was wrong?” Greene and Cohen (2004) emphasize rationality.
Intent is equally important. The example from Aristotle could not be clearer. If I
shoot an arrow, miss my target, and kill another person I did not see, this is an acci-
dent. I would feel terrible about it, but I would not be convicted of murder. Now I
shoot my arrow carelessly, with no intent to hit any specific person, but in a direc-
tion that I know exposes people to danger. I did not intend to hit anyone, but I
lacked the intent to avoid harm (or the reasoning ability to see the consequences).
There is some culpability there, and likely legal consequences. Finally, I aim at a
man with the intent to kill him, and I do. That is murder. In the present volume,
Kaplan discusses the role of intent in responsibility.

For both intention and rationality, psychology and neuroscience have something
to say. Scientific evidence is now adduced in court along with traditional forms of
evidence to show that a person was out of control (could not restrain an urge, as in
a crime of passion) As for rationality, a person may be argued to be less culpable
because of mental retardation or a state of diminished capacity. The US Supreme
Court recently handed down an opinion that mentally retarded individuals cannot
be subject to the death penalty because of their presumed lack of reasoning ability.
Another recent judgment was that capital punishment can be applied only to those
above the age of 18, also in part because of a presumed immature ability to reason
clearly.

If psychological science continues to make discoveries in areas of the nervous
system involved in reasoning, planning, and emotion, one consequence could be that
sophisticated tests could be used to determine reasoning ability and intent, just as
IQ tests are used now to determine if a defendant is mentally deficient. This is not
in itself a bad outcome. The better we can measure the psychological traits germane
to a legal case, the better justice will be served. On the other hand, this will bring
psychology and neuroscience further into the courtroom, again not a bad thing in
itself. An unintended consequence could be, over years and decades, a gradual psy-
chologizing of the legal process. How far would it go? Might defendants be given
subtle implicit tests of guilty knowledge? For example, EEG measures can be used
to tell whether a defendant has previously seen certain objects from the crime scene.
This test could obviously be an indicator of guilt. What I am getting to is that these
approaches get more and more invasive as we literally get deeper into the brain and
individual psychology. There are obvious concerns here. Now suppose these tech-
niques in the hands of authoritarian governments, or our own democratic govern-
ment gone paranoid in, say, a war on terrorism. A single clause in the next Patriot
Act, or the one after that, could open the door to the effective loss of privacy. The
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good news here is that torture will be unnecessary. The bad news is that the
Orwellian concept of thought crimes can be applied practically.

Consider some extremes. The ultimate application of compatibilist (and hard
determinist) ideas could be procedures like the Ludovici treatment in A Clockwork
Orange. The idea is that offenders have got something wrong in their wiring and
they need to be “fixed.” There have been proposals to use brain surgery to correct
violent behavior and “chemical castration” for sexual offenders. Where would this
stop? Once punishment is dissociated from guilt and replaced with socially benefi-
cial “treatment” we could imagine brain scans and DNA tests to catch and treat
offenders before they offend. Because social criteria define what is criminal and
what is not, the legal system could possibly reach out to fix people who have
unhealthy political beliefs and politically incorrect ideas and actions (as in the
Stalin-era mental hospitals, where dissidents were sometimes given therapeutic pre-
frontal lobotomies).

Greene and Cohen express the hope that the changes in folk concepts resulting
from neuroscience will lead to a more “progressive, consequentialist approach to
the criminal law.” I hope so as well. Kaplan (this volume) has a more pessimistic
view. I think that what saves us from the extremes of a ruthless social program of
“correction” is the conviction that individual human rights are supremely impor-
tant, possibly more so than social order. In highly collectivistic and authoritarian
societies, or any society in a panic over some threat, these extremes are on the table
as suitable options.

No one can predict the effects of scientific conclusions about will and freedom on
the law and folk wisdom over the next century. There are many uses of science in
legal settings, and these sometimes take time to be established, as for example, when
DNA tests were finally recognized as valid sources of evidence. One good effect of
a scientifically aware folk wisdom would be the general recognition by jurors and
lawmakers that the science behind forensics needs to be understood and taken seri-
ously. A bad effect would be to have technology supplant moral decisions, with the
idea that sociopaths and potential criminals could be removed for therapy before
they have a chance to do harm.

These are modest conclusions. More broadly, one might expect scientific findings
to tip the balance in treatment of convicted offenders from retribution to rehabili-
tation. However, there are many other factors at work. Despite the great recent
advances in neuroscience and the seeming increase in public interest in findings
related to brain and behavior, the legal system in the United States has apparently
taken a retributive turn. In California, for example, a “three strikes” law has been
in effect since March 1994, the third strike leading to a lifetime of imprisonment.
Petty crimes sometimes constitute the third strike that puts an offender away 
for life, but a recent ballot initiative to require the third strike be a violent offense
was turned down by the voters. It is somewhat surprising that the increase in the
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understanding of physiological foundations of behavior has not led to a trend
toward compatibilist theories of volition. I have always assumed that compatibilist
thinking tends toward treatment, even therapy, rather than punishment. The con-
nection between neuroscientific knowledge and compatibilism could be weaker
than I thought, or perhaps compatibilist thinking does not reduce the tendency to
endorse retributive punishment.

We come to the question I began with: “Does consciousness cause misbehavior?”
This question encompasses the full range of questions raised in this paper.To answer
it we need to know how we consciously make a finger move in the first place and
what complications—neural, social, personal—are involved when the finger triggers
a pistol pointed at a person. Because concepts of responsibility depend on con-
sciousness of action we need to know more about the relationship between con-
sciousness and volition. Further, following Prinz (this volume), I think that the need
for conscious control to confer responsibility has influenced the concept of con-
sciousness itself. As for an idea moving a muscle, this concept is a caricature of a
fiction. It is not, however, too far from our intuitions. I wiggle a finger to show that
I can move at will and experience what seems a direct translation from thought to
action. The apparent directness of motion comes from the inaccessibility of all the
processes that lead to the conscious intention and that follow it. By this, ideas move
muscles but only as a monitoring function that is itself part of an elaborate neural
apparatus supporting action. The apparent direct connection from idea to action is
analogous to the apparent transparency of perception. It’s the way it looks to us,
not the way it happens.

I think a compatibilist view like Strawson’s (1962) gives something like the
freedom vainly sought in libertarian theories, and I hope it is durable. I worry about
a time when we do not think consciousness causes misbehavior because we come to
think that the arguments over free will are “nothing but” theology, that freedom of
the will is a superstition, the human mind is indeed “nothing but” a bunch of neurons,
and technology is the answer to crime. These are part of the pessimistic view Straw-
son (1962) wished to avoid. It is fitting to close with a quote from his article that con-
nects volition with our personal mental constitution, not a set of arbitrary causes:

What is wrong is to forget that these practices, and their reception, the reactions to 
them, really are expressions of our moral attitudes and not merely devices we calculatingly
employ for regulative purposes. Our practices do not merely exploit our natures, they express
them.
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13 Free Will as a Social Institution

Wolfgang Prinz

Does consciousness cause behavior? In this chapter I examine this question in the
domain of voluntary action and free will. Though the chapter begins and concludes
with broad perspectives on conscious experience and consciousness (Prinz 2003),
the bulk of the argument will focus on issues of volition and free will (Prinz 2004).
Free will serves as an example to illustrate how I conceive of conscious experience
and its causal role for behavior in general. My message is twofold: consciousness is
not a brute fact of nature but a matter of social construction. Still, conscious expe-
rience plays a causal role in the control of behavior.

1 Conscious Experience

What does “conscious experience” really mean? Let me first say what I do not mean
when I use this term. I do not refer to consciousness as a state in which a person
can be more conscious or less conscious or even unconscious. This notion of con-
sciousness describes the disposition to produce conscious mental contents. Theories
of this disposition may specify the conditions under which consciousness comes and
goes, without telling us anything about what is responsible for the conscious nature
of these contents.

This brings me to what I do mean and what I wish to explicate here: the conscious
nature of mental contents. We cannot be conscious in a pure or empty form. It is
always specific contents of which we are aware, and it is only through our awareness
of these contents that we recognize that we are conscious. Thus, like people who can
be in conscious or unconscious states, mental contents can be conscious or non-
conscious. Depending on our theoretical tastes, we then use such labels as uncon-
scious or preconscious mental contents, or those that are inaccessible to conscious
experience.

How, then, is conscious experience possible, and what exactly is its conscious 
component? When answering this question, I shall follow a characterization given
by Brentano (1870/1924). Brentano uses an extremely simple example to discuss 



the nature of what he calls mental acts. He raises the question of what actually
happens when we hear a tone. What is responsible for the conscious nature of the
act of hearing a tone? According to Brentano, there are two contents interwoven
in this mental act: the tone that we hear and the fact that we hear it. However, these 
two mental contents are not represented in the same way. The tone is the primary
object of hearing; we can observe it directly in the mental act. Hearing itself is a
secondary object of the mental act. Brentano says that it cannot be observed
directly, but attains consciousness in another, indirect form: “We can observe the
tones that we hear, but we cannot observe the hearing of the tones. This is because
it is only in the hearing of the tones that the hearing itself is also assessed.” (ibid.,
p. 181)

That is as far as Brentano goes. However, if we want an exhaustive characteriza-
tion of the structure of mental acts, we have to go one step further: If it is true that
hearing the tone contains not only the tone itself but also, implicitly, its hearing, then
the subject hearing it must also be contained in the act in another encapsulation.
Just as a tone is hardly conceivable without a hearing directed toward it, a hearing
is hardly conceivable without a mental self, or a subject who hears. Accordingly,
conscious mental acts are characterized by what is sometimes termed “me-ness”
(Kihlstrom 1997). This may be called the implicit presence of the mental self in
mental acts.

What sort of explanations do we then need in order to finally say that we under-
stand, conclusively, how the conscious nature of mental contents arises? If it is true
that the relationship of mental contents to an implicitly present self forms the deci-
sive foundation for the formation of their conscious nature, then the problem of
explanation shifts from consciousness to self—that is, to the issue of the formation
of the mental self and its implicit representation in mental acts.

Therefore, we need theories that explain the role of the implicitly present mental
self. An understanding of this role would simultaneously mean an understanding of
how the conscious nature of mental contents arises. Because the quality of conscious
awareness does not merely arise when the condition of the implicit presence of the
self is fulfilled but also consists in precisely this condition being met, it would then
become possible to understand not only—in correlational terms—under which con-
ditions conscious mental contents emerge but also—in foundational terms—why
they acquire a conscious quality as opposed to some other quality.

This distinction addresses one of the major problems faced by research into what
some have termed the neural correlates of consciousness (Metzinger 2000): Even if
we had an exact and comprehensive account of the neural correlates of conscious-
ness, we would still be far from understanding why these neural processes bring
forth precisely this particular quality, and not some other. And, vice versa, we would
be just as uncertain why certain neural processes bring forth the quality of conscious

258 Prinz



awareness while others do not. Theories on the relation between brain functions
and consciousness offer, at best, correlational relations that help us to know how
the brain sustains conscious experience, but not foundational relations that help us
to understand those relationships.

To address these issues I will pursue two lines of argument: a narrow one and 
a broad one. The narrow one is concerned with the role of the mental self in 
voluntary action and free will. The broad one, to which I will return at the end 
of the chapter, is concerned with an evolutionary scenario for the emergence 
of mental selves and their foundational role for the formation of conscious 
experience.

2 Free Will

Asking a psychologist to discuss free will is like asking a zoologist to lecture on uni-
corns: neither phenomenon belongs to the science where the expert is at home.
Expositions on unicorns are arguably better suited to the human sciences than the
natural sciences, for while they have no natural history, these creatures do have a
cultural story to tell. Studies in cultural history may reveal how unicorns were ini-
tially fabricated, why the notion of them has persevered, and just what people get
out of continuing to believe in them.

In this chapter I will think of free will as scholars of the human sciences think 
of unicorns. I will discuss freedom of will in terms of empirical facts and 
psychological theories; more important, I will treat the notion of free will as a
product of collective endeavor—not the unicorn itself, as it were, but the notion 
of a unicorn. I will address these questions: Why do people feel free in their 
choices and believe that they are free, although they may not be? Under what 
conditions do healthy minds develop intuitions of free will? What psychological,
social, and cultural effects do these intuitions encourage? These issues go beyond
the isolated study of cognitive and volitional functions to explore how the functions
themselves are (individually and collectively) constituted through mutual per-
ception and attribution. They include, for instance, how functions of free will are
seen in social psychology, developmental psychology, evolutionary psychology, and
psychohistory.

I shall proceed in four steps. First, I shall confront our quotidian intuition of free
will with maxims of scientific psychology, concluding that the two are not particu-
larly compatible. Second, I shall examine psychological mechanisms and cultural
conditions that favor the emergence of free will intuitions. Third, I shall look at the
psychological benefits and social functions supported by our intuitions of free will.
Finally, to resolve the contradiction between denying and praising free will, I shall
consider cultural facts and artifacts.
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Denying Free Will

The Idiom of Agency and Intuitions of Free Will: Psychological Explanation of
Actions
We spend a large portion of our lives thinking about behavior—deliberating over
our own actions and ruminating over those of others. Thinking about behavior is
not only an individual pastime, it is also one of our favorite social hobbies. Every-
day conversation consists in large measure of communicative exchanges about who
does what when, why people do what they do, and what we think about the whole
business.

The list of mental states that may be seen as the cause of some particular behav-
ior spans many different options, each invoking its own distinct explanation of the
behavior in question. In simple cases we explain behavior by identifying an inten-
tion to attain a specific goal. Here we have the prototypical case for acting volun-
tarily: We assume that a person plans an action and then executes it in order to
accomplish certain objectives. We say that John washes his car because he believes
that doing so will impress his rich aunt. Of course, positing a mental state as the
cause of subsequent behavior does not account for how the action proceeded. But
it can specify why a certain behavior occurred at all. The assumption of antecedent
mental states does not indicate how an action happens; it indicates what a specific
action was for. If we were to inquire why the person did what she did, she would
give us reasons.

Other explanations for behavior use the logic of causes instead of reasons. If you
smashed a vase in rage, common opinion holds that you did not do so for any par-
ticular reason, but that nevertheless your action was caused.A mental state of anger
is understood as causative of destructive behavior, but not as a reason for it. Such
acts have no goal that performing them may attain.

Habitual behavior is different from voluntary action, too. If you ask people 
during their morning grooming routine just why they are now brushing their 
teeth, the answer will normally not include any immediate reason or cause.
Explanations for this type of behavior normally assume that the original 
causal mental states occurred long ago: at one time reasons were present 
(namely when the person acquired the habit at issue), but they faded as the habit
gradually took hold. The reasons have not disappeared entirely and can be recalled.
You know why you brush your teeth, but you don’t state your reasons every time
you do it.

In the following I shall concentrate on prototypical voluntary behavior and the
jargon used in quotidian speech to describe it.Voluntary acts happen because agents
want to achieve certain goals and believe that performing certain acts will get them
there.
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Free Will Vernacular: Morally Evaluating Action
Everyday talk about behavior usually revolves not only around the explanation of
action but also around evaluation and justification; we want to know the reason for
an action, how to evaluate it, and, finally, whether or not it is justified. On one level
we judge the actions themselves, and their consequences. But on another level we
also judge the person responsible for that action. We hold people responsible for
their behavior and we justify doing so by assuming that they are free in their deci-
sions to act. These underlying convictions permeate our everyday phrases for
describing the freedom of will. They are so familiar that they hardly need explana-
tion. We simply assume that, in almost all walks of life, we could act other than we
actually do—if only we wanted to. We understand our actual behavior to be an
outcome of voluntary decision. While our decisions are also invariably shaped by a
number of circumstances, of which we are more or less aware, we believe that ulti-
mate responsibility for the final decision rests with each person individually. We are
ourselves the authors of our decisions and actions. We all experience this author-
ship and freedom and attribute it to each other. This is at the core of what I call our
intuition of free will.

One important consequence of our free will vernacular is that we sometimes
waive further explanation. For instance, when a court judge asks a defendant why
he did a certain thing, the accused often details causes and reasons apparently
beyond his own control. In other words: A defendant will say that under the cir-
cumstances he had no choice but to do as he did, thus turning over the causal
responsibility for the actions in question to the circumstances that prevailed. Now,
a judge may or may not accept certain factors as influential. When she accepts
explanatory reasons and causes that regress further and further back into the past
of the defendant she forgoes the option of attributing both the action and the con-
sequences for it to that person—and personal responsibility evaporates into thin air.
In order to attribute personal responsibility, a judge must interrupt the chain of
causes at some point and dispense with further explanation.

Thus, talk of free will has two sides. On the one hand, we use it to describe fun-
damental psychological facts, that is, to describe the personal experience of free will
intuitions that seem so blindingly self-evident. On the other, the permission it grants
to waive further explanation serves an essentially moral (or even legal) purpose,
namely, that of ascribing outcomes of behavior to individual persons. What should
we think of this shorthand? Hen or egg—which came first? Is free will a basic fact
of human mental constitution issuing welcome social by-products? Or is it a social
device serving to collectively regulate individual behavior? Do psychological facts
precede social institutions—or dare we suggest that social functions actually
produce psychological facts?
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Science and Our Intuition of Free Will
How does the notion of free will line up with maxims of scientific psychology? We
must be careful to distinguish between the empirical fact that we experience an intu-
ition of free will and the theoretical construct of free will itself.

The empirical fact is a phenomenon like any other that can be explored and
explained using tools of psychology. No problem. But guidelines for psychological
explanation falter when we switch from viewing free will as an empirical phenom-
enon to thinking of it as a theoretical construct, by believing that we feel free, because
we are free. We run up against two standards of science: first, that we must distin-
guish between perception and reality; and second, that we must posit causal closure
and thoroughgoing determinism.

Perception and Reality
Psychology has a long history of confusing observational facts with theoretical con-
structs. Cognition, attention, will, feelings—in the past all these phenomena were
mistakenly promoted up from the ranks of mere observational facts to be seen as
explanatory constructs. This promotion happened—and still occurs in some areas 
of research—because of a deep and stubborn misconception about the status of
introspection.

A widespread but false construal says that the way we could perceive psycho-
logical events in our minds (introspection) is entirely different from the way we per-
ceive material events in the world. As concerns the perception of material events in
the world, more than a century of experimental research has opened our eyes to the
fact that human perception involves realistic constructivism—a term meant to char-
acterize the supposed relationship between perception and reality (in a somewhat
paradoxical phrase, though). The working model underlying research in perception
is realistic inasmuch as it relies on the notion that contents of perception refer to
genuinely existing circumstances in the real world. But at the same time it is con-
structivist because it assumes that contents of perception result from constructive
procedures in which perceptual systems process input data according to certain 
categories, using its own means of representation. Among other elements, these 
constructive processes include the following:

Selective representation Only a small quantity of all input data actually gets
processed, and only a small amount of what gets processed later actually becomes
conscious representation.

Content focus Perceptual representations include contents only. Underlying con-
structive processes are not themselves represented.

Categorical transformation Perceptual contents get organized into categories;
they present the outcome of an interaction between current input data and stored
knowledge.
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There are also other significant elements, but for present purposes these three
suffice to illustrate that what we perceive is not reality as it is in and of itself, but
the result of construal: Human perception is highly selective, significantly trans-
formed, and shaped to suit certain categories.

In contrast, widespread opinion holds that our perception of psychological events
in our minds is not a normal perceptual process at all but, rather, a sui generis mental
activity in which a thinking subject is aware of its own mental goings-on. The per-
ception of mental events is supposedly not a process of representation and trans-
formation, and therefore it makes little sense to question how perceived contents
relate to genuine facts. The perception of mental events is considered an immedi-
ate awareness of genuine facts—with no room for error. Percepts and reality are
one and the same. This makes it seem legitimate to view mental phenomena, as they
present themselves to us, as theoretical constructs. Accordingly, it seems legitimate
to conclude that we feel free because apparently we are free. The observation of
feeling free implies the theoretical fact of being free.

Is this convincing? Is introspection privileged access? We have little evidence for
it. On the contrary, upon close examination we find that what we do know suggests
that our perception of our own mental events is equally construed, transformed, and
selectively focused. We must distinguish between reality and our perception of
reality for both material events in the world and psychological events in our minds.

For instance, studies on insightful thought indicate that when people think they
are unable to note the actual nature of their thought processes. At best, persons can
report their individual thoughts; occasionally they can also reconstruct the direction
their thoughts took leading up to a certain insight. But they know nothing about
the thought-producing process. Here we must rely on theory to identify what the
person experienced (and can report) as a selective output produced by submental
mechanisms to which experience has no access. Trying to recall a name one has for-
gotten is also a good example. When we try to remember a certain name, we often
experience a disquieting mental state of being altogether unable to retrieve it, or of
faintly fathoming some fraction of it. And then, suddenly, the entire name emerges,
seemingly from nowhere, and that is all a person can report when asked about what
just took place. But theory tells us that more was involved. Once again, theory says
that the phenomena accessible at the subjective level are products of events at the
subpersonal level, namely, mechanisms executing a search procedure, scavenging
that person’s stock of knowledge. The same holds for comprehending written text:
Try to watch yourself while reading and you will only notice whether or not you
understand the text. The practicing reader never knows how understanding a text
works; the theoretician does.

Our own perception of mental events provides only an inconsistent and in-
complete picture of the underlying processes at work. It is a highly selective,
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content-focused representation of products created by mechanisms which are them-
selves imperceptible. We are not actually aware of mental processes themselves, we
are aware of individual mental states that may reveal something about the under-
lying processes that caused them. It is not only perfectly respectable but necessary
that we inquire how our perception of mental events relates to the reality of the
underlying functional machinery. Whatever introspection about the nature of
mental events may tell us, it is itself a product of selective representation, content
focus, and categorical transformation. Thus, the fact that we feel free says nothing
whatsoever about whether the events underlying that feeling are voluntary or 
determined.

Indeterminism and Waiving Explanation
Freedom of will is conceptually incompatible with scientific explanation in that it
compels us to accept local gaps of indeterminism in an otherwise deterministic
worldview. While we are accustomed to various sorts of indeterminism—or at least
a lack of determinability—in certain areas such as quantum physics and chaos
theory, indeterminism in the area of mental events is more radical than mere breaks
in causal chains: Here it implies a kind of determinism deprived of causal
antecedents, something that we may call autonomous authorship. This authorship is
attributed to an autonomous subject deciding on her own—a kind of unmoved
mover, as it were. Attempts to reconcile freedom of will with quantum physics and
the non-determinability of chaotic systems are doomed to failure because free will
is not simply the absence of causal determination. The concept of free will is more
sophisticated. It demands that we view subjects as the autonomous authors of their
actions, equipped with a will and in a position to decide freely.

From a scientific point of view, waiving explanation is unfathomable; it is not com-
patible with an enlightened and critical scientific stance. Accepting the tenets of
indeterminism would require that we surrender our practice of explanation. In lieu
of that there is only one possible conclusion: that scientific psychology has no room
for a theoretical construct called the freedom of will. A psychologist must be intel-
lectually committed to denying free will if his work is to be deemed scientifically
sound.

Explaining Free Will

Adhering, then, to the practices of scientific psychology, the legitimate task to tackle
is that of explaining our intuition of free will as a psychological fact. Where do our
intuitions of free will come from? Why do subjects feel free although in fact they
are not? Obviously, in order to answer these questions we need a theory that clearly
distinguishes the functional reality of subpersonal volitional mechanisms from a
phenomenal awareness of personal choices based on free will. We must make a dis-
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tinction if we want to have it both ways: a perception of free will within a world that
is deterministic.

Typically, intuitions of free will emerge in situations that involve deciding to act
in some way. It even seems that these intuitions are, by their very nature, linked to
decisions involving action. Why do intuitions of free will not surface to guide our
thoughts, fantasies, moods, and feelings—at least not to the extent that they accom-
pany voluntary decisions related to action? Answering this question leads us to the
second essential condition under which intuitions of free will emerge: the active part
played by the self. While decisions about actions constitute the occasions on which
intuitions of free will are articulated, the subjects to whom we attribute the under-
lying freedom are persons. A decision is not in and of itself free; the self, we say, is
free to make a decision. We experience freedom—we make decisions, we are free
to make those decisions, and we could decide and do otherwise. Surely we may be
confronted with an interplay of motives, interests, and preferences that may influ-
ence our choice. Yet in the end our self, being aware of all these forces acting upon
it, seems to decide on its own what to do. However, we might also see it the other
way around: If the ability to make decisions on one’s own is a constitutive feature
of a self, then explaining our intuition of free will is tantamount to explaining the
role of the self.

What sort of theory could accommodate a thorough distinction between sub-
personal causal processes that produce decisions on the one hand and personal
awareness of agency, where decisions appear to be the outcome of individual choice,
on the other? The very question presupposes that the subpersonal production of
decision processes is “real,” whereas how this reality appears to the individual would
have to count as “a perception” of something—at least initially. Thinking of those
perceptions as belonging to reality will be considered later in the chapter.

Action-Decisions: Subpersonal Mechanisms
Various fields in psychology explore the events and mechanisms that produce
action-decisions. Motivation psychology, social psychology, evolutionary psychology,
and the psychology of economics all investigate the phenomenon of decision pro-
duction, meaning that we must deal with a wide range of applicable yet mutually
incompatible theoretical taxonomies. Nevertheless, I would like to outline a few
lines of convergence among them. Most theories agree that decision making has at
least three ingredients, which I will call preferences, action-knowledge, and situation
evaluation. Explaining this without excessive details will require the use of mental-
ist terms. Nonetheless, the processes outlined can be conceptualized as subpersonal
mechanisms.

The first ingredient is systems of representation with ordered preferences 
(e.g., drives, needs, motives, and interests). These systems represent hierarchies of
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objectives, and they do so on various time scales, from very long-term (at most, life-
long) preferential dispositions to short-term and current sets of needs. Current
needs are embedded in long-term dispositions but are not entirely determined by
them. The reverse is also true: Long-term dispositions develop out of current needs
but are not entirely determined by them. Research in this area is focused not only
on the general principles underpinning the design of the preference system but also
on individual differences, including the configuration and origin of preferences and
preference assignment at varying scales of time, the dynamics of reciprocal effects
among scales of time, and, last but not least, how preference arrangements are
altered through learning and interaction.

The second ingredient is representational systems for action-knowledge. By this
I mean knowledge about how action is related to the effects it brings about. This
knowledge is organized in a way that makes it accessible and allows it to be used
in two ways: from actions to effects and from effects to actions. Both uses are ele-
ments of action planning. Forward-directed models provide information about pos-
sible effects of certain actions. The other way around, inverse models provide
information about possible actions appropriate for achieving certain goals (intended
effects). Action-knowledge must also be organized along various time scales, cor-
responding to how long an action-effect relationship may last: from a fraction of a
second to years. Research in this field also focuses on how knowledge of actions
originates, how it is organized, and how it is changed through learning. It also
addresses the difficult question of whether and how declared knowledge about
actions can be exploited for procedural action control.

Third, and finally, action-decisions require situation evaluation, i.e., procedures
and algorithms that provide running evaluations of prevailing circumstances in
terms of current goals and behavioral options. These procedures guarantee that the
current situation, in which an agent is involved, gets represented in a format that is
commensurate with the agent’s representational systems for preferences and action-
knowledge. This guarantees not only that the current situation can be continually
evaluated in terms of upcoming decisions, but also that future decisions can be
enriched with additional, and more specific, options tailored to the circumstances.
A central research concern here is how perception and memory processes are orga-
nized to support running updates for the representation of circumstances for various
periods of time.

Different theories combine these ingredients in various ways. But no matter how
the process itself may be conceptualized in detail, the decisive fact is that decisions
for action are a combined product of preferences, knowledge about action, and eval-
uations of circumstances. There is no room left for any personal agent actually
making a decision; decisions happen on their own.
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Self: Personal Perception
What should we think of the constitutive role of the self in our intuitions of free
will? Is it a nice illusion, produced by vain self-deceit? Our answer depends on our
concept of what we call the self. What is subjectivity? What is real about our per-
ception of being or having a self? In the following I shall distinguish roughly
between two concepts of subjectivity: a naturalist one and a constructivist one.

Naturalism The classical view includes concepts of subjectivity saying that the self
is a natural organ of the soul. This organ is the bearer of subjectivity, personality,
and individuality. Like other organs of the body, it is a naturally given feature of the
mind developed prior to and independent of experience. Experience does not cause
the self to exist, it merely influences its individual unfolding.

I would like to call the basic notion underlying this concept self-naturalism, meaning
that the self is the naturally given, intrinsic central organ of the mind. The self coor-
dinates and controls the activity of other psychological and mental functions. It per-
meates every aspect of mental life; we find it in thought, in feelings, in volition—
and in every other psychological function. This intuition is deeply rooted in our 
quotidian psychological notions. Thus, it is not surprising to find this type of self-
naturalistic intuition—in various guises—playing prominent parts even in science,
and in psychological as well as in philosophical theories. The doctrine of privileged
access to one’s own psychological events, a concept that surfaces frequently in 
both disciplines, is the epistemological flip side of the ontological doctrine of self-
naturalism.

Constructivism Constructivist theories of subjectivity believe that the self is not a
natural organ of the mind/soul, but rather an acquired knowledge structure that sub-
serves specific functions. The idea here is that the self itself is a mental content. The
representational structures that support it develop parallel to and in interaction with
other representational structures. In other words, the self evolves along with other
structures involved in action-related decisions.

The basic intuition supporting this concept is what I would like to call self-
constructivism: A self is based on knowledge organized in a special way, but its 
relationship to other representational structures is not predetermined, it is influ-
enced through the learning and socialization events that create patterns of knowl-
edge. Thus, wherever the self appears to play a central or controlling part in mental
life, we must ask how this particular role evolved (on the time scales of evolution,
development, and learning) and what benefits it offers. This view says, then, that the
configuration and the role of the mental self are not given from the outset; they are
generated secondarily. The history of the self thus becomes an object of develop-
mental, historical, and/or evolutionary reconstruction (or, perhaps, deconstruction,
as some would claim).
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Self-Deceit?
Let us now return to the question of what to think of the personal interpretation of
those outcomes of subpersonal processes that are constitutive of our intuition of
free will. Should we think of them as dangerous deceits, as nice illusions, or as useful
fictions? As I said, the answer depends on how we view the mental self. If we adhere
to the naturalistic concept, we must conclude that the feeling of free will is an illu-
sion. Trying to accommodate both notions—namely, that on the one hand decisions
can be entirely explained by underlying subpersonal mechanisms while on the other
hand the self is an independent, natural organ of the mind—entails that any self-
ascription of decisions must involve self-deception. We fool ourselves in thinking
that we are autonomous authors of decisions to act.

If, in contrast, we adhere to the constructivist concept, the notion of illusion
becomes meaningless, because there is no independent, natural self ascribing things
to itself that do not belong to it. Instead, the diagnosis here is that patterns of knowl-
edge which bear the self are arranged in such a way that preferences, action-
knowledge, and the evaluation of circumstances are intimately and reciprocally
linked. The self surfaces to serve the function of an author of decisions to act, and
this authorship is its proper function—the specific function for which it is made.

Attribution Discourse
Since naturalism is mainstream, the burden of proof is on the constructivist side. If
the mental self is not the prespecified organ emerging from a natural architecture
of the mind, how does it get produced and fabricated? By no means should this con-
struction be considered the heroic deed of a single individual. Instead, we must see
the mental self as being socially constituted as a part of discourse about subjectiv-
ity and consciousness.This happens within a culturally standardized scheme of inter-
pretation that guides the socialization of individuals and, among other things,
attributes to them a mental configuration centered around a self.

Discourse about attribution permeates everyday life at several levels. We negoti-
ate attribution most directly in face-to-face interaction within our micro-social
realms, without necessarily using verbal communication. More complex systems of
attribution are at work within linguistically bound discourse at the macro-social
level: predominantly, for instance, when using psychological common sense, that set
of quotidian psychological constructs employed by cultures and linguistic commu-
nities for explaining the behavior of human agents. Thus, modern folk psychology
is based on the idea of a subject having at his or her core an explicit, constant self.
Discourse about morals and rights are no less relevant when they identify the self
as an autonomous source of decisions to act.

Now, when agents in social groups organize their mutual interaction and com-
munication at the micro and macro levels in such a way that each agent expects
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each of the others to also have a self, every one of the agents—new arrivals, too—
is confronted with a broad discursive situation that already provides a role for him
in the shape of a self. Awareness of foreign ascriptions to oneself induces self-
ascriptions, and the agent becomes accustomed to the role of a self ascribed to him
by others. A person thinks of himself as others think of him.

These micro and macro social interactions are supported by, inter alia, narrative
discourses of various kinds. Fictional stories in books and movies are packed with
talk about willing and behaving. We tell stories to our children in order to explain
to them just what we mean by ‘person’ and how thought is related to behavior. We
thereby provide them with two tools. One is the explicit semantics of the culture in
which they live—its customs, practices, values, standards, myths, and legends. The
other is the implicit syntax of its folk psychology, which specifies how human agents
function, what they think and do, how their thinking is related to their doing, and
how they are rewarded or punished for their behavior—be it in heaven or on earth.

In Praise of Free Will

Attribution discourse offers an answer to the question of how living beings come
to understand themselves as subjects, as authors of cognition and action, governed
by intuitions of free will. According to this, free will—as the Cambridge philosopher
Martin Kusch puts it (1997, 1999)—is a social institution, made by people and for
people. Like most other social institutions, it builds on compelling intuitions that
are shared and communicated among individuals. Intuitions of free will emerge if
and when individuals learn, in social discourse, to develop a self as a source of
action-decisions and actions. And since this self is created predominantly for the
purpose of establishing authorship for action and thought, it makes little sense to
question whether that authorship is an illusion, for there exists no self before or
beyond mental authorship.

Now, we may ask just what a social institution of autonomous selves equipped
with intuitions of free will is good for. What does it offer individuals psychologi-
cally? How does it help them forge a social and political community?

Psychological Effects

The psychological effects that the ascription of a self has for an individual depends
on the role one attributes to the personal interpretation of subpersonal processes
that constitute decision making. Thus far, for the sake of simplicity, I have described
the subpersonal processes as being something real and the personal processes of
interpretation as providing a perceptual representation of that reality. At this point
we must abandon simplicity, because nothing would be worse than to conclude, in
reverse, that only so-called reality is effective, while its perception is epiphenome-
nal and inefficacious. Like every other social institution, autonomous selves are not
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fictions; they are real—real as artifacts (Kusch 1997, p. 18). The reality of the 
artifact is in this case expressed by the fact that the personal perception of sub-
personal processes must itself also be supported by subpersonal representational
processes—processes consisting of elements similar to all the other representational
processes.

This means that personal perception, too, can only develop out of underlying sub-
personal processes. If so there is no reason whatsoever to view them as less real and
efficacious than the outcomes of the subpersonal decision-making events to which
they refer. This is the way institutional facts become functional in individuals and
causally efficacious for their behavior. Attribution discourse ensures that institu-
tional notions such as self, will, and free will get implemented in individual knowl-
edge structures at the level of personal intuitions and at the level of subpersonal
representations. Thus, peoples’ intuitions of self and the workings of will and free
will have the same causal potential to affect behavior as their intuitions about the
workings of other things and events in their environment.

Still, what exactly are these intuitions about self, will and free will good for? What
effect do they have and on what kind of behavior do they make an impact? An ini-
tially plausible idea would be that the self creates its own systems for preferences,
action-knowledge, and evaluation, and that these are superimposed upon given
structures. But this would mean doubling entities without necessity, thus violating
Occam’s Razor. When we deny such duplication, what remains is procedural
changes—alterations in the algorithms that operate on those contents and result in
an elaboration of the decision-making processes.

The decisive procedural effect of the system of self is probably to slow down the
subpersonal decision-producing system, which is itself designed to be quick and 
efficient. Delaying decisions to act provides an opportunity for elaboration and
increases the depth of processing in the representational systems relevant to a
certain decision. It allows an expansion of the information base provided for making
a decision, and this additional information may modify the eventual decision itself
(explication). In-depth processing may also activate additional processing and eval-
uation procedures, that further influence the final decision (deliberation).This some-
what cumbersome analysis of representations boils down to simple maxims that we
have been told all our lives, so often, in fact, that we give the advice ourselves: take
your time, think carefully, know what you really want, study your options, and so
on.

Explication and deliberation may influence decisions, but their power is limited.
They can only act on the information existing within a person’s representational
system—one’s own preferences, knowledge, and evaluations of circumstances.
However, competent language users are in a position to break down the solipsistic
closure of this system through communication and argumentation. When individu-
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als communicate about and argue for the products of their (initially private) expli-
cations and deliberations, they establish reciprocal suggestions for modifying deci-
sion behavior, and these are not only related to aspects of procedure; they also
include changing the contents that are foundational to the decisions. Communica-
tive exchange, therefore, may have the effect that elaboration initially related to
procedures also influences the content of a decision.

Social Functions
Authorship and intuitions of free will not only influence the psychological disposi-
tions of individuals, they also alter the shape of the collective in which those indi-
viduals see themselves as a community. It is probably not off the mark to propose
that this is its true achievement –perhaps even its genuine psycho-historical raison
d’être.

For one thing, authorship and intuitions of free will influence discourses and insti-
tutions that regulate behavior—namely morals and rights. As we saw above, one
central achievement of our talk of free will is that it allows us to attribute action
and its consequences to the people who act. We make people responsible for what
they do. The attestation of free will terminates any otherwise lengthy regress in
explanation. Though we may accept that all kinds of circumstances contributed to
some behavior, we do not assume that an individual was helplessly commanded by
them. The individual could have done otherwise, and therefore he must claim
responsibility for the deed. Responsibility is the price of freedom. The vernacular
of free will, then, identifies, both within discourse and in the institutions regulating
behavior, a source that issues decisions to act. It leaves little room for justifying
behavior by citing external authorities or circumstances. It identifies as the source
of decisions the same instance that gets sanctioned or rewarded: the person, the
agent.

And finally, talk of free will acts back on discourse and institutions for political
development of will. To the extent that agents in social collectives mutually ascribe
autonomy and responsibility for their action-decisions to one another, they will also
come to apply these ascriptions to the collective itself and its political development
of will. When this happens, authoritarian leadership becomes obsolete—and with it
the discourse and the institutions that legitimized and guaranteed it. Paternalism
gets replaced by mechanisms of collective will development, as evidenced in many
epochs and cultures and at various levels within a social system. In the extreme case
of modern Western democracies, these mechanisms are carried by the ideology of
the social contract between equal and autonomous individuals and embodied in
democratic forms of will development at various levels of society. The idea of
democracy is thus founded on the notion of personal autonomy and free will. If we
cherish one, we must praise the other.
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Real Artifacts

In the end, do we or don’t we have free will? Confoundingly, the answer must be
“Yes and no.” In actuality we don’t, but in practice we do.

When we don’t know the answer to a difficult question, it can help to answer an
easier question first. Do humans have wheels? Answer: In actuality they don’t, but
in practice they do. Humans don’t naturally have wheels. But they have invented
wheels and built them into all sorts of vehicles.When using these vehicles, they effec-
tively do have wheels. Do humans have rights and obligations? Answer: In actual-
ity they don’t, but in practice they do. Humans don’t naturally have rights and
obligations. But they have invented rights and obligations and introduced them into
all sorts of regulations pertaining to action. In relying on these regulations, humans
effectively do have rights and obligations. And now the hard question: Do humans
have free will? Answer: In actuality they don’t, but in practice they do. Naturally
they don’t have free will. But they have invented free will and inserted it into all
sorts of theories to account for their actions. In relying on these theories, humans
effectively do have free will.

Human beings have free will in the same sense that they have wheels or rights
and obligations. Wheels, rights, and free will are artifacts that people fashion for
themselves and integrate in their sense of self. For those reliant upon them, these
artifacts are by no means fictitious; they are just as real as the natural environment
we inhabit, and they govern an agent’s scope of action with the same inexorable
logic.

3 A Stone Age Tale

How might selves have emerged in evolution, or perhaps in human evolution, or
perhaps in early human history? If it is true that mental selves are construed through
attribution discourse, how, then, might such discourse have emerged in the first
place? Answers to these questions must take the form of psycho-historical scenar-
ios explaining how mental selves came about and what advantages were associated
with their emergence. Modules for such scenarios have been presented by Dennett
(1990, 1992), Donald (2001), Edelmann (1989), Jaynes (1976), Metzinger (1993,
2003), and Mithen (1996). The following scenario is built from some of these
modules.

Let us look back to the Stone Age for a moment and try to imagine how the
development of autonomous selves may have started. For this we posit an intelli-
gent proto-human with the capacity to evaluate behaviorally relevant implications
of a current situation and to convert that knowledge into appropriate action.
Imagine that such evaluation depends on complex algorithms that developed over
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the course of lengthy learning processes, and that additional algorithms guarantee
that the outcomes of those evaluations are compared to current priorities and trans-
formed into decisions to act. As complex as these calculations may be, they are
subject to one essential restriction:They evaluate only those options that are related
to the prevailing situation. Processes related to remembering past or planning future
events are irrelevant; this way of being is entirely chained to the present.

Dual Representation

How can our proto-human escape this imprisonment and achieve what Edelmann
(1989) calls “freedom from the present”? It must develop the ability to generate
representations of things or circumstances that are not present in the current situ-
ation. Generating such representations has two sides. On the one hand, it allows
representational decoupling of the individual from the current actual situation. On
the other hand, this decoupling cannot be complete, since the normal perception of
the current surrounding situation has to continue to function. A simultaneous pro-
cessing of represented and experienced contents requires a processing architecture
that allows represented information to be processed up front, while current per-
ceptual information continues to be processed in the background. I call this ability
dual representation.

Naturally, we do not know when, where, by what means, or how often evolution
brought forth mental processing arrangements enabling dual representation. But we
can be certain that the ability became advantageous to survival when animals
started living in groups that relied on symbolic communication, because under such
circumstances individuals are able to become recipients of communications or mes-
sages related to things lying beyond the presently perceived horizon. Subjects can
understand symbolic messages only when they are in a position to generate repre-
sentations. However, they must be able to do so without risking their lives, i.e.
without losing contact with their present environment. The design of their mental
system must therefore allow for dual representation. Dual representation is thus a
prerequisite for symbolic communication to function. And our species, whose evo-
lutionary career is entirely founded on symbolic communication, must possess a
highly efficient system of dual representation.

Dual representation and symbolic communication enhance the cognitive poten-
tial of human beings in many ways. One of them is to develop a notion of self.

Attributing Authorship

Up to this point we have only been considering representations that are induced by
receiving verbal messages, i.e., ideas resulting from causes external to the subject.
But as soon as a system of dual representation is instated, there is also room for
generating internally induced representations—memories, fantasies, plans, and so
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forth. For the sake of brevity I shall call these kinds of internally induced repre-
sentations thoughts.

Thoughts are comparable to messages; both refer to things that are not present
in the current situation. However, there is one important feature that distinguishes
internally induced thoughts from externally induced representations. Verbally
induced representations are always accompanied by a perception of an act of com-
munication, i.e. by a perception of the person who is the author of the message,
whereas when internally induced thoughts occur we have no awareness of an imme-
diate author at work producing them. How can we link those thoughts to the imme-
diate situation?

In these cases we generally assume that the principle of personal authorship
applies.Yet this principle can be construed in a number of different ways. One might
think that the thoughts can be traced back to invisible authors or authorities, such
as the voices of gods, priests, and kings. Another, historically more modern assump-
tion is to locate the source of thoughts in one’s own body and to trace them back
to an independent, personal subject bound to the body of the agent: the mental self.
In both cases the author of the thoughts is not a component of those thoughts; it
remains external, related to the thoughts by authorship.

Now, when explaining volition, this idea can also be applied to thoughts con-
cerning action, such as goals and action plans. This hypothetical extension of our
attribution scenario leads us to posit selves that not only act as cognitive authors,
producing mental contents, but also act as dynamic authors, making decisions and
setting behavior into motion. The solutions available for attributing authorship
remain the same—except that here social and political implications of the attribu-
tion process become increasingly conspicuous. Since goals guide action, the ques-
tion of where those goals originate becomes more than simply an interesting riddle
regarding attribution. Goal origins are of considerable social and political impor-
tance because they specify where we believe the causes lie that make people behave
as they do. The ancient notion placed authorship of acts and objectives in the hands
of invisible personal authorities, external, obedience-demanding forces that
somehow told the agent what to do. The modern solution holds that authorship lies
within the personal self, substituting autonomy for subservience.

Conclusion

This scenario says that the mental self is a device for solving an attribution problem:
the self is construed as the author of internally induced representations. The sce-
nario is built on two principles: dual representation and attribution to persons. Dual
representation forms part of the natural history of human cognition and action,
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whereas attribution to persons concerns the cultural history. Understanding the
emergence of mental selves requires both natural and cultural conditions to be met.

We are now in a position to come back to the question from which we started:
How can consciousness cause behavior? The answer I now propose is simply this:
Consciousness matters. It matters because it reflects functional facts that are rele-
vant to the control of behavior. Conscious awareness is not just a particular quality
that may, under some conditions, color certain kinds of representational facts.
Rather, it is the manifestation of a particular representational fact—the act of incul-
cating the mental self in the operative mechanisms used for representing and con-
trolling the environment. This inculcation has far-reaching consequences for the
individual and for social control of human conduct. It provides efficient procedures
for elaborating the action-decisions of individuals and for communicating about
action-decisions within a collective. Individual self-control and mutual social control
both depend on collectively constituted conscious experience and could not do
without it.
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14 Truth and/or Consequences: Neuroscience and Criminal
Responsibility

Leonard V. Kaplan

1 Approaching Responsibility through Academic Law

What challenges does the new neuroscience literature present for criminal jurispru-
dence? In this chapter I caution that neuroscience has such powerful rhetorical
strength that its claims will be likely to have impact beyond what it purports to
prove. Defense lawyers will certainly attempt to use on behalf of their clients any
findings of the new brain research that might be said to negate or diminish the attri-
bution of responsibility. Claims that the behavior of defendants such as addicts was
caused by brain pathology are perhaps the least objectionable application, one
unlikely to prevail because of cultural repulsion with addictions to drugs and alcohol
generally. But the use of such data to undercut contemporary notions of human
agency presents a more clear danger.

The new brain research could well augment tendencies that have been part of
Western culture from both Athens (philosophy) and Jerusalem (theology) toward
the public control of deviant behavior based on character and/or perceived social
dangerousness regardless of demonstrable criminal intention. Perhaps my fear, it
will be argued, is an over reaction- a psycho-socially hysterical reading of culture as
tending toward a dystopian Brave New World, or more bounded, a Clockwork
Orange legal application. What I intend here is an abbreviated description of 
fragments of the Western heritage leading to the contemporary notion of the
autonomous self, with its assumption of human agency. This same history, I claim,
can just as well support visions of individuals as socially contingent and incapable
of real choice. The law generally assumes autonomy, but I think it instructive for
neuroscientists to attend to potential abuses that might accompany the appropria-
tion of the new findings. What may well be at stake is a shifting understanding of
fundamental ascriptions of responsibility.

What models of attributing criminal fault are now in place? Are present theo-
retical models so effective that a change in models of fault attribution would rep-
resent bad policy or social consequence? Why do I think that neuroscience poses a



social threat? In this chapter I respond to these questions. I will very briefly outline
the genealogies from philosophy and theology that have informed the contempo-
rary view of the attribution of criminal culpability. I will point to the fact that invari-
ably both Athens and Jerusalem present models that are in conflict with themselves
and each other in supporting very different and conflicting representations of philo-
sophical anthropology.

What is the most obvious threat posed by the new neuroscience to criminal
jurisprudence? Though many brain research findings have potential for altering
legal processes, my concern here is with the potential critique of consciousness and
thereby of intent as central to any attribution of criminal fault. The most radical
reading of brain research with respect to criminal culpability would negate con-
sciousness and intent as predicate for fault based on agency. If consciousness and
the sense of controlled intent within it are posited as not only epiphenomenal but
also illusory with respect to prediction and control of social dangerousness, might
such a view undermine notions of personal development toward autonomy as an
actual possibility?

The ideal of individual autonomy as the endpoint of human potential is socially
fashioned and has developed over considerable time to become the model of the
self in liberal political culture. It has become a shibboleth in criminal law that attend-
ing to how a society deals with its criminals indicates much about the society.
Jurisprudential models of attributing fault do not merely mirror social ascriptions
but feedback models of human anthropology. Autonomy as a possible state and as
a model of aspiration may come under increased attack.Whatever one’s philosophic
view of human individuality, circumscribing autonomy has political consequences
beyond the epistemological, consequences that are perilous for individual political
freedom. But isn’t autonomy so robust an assumption in criminal justice that any
neuroscience findings tending to undermine that assumption will be constrained to
very specific criminal justice ascriptions (as well as to therapeutic applications)? I
think not.

If autonomy as a model is a political idea beyond any philosophic controversy
about determinism and compatibilism, it has not always been so. Certainly, Western
theology has not always presumed individuals to be autonomous. Philosophy as well
assumed that if autonomy was possible it was not necessarily so for everyone. Pre-
enlightenment sentiments are still alive within even liberal cultures. Indeed, liberal
culture itself is uncomfortable for its own reasons with the myth of autonomy. We
may be at a significant conjuncture where politics, law and neuroscience are enlisted
into pernicious practices in the public control of deviant behavior.

Minimally, the new brain research may well reinforce tendencies in political
modalities of social control adding to present practices of preventive detention. We
now separate certain sex offenders from other convicts and hold them, under the
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guise of treatment, indeterminately. We may well extend this category to violent
criminality. The legal concern here has been reflected in significant numbers of aca-
demic essays but with little effect. My own experience in Wisconsin and in England
suggests that even when honest and intelligent bureaucrats attempt to police politi-
cians who want to extend categories of preventive detention beyond sexual crimi-
nals, the line may be difficult to hold. The English recently have considered
preventive detention for the criminally violent. We are seeing in the world’s culture,
both within and external to liberal states, lapses in or redefinitions of the rule of law
with respect to political crime, i.e., terrorism. Reduction of criminal disposition to
brain structure and function, even if fraudulent, could look antiseptic and thera-
peutic compared to some of the state sponsored terror that has recently been on
the world’s radar.

Sexual offenders do not have interest groups or populations of concerned citi-
zens arguing for their cause.We, in fact, care little for most criminals, generally over-
represented by minorities, whom we now warehouse. The competing philosophies
of punishment, whether based on retribution, deterrence or recent attempts at fused
models are little more than rationalization for practices that ignore theory for the
removal of what is seen as criminal waste. Political dissidents have never been
socially popular, at least until martyred. So extending preventive detention based
on any seemingly predictive diagnostic would be easily rationalized, I fear.

Let me present some personal history. When I started to consider the subject of
criminal responsibility as a young law professor in the middle 1960s and the early
1970s, several factors could enter into a sense that agency was flawed and that there-
fore attribution was unfair. Minority, age, duress, mistake of law or fact and insan-
ity were received terms to understand or negotiate responsibility attribution. But
we also contested what was called the ghetto defense. Statistics, as I remember them,
pointed to the fact that 18 out of 20 black males in the Watts ghetto of Los Angeles
were likely to have a criminal arrest record before the age of 18.

Did these statistics demonstrate a biological propensity of those living in the
ghetto toward criminality? Would the brains of these adolescents light up differ-
ently from other aggressive criminals? The ghetto defense did not hold up, not
because it was somehow wrong, but because it did not conform to the ideology of
human autonomy operative at that point in criminal jurisprudence. It would have
indicted the culture and excused crime intolerably. Would neuroscience research
mitigate or negate culpability for this class of offender, given that the class is still
very much a part of social reality? Public defenders and law professors concerned
with ghetto criminality were already attacking notions of individual autonomy as a
strategy toward reforms in the war on poverty, which as usual was lost. Their efforts
were forgotten in the new neo-liberal milieu. The point here is that reformers have
reason to critique assumptions about generalizing autonomy to everyone.
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In the 1960s law professors were already committed to looking beyond law to
related disciplines to understand the problems that the law had to resolve. Sociol-
ogy, anthropology, linguistics and finally economics were significantly appropriated.
Like many legal theorists of my generation who have approached questions of crim-
inal responsibility, I looked to psychoanalysis. Many who work in the criminal law
area had to publish on insanity. But we were already approaching insanity as a
concept after the cultural integration of psychoanalysis. Freud, of course, taught us
that even reason was more often than not the outcome of irrational processes. This
story is well known and for many Freud has been repudiated. But whatever one
thinks of the psychoanalytic legacy, it left a very definite mark. I can characterize
this as presenting a potential conceptual catastrophe for solving the matter of crim-
inal fault.

Most so-called normal people had some irrational core, the prevailing narrative
went. Further—and here was the brilliant move—the discerning analyst could reveal
an underlying reason in the form of unconscious motivations that prompted even
sometimes crazy behaviors and certainly many self-destructive behaviors by what
seemed normal actors. Reason itself was relativized and recognized as often in the
service of irrational forces. Of course, philosophy and theology each had proponents
of this view from the beginning of those disciplines. Arguably psychoanalysis as a
cultural feature helped undermine notions of reason and certainly changed the
boundaries of what was considered normality and pathology.

Of interest is the fact that psychoanalysis in the United States was presuming to
understand and treat criminality even when Freud himself had long since become
a therapeutic nihilist. Institutional practice and the practitioners who earn a living
from that practice do not change so quickly when the researchers go away or declare
bankruptcy. Texts and what counts as knowledge frequently outlast their original
context and can readily turn to something very different from the original intent of
the author or the theoretical claims. The search for originality in modernity attracts
scholars and practitioners to whatever is new and promising. Those who need that
base for a living are not always well motivated or even competent.This has certainly
been a problem in the introduction of forensic psychiatry in the courtroom. There
is no reason to believe that those who become the forensic experts for courtroom
neuroscience application will over time be any better than other forensic 
professionals.

With Freud, most legal commentators have argued that even if motivation was
blocked or dynamically unconscious, attribution of criminal culpability would and
should be unchanged from folk notions. Freud would in any event be a compati-
bilist, the position probably most prominent among philosophers of mind arguing
that determinism is compatible with generally holding a subject to agency, i.e.
morally or criminally responsible. Famously, Freud was concerned that he was
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looked on as a story teller and not a scientist. His significant public award was, after
all, the Goethe prize for literature. Nevertheless, for good and perhaps bad, Freud
set the standard for understanding human motivation over the last one hundred
years in Western culture.

Freud’s position was that we have unconscious psychological motivations that
deceive us about their meanings. Where the libertarian Sartre argued for radical
human freedom and found bad faith, Freud also famously argued for at least some
minimal human capacity for self-transformation. Where id was, ego shall be. Of
course, ego was itself partially and necessarily unconscious, but that did not make
it any the less capable of controlling the competing forces of lust, aggression etc. or
the self-lacerating forces of the too-constricted superego, which represented the
internalized demands of culture and law. But the articulated independent variable
for criminal blame was predicted for the most part on intent, not on motivation. No
doubt trial lawyers played on jury sympathy by stressing motivational reasons for
sympathy to the offender. For all his reductionism, Freud posited a mind that had
to be considered separately from brain mechanisms.

Still, the issue for criminal culpability rested on finding conscious intent, not
motive. Psychoanalysis affected everyday discourse by normalizing notions of
unconscious intent, even if few could make conceptual sense of what that might
mean. But the law itself by definition could conflate intention with motivation. In
self-defense, for example, intent is conflated with motivation.

I should mention here that one reason psychoanalysis failed with respect to estab-
lishing boundaries for insanity as against agency in criminal jurisprudence is that
psychoanalysis could not and did not seek to establish a boundary between the
normal and the pathological. My sense is that the insanity defense is designed to
draw a line around the most obvious crazy people, thereby affirming the agency of
all but those few. Psychoanalysis made that line very difficult to draw. Psychoanalysis
as cultural backdrop may also have contributed to underlying cultural assumptions
that have generally doubted the hegemonic notion of human agency.

2 The Epiphenomenality of Consciousness and Legal Excusing Conditions

What does it mean to ask whether consciousness is epiphenomenal? If the question
implies that all human behavior is reducible to brain and other biological interac-
tions, negating psychology as a human (narcissistic) illusion, then I resist the pre-
supposition. I posit that mind is still a category that is not reducible to brain, but
for criminal jurisprudence is and should remain independent in any ascription of
blame and consequent punishment or alternative disposition. But whatever I want
to think I must acknowledge that legal excusing conditions have been offered,
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sometimes successfully circumventing insanity and suggesting something other than
intention or insanity can mitigate criminal culpability.

We have with diminished responsibility and certain other recent defenses what I
would call the operation of the dialectics of sympathy. Diminished responsibility in
American criminal jurisprudence presents conceptual problems that may be logi-
cally irresolvable because the concept lacks logical coherence within itself. I under-
stand the concept as a safety valve, i.e., a concept based on inchoate sentiments of
justice that allows the jury or judge absent the jury to escape either/or determinants
and grade a particular behavior somewhat less than the definition of the proscribed
act would seem to dictate. We favor some for attributes or conditions surrounding
the proscribed behaviors which would generally fall within the general proscription.
The continued cultural distaste with which the insanity defense as escape concept
has met from McNaughton on has prompted lawyers necessarily and sometimes suc-
cessfully to create new excusing categories.

Recent history in the criminal jurisprudence of the United States has witnessed
a proliferation of disorders and syndromes which seem almost to have been
designed for the legal purpose of reducing criminal liability. Post traumatic stress
disorder, which has significant biological markers and other clinical indicia is one
prominent such entity. Battered women’s syndrome itself an example of the more
general post traumatic stress disorder has been offered in homicide cases to miti-
gate a wife’s killing of her abusing husband. The cultural conditions for sympathy
are not always so easy to adduce, nor are the conceptual boundaries for ascription
of reduced fault or excuse always so clear. Less successful attempts have been made
to mitigate or excuse criminal behavior because it is caused by post partum depres-
sion, post menstrual stress, gambling addiction, etc.

Biological correlates with the mitigating or excusing state are most likely present
but not necessarily sufficiently distinctive to differentiate biological cause with
human reason—the preferred category for criminal jurisprudence. The law in prac-
tice does not develop with logical consistency. Over 100 years ago Holmes admon-
ished us that experience invariably trumped logic in the legal process. History
defeats logic in his formulation. A question remains: to what extent are legal
processes amenable to alteration through reasoned discourse and what constitutes
adequate reason? I know of no historian or political philosopher who can more than
speculate on historical and cultural tendencies.

3 Classical Philosophy and Responsibility: The Greeks Christianized R (Like) Us?

Western philosophy and theology have provided both conceptual means for ratio-
nalizing the ascription of responsibility and the background for understanding dif-
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fering notions of human anthropology. The various genealogies that have been
shaped by theology and philosophy are not always consistent or coherent. The 
influences of the respective, sometimes fragmented traditions are speculative and
not readily readable. Moreover, I am reading this history as a law professor. This
means I am reading even the fragments that I am adducing here with a policy goal
in mind.

The changing Western narrative on responsibility is one place where genealogy
does makes sense. I here suggest several lines of thought that should be considered
in understanding the potential implications of the new brain research for jurispru-
dence and more particularly criminal jurisprudence. Specifically, I want to draw
attention to the influences that Western theology and philosophy have had, and may
continue to assert, even if perversely.

Philosophical Notions of Responsibility

The philosophers (Athens) contributed concepts and models of personhood,
and human agency. They considered such issues as the constitution of character,
the definition of the passions and their place with respect to rationality and 
the nature of control, including the voluntary and involuntary aspects of human
potential. This might be called philosophy of mind. A central premise from both
Athens and Jerusalem is that punishment should be constrained to fault and fault
required agency. Philosophically, retribution was not merely vengeance dressed up,
or at least so it can be argued. Punishment also was a state institution that had 
to clarify social obligation and reflect back certain measures for actual everyday
possible conformity. Punishment and its relationship to agency marks the political
influence.

Philosophy of mind, political philosophy of state and law, and philosophical
anthropology are for both Athens and Jerusalem of a piece. Our science, philoso-
phy, and religion are not integrated into a social whole.This disciplinary division has
the power of division of labor but it also makes the relative responsibility of the
uses for knowledge problematic. This factor or tendency has to do with the view of
human potential, in higher blown Monty Python terms the meaning of life, the like-
lihood of human achievement. I am speculating that under enlightenment notions
of rationality and human agency lies another tradition, one that in the Middle Ages
may have been called demonic. We do not name this underlying misanthropic,
anti rational tendency to war, greed, and self-righteousness. Let’s just call it social
psychology.

So we must consider the individual, the institutions of governance implied in pun-
ishment or some other social control mechanism like preventive detention and the
more speculative question of what the answer to ascription and disposition means
to general social understanding. A further simple point should be made, and it is
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one that examining Athens and Jerusalem makes clear. Philosophy and the theo-
logies of revelation set high standards for the constituent cultures affirmed gener-
ally in lip service only. The same is true for us. All the theorizing about the person,
mind and brain, the social self and the autonomous self, the nature of retributive
theory as opposed to deterrence theory means little in the face of punishment 
practice in the United States where warehousing and the death penalty are general
practice in the face of science and philosophy that would determine significantly 
different practices.

The Greeks contributed criteria for conceptual intelligibility. But they also rec-
ognized and depicted a deeply tragic view of human limitation even before the
philosophers altered the Greek worldview.As much as Greek philosophy attempted
to transplant the tragedy of the poets with the clarity and fearlessness of the con-
ceptually crisp, tragic poetry did not leave the scene.

Aristotle, though reasonably optimistic about the reach of reason, ordered his
version of the mind by asserting more complexity without surprisingly, adding more
coherence. He emphasized the continual strife that the psyche had to deal with in
ordering various passions and needs to reach any sense of harmony. But even the
parts of mind that were allegedly governed by reason were potentially open to the
irrational.A.W. Price points out that Aristotle emphasized conflict as central to intra
psychic life. A weak individual could want something and know it was not good,
deliberate and still pursue it. Another because of passion might fail to recognize or
deliberate at all:

I believe that his very notion of practical judgment contains an irresoluble tension: judgment
that involves all-in evaluation must be intimately related to the totality of an agent’s desires;
and yet, if it is to be judgment, it must achieve a reflective distance from them that frees it
from dependence upon their fluctuating intensities. Practicality cannot, without equivocation,
be at once a feature of the content of practical judgment, and a matter of its effect. . . .
Aristotle is a philosopher of common sense who unfailingly leads us into intellectual 
territory where common sense is no longer a competent guide. (Price 1995)

Contemporary criminal jurisprudence generally requires little in the form of
deliberation to establish even specific intent in those crimes that provide a specific
intent element. The very model of deliberation that Aristotle offers as exemplary
marks little of what most people do even with respect to major decisions. Most of
us read deliberation into any action that seems purposive or otherwise intelligible.
Price is right that Aristotle’s theory of the working of the conditions and working
of deliberation and self-reflection remains obscure. But it also remains a model for
human aspiration.

The philosophers contested the tragic view of the poets and raised expectations
about the purposeful nature of existence and about human reason to tame the irra-
tional toward the achievement of the good. So they talk in terms of mechanism, for
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example when Aristotle theorizes about what moves the psyche in mechanistic
terms and then talks in more phenomenological language about the conditions of
practical deliberation for right human action.

But while I call Aristotle’s causal language in De Anima to account for the move-
ment of psyche to action mechanistic, the time frame that Jonathan Israel (2001)
calls the “crisis of the European mind” saw as insufficiently scientific, i.e., not mech-
anistic enough to fit the new Cartesian worldview. Aristotle was ultimately appro-
priated by the Christian cultural settlement into a rationalized scholasticism that
provided sufficient cultural connectivity to ensure hierarchical stability for church
and state. Progress, itself an ideological term, is not linear.Aristotle’s science became
dogma, as can the complex thought of any great thinker. Any mode of thinking can
become anathema or perversion to its original impulse.

Characteristic ingredients of this common Aristotelian legacy included the idea
that all knowledge comes initially from the senses, and that the human mind—as
Locke concurred later, in opposition to Descartes—is first a “tabula rasa,” and the
key notion that all things are constituted of matter and form, the later emanating
from the soul or essence of things so that bodies and souls cannot be separate enti-
ties in themselves, a concept resulting in the celebrated doctrine of substantial forms.
This concept of innate propensities in turn shaped scientific procedures by giving
priority to classifying things according to their “qualities” and then explaining the
specific responses and characteristics of individual things in terms of primary group
properties. Behavior and function consequently arise, and are determined by, the
soul or essence of things rather than mechanistically. Hence there is conceptual but
no observable or measurable dividing line between the “natural” and the “super-
natural,” a distinction which could only be clearly made following the rise of the
mechanistic world-view.

The philosophers set the standards of rationality for blame and the conditions for
punishment that would mitigate or excuse an actor’s agency. They grappled with the
same kind of problems we have. How to assess will, control, choice, volition, etc?
Their solutions are still with us (along with those of theology). But as said it is by
no means clear that they worked out the problems they bequeathed to us any more
than have we. Further we have not always been so clear about what they did claim.
From what I can determine, we still have not sorted out the proper translations of
Aristotelian conditions of fault attribution (Zaibert 2003). Notably, we may confuse
intent and the unintentional with Aristotle’s use of volition and non-volition. Intent
as intent is likely not an Aristotelian category. Confusion may be the result of trans-
lation but it may also be that Aristotle himself did not resolve the structure and
nature of mind and its relationship to biology. Kyron Huigens (2003) argues that
Aristotle had no concept of intent, rather one of character. Huigens argues that the
way out of the old philosophic tension between retributive and deterrence theories
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of punishment is to recognize that the place that intent takes in punishment theory
for modernity had been within notions of (bad) character and that at least in an
implicit sense we still make ascriptions of fault on character and not intent. His res-
olution is worthy but there are classic cases where we create rules of evidence and
institutional procedures to in fact negate the very human predilection to ascribe
fault to character and not intent. So we no longer allow jurors to serve if they know
an alleged offender, exactly for fear that character will be the prevailing factor and
not whatever the particular mens rea required by the definition of the charge.
Further, defense lawyers are often at pains to admit the defendant is a generally
bad person but did not intend the act in the particular case.

However, in one sense I do not think that the conceptualization of criminal fault
has changed much since Aristotle codified his understanding of moral development
in the Nicomachean Ethics. Richard Sorabji (1992) warns we must be aware of the
intentional and mistaken misreading of predicate philosophers as we discover them
in us. Sorabji argues that Brentano found intentionality as an Aristotelian concept,
but to get to this interpretation he proceeded through “a long history of distortions”
encompassing medieval and early Western philosophy. With this caution and with
the understanding that intention differs from intentionality—the consciousness of
something in Brentano’s formulation, Aristotle’s philosophy still seems to fit folk
common sense. He seemingly gave us the notion that a person could reflect, delib-
erate, weigh alternatives and based on empirical assessments he could then make
refined prudent judgments.

Now this model was generally for the educated aristocrat. But it is a persuasive
model and one that ultimately yields notions like the autonomy of the self as
refracted through the democratizing elements of the radical enlightenment. But this
posit of human potential carried with a notion of educating citizens and education
presupposed the development habit and more importantly of character. So volition
could be learned, character formed and virtuous action intended. Thomas Aquinas,
in common with Aristotle and Maimonides, inter alia, held that (Christian) virtue
could only result from God’s grace and not habit and the character that would
express it.

Both the Greeks and the Hebrews stressed moral development and individual
responsibility. In The Republic, Plato even instructed that children should be
removed from parents to socialize them into appropriate social roles. Character and
not intent is the central posit here, both for the individual to develop the possibil-
ity of living a virtuous life and for the culture to provide the structures to foster that
possibility. The (idealized) state was to shape the structures for education and
thereby the conditions for virtuous action on the part of the citizenry. Law, that is,
was a tool of social engineering from the very outset but one in the service of a har-
monious virtuous reality beyond individual greed or desire.
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Whatever variant of liberal state theory one offers, the pluralism at the heart of
liberalism makes such a dependence on law as a moralizing structure antithetical.
It is clear that liberalism, however, is currently contested by those who would
conjoin classic philosophic notions of law as necessary power for cultural character
building with their very different value base. I do not think we have to stress the
fact that generally through human history philosophers have not prevailed. Plato
had to write his Laws as second best given the impossibility of instantiating his
Republic. Notoriously Socrates was forced to eat hemlock for his crimes of 
blasphemy and corrupting the morals of minors. (Would a scan of his brain 
shown much in common with the brain of a contemporary child molester?) The
Greek high culture lasted only a short time and its Hellenized versions diverged,
particularly in Rome, from any the practical possibility of the citizen in a 
non-corrupt legal order.

Theological Notions of Responsibility and Free Will

The theological move against tragedy is, perhaps, even more bleak. The sense from
the Hebrew (Jerusalem) is that humanity is created from dust and will return to it,
and that all human aspiration is grounded on unavailing narcissism (including the
writing of books, no less essays). The same tradition, of course, warranted that we
are made in the image of God. It also promises the possibility of salvation, though
generally only for believers. It might seem then, that we are like unto both God and
dust. But if we could aspire to God, the aspiration is shown to have had limited his-
torical actuality. Hebraic prophecy, a high point of revealed ethical demand, was
invariably predicated on idolatry and greed of the people of Israel, and thus perhaps
chose to highlight the iniquitous turn of humanity’s nature.

What do we make of the conflicting revelations? Perhaps ironically, the tendency
derived from Christian theology against the rational nature of human existence and
against rationality itself could turn that theology on its head.The Hebrews did allow
that living according to Torah would warrant a life. But the exemplary Biblical cases,
notably prophecy, as stated, demonstrate the incapacity of the people to adhere 
to the basic standards of decency circumscribed by revealed law. The Christian
moment, of course, promised salvation but it undercut the direction to achieve that
state by will or act. (This account simplifies the theological struggles, e.g. between
St. Augustine and Pelagius.) Christian theology also undercut the power that the
philosophers accorded reason.

This dark side of the human soul bequeathed to us as an aspect of our Christian
legacy, allied with the dark aspects of Jewish and Greek influences may play out by
reinforcing any tendencies negating individual optimism about the nature of moral
control. We then have two competing tendencies in the backdrop of Western meta-
physics—one that emphasizes the agon or struggle of the human soul over the 
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transgressive and irrational (not necessarily the same things) and another that also
demands struggle but affirms that only God, an outside force, can bring grace.

The common aspect I want to emphasize from these various influences that
underlie Western philosophic anthropology is the sense of conflict and struggle
immanent in the individual and species being. The sense of conflict and struggle, I
maintain, makes sense only at the level of an inchoate consciousness, whatever the
operation of the brain. This sense of effort and conflict is deeper than the particu-
lar intention in any given case—it propels the self toward any integrity, in the sense
of wholeness it may conceivably achieve. (It may be characterized as losing as often
as winning in the struggle toward a wholeness that may be achievable only momen-
tarily and contingently.) Again Western history certainly, in its theology at least, has
always provided an underlying rebuke to individual agency. “The Devil made me
do it” has not always been a joke. Christian theology has had a current of anti-
rational implication.

Of course, we have to be careful when we ascribe any uncontested set of claims
on any of the Western versions of theology. Christianity within Catholicism has its
own traditions and conflicts of interpretation. The history leading to the Reforma-
tion and the wars in religion’s name subsequent to the constituting of the various
Protestant confessions makes clear competing notions of Christianity itself. Each
version needs explication for its respective position on determinism, choice, respon-
sibility and freedom. No less is the case with Judaism. As fraught as the contempo-
rary question “Who is a Jew?” may be, the history of Jewish thought is itself the
subject of tension, struggle, debate and controversy. So any general statement about
what Christianity holds, or what Judaism holds, is bound to be problematic. That
being said, I will now say that Judaism is philosophically committed to a position of
free will.

But what is the position of God in relationship to this posited freedom? Harry
Wolfson (1979) claims that all the philosophers of scripture up to and including the
Arabic philosophic period, including the Hellenic Jewish philosopher Philo, the
Church fathers and all the leading Islamic philosophers, posited that the capacity
for human free choice was a God given gift.Affirming the claim that Jewish philoso-
phers held freedom to be a central attribute, Lenn Goodman (1987) argues that
Maimonides as well as Aristotle and Spinoza are nevertheless compatibilists. For
each, Goodman argues, determinism is central, but human action and character are
also self-determining and not merely externally controlled.

What is the rabbinic position on the question of intention if freedom is assumed
to be a central value and capacity? How does intention relate to the compatibilism
that Goodman posits of Maimonides, who in this sense is in accord with Aristotle
and the rabbis? Two concepts are of significance: intention and yeser. The first is
what we mean by intention, assuming that we do mean something beyond the firing
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or arousal of brain mechanism. The second concept is less well known and goes to
a claim about tendencies or desires good and evil that motivate the humanity from
birth and likely for most to death. Each is immanent in the originary narrative of
the exile from Eden, which has dominated Western theology.

The Hebrew Bible has been and continues to be influential, perhaps even more
influential than it has been in recent years. The first story, indeed, the original story
concerning human creation and anthropology is the story of Eden and the fall from
grace in Christian thought or the fall from truth in the thought of Maimonides, the
most eminent Jewish medieval thinker.The relationship of humanity to God, of man
to woman, of faith and law to desire, of harmony to strife, of the limits of reason for
happiness are all folded within the tale of Adam, Eve, the Serpent, and God.Western
theologians never exhaust the meanings encapsulated within the story not only
because of its originary pedigree but because each generation rightfully appropri-
ates the story for its own cultural needs.

Why does Eve allow the Serpent to seduce her? Why does the Serpent feel the
need to do so? Why does Adam so readily allow himself to also comply against
God’s mandate? What are the differences in punishment that God meets out for
the respective transgression by each of the sinning parties? Jewish and Christian
thought draw endlessly on elaborating the issues and the consequences of this first
human exile. The hermeneutic responses to the story of the fall are at the core of
the questions that I am touching on here. They involve the question of God and
limit terms, the nature of crime and obnoxious behavior, the limits on desire by self-
control, the nature of knowledge, the plasticity of consciousness, the function and
nature of punishment, inter alia. The noted Judaica scholar Jacob Neusner (1991)
argues that the Serpent because of deliberate, conscious intention is sanctioned by
God more severely than either Adam or Eve, each of whom is effectively duped
and so punished in a lesser degree. Maimonides, in The Guide of the Perplexed, com-
ments that the loss of Eden represented the loss of humanity’s capacity, without
struggle, to differentiate truth from falsity, and to confuse truth with good and evil,
categories unnecessary in the harmony of the garden. So the Serpent, the story goes,
must from that point slither and presumably no longer speaks. But on some reck-
onings humanity lost even more—it lost its instinctual grounding and its tranquil-
ity in a hospitable world. The question of severity of punishment is not so clear.
From Kant to Gilbert and Sullivan it is easy to talk about the punishment fitting the
crime.

Neusner (1991), while analyzing various dimensions of the notion of responsibil-
ity and the nature of political theory, also holds that rabbinic Judaism posited free
will and attributed responsibility and punishment based to some degree on an
assessment of degree of deliberation and intention. He goes so far as to claim that
intention even beyond action is central to human fault in rabbinic thought. He
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attributes the reasons for this position to be the rabbinic theological need to tie
human action into relationship to God’s commands and to rest all politics and cor-
porate responsibility (of the Jewish people) to what the people have done and might
do.

The link between the social order of holy Israel and the cosmic order in Heaven
is forged in the shared if ineffable bonds linking God and humanity, the fragile yet
firm web of plans, intentions, and attitudes. That accounts, as I just said, for the, to
us egregious responsibility that the politics undertakes for not only what people
have done but also what they might do, that is, for what their present intentions and
plans signal that they are going to do. Why do we kill the potential sinner or crim-
inal before he or she does anything at all? Because the determinant is attitude, which
governs all else. And the attitude (it is assumed) now has come to ample demon-
stration, even though commensurate actions have yet to take place. That that intan-
gible future also forms the object of political sanction-kill him first, before he does
anything-we now realize forms the critical indicator of that which the politics bears
responsibility. And, I am inclined to think, the individual’s attitude, not that of
society, is at stake: society cannot form an improper affective intention, only an indi-
vidual can.

In fact, rabbinic distinctions concerning intention and the attribution of fault for
some degree of conscious negligence seem remarkably or perhaps not so remark-
ably similar to common law development. The concept of yeser is perhaps struc-
turally more basic than even intent to rabbinic thought. Intent must be formed out
of the forces that constitute human agency. Yeser are constitutive forces. The rabbis
talk of good yeser and evil or bad yeser. So what is yeser? Boyarin (1993) and
Schofer (2003) argue that yeser is for rabbinics a given tendency—either one
impulse for some rabbis, or two, struggling between good and evil. In some cases
bad yeser may have good results, warranting reproduction and sexual satisfaction
when properly channeled. But though Boyarin and Schofer find subtlety and the
possibility of self-realization in the individual’s struggle with yeser some commen-
tators in the tradition have much less optimism for its place in human anthro-
pology. Davidson (2005), in his recent biography of Maimonides, quotes the 
commentator Jabez:

The “evil inclination . . . loves the commission of sins and despises the negative command-
ments,” and in the same way, “the human intellect . . . loves intellectual thoughts, . . . and
despises the true opinions of the Torah, resurrection, and the Great Judgment Day, all of
which stand in opposition to intellectual syllogism.”

Further, following Kierkegaard and the ordinary man who traveled with the
attractive woman without attempting to seduce her or being seduced by her, it would
seem that only moral luck (Aristotle), the analogue of the knight of faith (grace),
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or conscious intellectual struggle will transform the individual, enabling the proper
path. And that conscious effort may be inconsequential. Yeser then, like notions of
character, intent, rationality and its weakness, vary through the Western history of
ideas. There is no warrant that history is or will be progressive.

4 From Intent to Social Danger: Current Trajectory

Intention has been long considered a necessary element for the finding of criminal
fault for Western morality and law. But intention is only a marker for a mental or
psychological element for moral or criminal fault. Intention should not and cannot
be equated with the philosophical notion of intentionality, famously figured by Franz
Brentano.The intentional element in criminal jurisprudence differs from what might
be generally labeled intention. The intention that constitutes an element of a crime
may be an omission, that is, the non-doing of some act that the law demands as duty.
Some societies demand a duty to rescue a person at risk if no danger exists for the
likely rescuer. Others place no duty on the Samaritan. In any event the question of
attribution is cultural, and contested.

The question of whether or not to find criminal fault and attach blame for some
degree of unintentional negligence has attracted a good deal of theoretical atten-
tion, but suffice it to say that some degree of recklessness has been ultimately
enough to provide the necessary mental element for criminal culpability. We also
have attached criminal sanctions to corporations beyond the ascription to a partic-
ular human being. And there are examples of strict liability in tort law and arguably
in criminal practice as well. The point is that intention in this usage is a construct
or place holder for a presumption that some undefined awareness should generally
exist before the ascription of blame. Intention draws on an intuition of human
freedom and agency. We may be cynical or skeptical and claim that the law here
rests on notions of soft determinism, i.e., a myth of freedom that the cognoscenti
have generally known, at least with respect to others, to be a fiction.

Intention is a marker for a presumed or attributed psychological state. Anglo-
American criminal jurisprudence has long insisted on both the finding of both mens
rea and actus reus for legitimate ascription of criminal culpability. Actus reus, i.e.,
the behavioral element of the crime, already has a definitional consequence of
finding an action not a behavior. An action for law as for philosophy presumes an
actor, one who purposely affected a result in the world—in short an agent.

Let me give a recent and contentious example of definitional reach from recent
conceptual politics where a strong case put forward from feminist jurisprudence has
altered criminal attribution. The jurisprudence concerning the judgment of the
occurrence of rape has gone through various stages in the last generation. Rape had
been defined as the forcible, non-consensual vaginal penetration by the penis. But
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there have been text book cases that clearly indicate that the alleged rapist never
realized he did not have such consent or he would not have proceeded. From the
woman’s experience, she was indeed sexually taken against her will. This is rape, or
not, based on cultural and legal definitions, not on the real world consciousness of
the alleged perpetrator. Nor do I think that knowledge of the alleged violator’s brain
state would be of significant help, in this case at least, to make an attribution of
blame.

The issue goes to the just balance between potential offender and victim con-
cerning what was actually known or should have been known. A way to lessen the
problem is to calibrate the nature of punishment. But can we talk about fair pun-
ishment if the offender did not intend rape but did rape by the new formulation?
Alternatively is it fair to a victim to tell her she was not raped when she knows she
was? The question must be extended-fair for whom? The recent balance has been
to recognize the victim’s experience as central to the crime.

So what is intention and how does the fact finder ascertain intention? Also should
we hold someone criminally liable in the absence of intention even if the offender
is negligent to some significant degree? What would that degree be? Further can
we legitimately hold someone liable for consequences that are socially dangerous
though they were unintended and not negligent? This presents the problem of cre-
ating conditions of strict liability and holding someone responsible criminally
though they lacked any element of consciousness or fault except the fortuity of ini-
tiating a sequence of events that resulted in chargeable social danger. Perhaps
equally importantly, do we wish to keep a mental element central to the question
of attribution of fault?

My caution is that, despite a robust challenge by jurisprudential commentators
who seek to preserve notions of agency the conditions for altering the paradigm 
of fault attribution, mass society tends away from intention and toward some 
notion of social insurance and protection against harm, irrespective of the state of
mind of the dangerous or objectionable actor. Versions of attribution of fault
derived by some commentators now or in the near future may well tip the balance
toward mechanisms that rely on indicators other than ascription based on an assess-
ment of the consciousness or as part of that consciousness- the intention of the
other.

Philosophically sophisticated analysis has also been advanced to undercut or at
least reframe the relationship of that aspect of criminality that we call evil. Hannah
Arendt talked about the banality of evil in her controversial analysis of the 
Eichmann case (Arendt 1963). Arendt was not letting Eichmann off the hook, but
she was saying that he was no different from many if not most bureaucrats. The
social structure itself can generate evil effects, which in and because of aggregate
behaviors have great reach and are well beyond any individual intention. Susan
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Neiman (2002), following Arendt, has argued we can no longer place intent as a
central category for assessing and ascribing evil to human action.

Where certain medieval and perhaps even contemporary actors blamed the Devil
for criminal transgression, some scientists have sought to discover some universal
for at least some criminal tendency in individual biology. Phrenologists saw skull
formation as indicative of potential criminal tendency. For a while, body type figured
into criminological theory. Genetics, notably the xyy chromosomal pattern became
associated with a high potential toward violent, potentially criminal behavior.

We have also traversed a social space where scientists and policy makers have
had great faith in expertise that could humanely deal with criminal offenders pred-
icate on questions of social dangerousness and not individual intent. Even after
public faith in scientific expertise has waned in the criminal justice arena, schemes
that would look just at behavior and not intent for social control purposes have
been and are very much still a part of our policy armamentarium. So there are com-
peting tendencies in reformulating the jurisprudence of criminal responsibility. One
tendency is to focus on assessing dangerousness of the offender and not the intent.
Questions of volition, consciousness and ascription of other mental attributes
become of little relevance. The question then becomes both epistemological and
political. Can social science or biology or more particularly neuroscience provide
the criteria to both discover the criminally dangerousness on the one hand and then
provide appropriate means of disposition on the other? But an equally significant
question is, even if social science or cognitive science, or even ultimately neuro-
science can provide concepts to reshape the control of public deviant behavior,
would this make for good policy and politics?

The other tendency besides a move toward making intent epiphenomenal or in
fact irrelevant is to use social science, psychiatry and now neuroscience to under-
stand offense and perhaps mitigate punishment as caused by brain function and not
intent. We are then dealing with a causal model and not attempting to discern
reason. The distinction is between intent and motivation. But here motivation may
be expunged as well in the name of an independent biological variable.

5 Libet and the Potential Paradoxical Assault on Notions of Moral and Legal
Consciousness

Benjamin Libet has designed some of the most impressive empirical work we have
on brain functioning and its possible relationship to intent and consciousness. In 
his career he has worked with some of the most influential neurosurgeons, experi-
mentalists and philosophers concerned with mind/body relationships. He is a neu-
roscientist who has maintained a view that mind cannot be readily collapsed into
the brain. So he has remained committed to a notion that individuals can make
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choices that are differentiable from the operations of brain mechanics. He argues
against attempts to identify mind and brain philosophically. He is in fact about as
libertarian as a neuroscientist might be. Yet arguably it is his work that might most
effectively refute the status of consciousness and more particularly intention as
having anything but contingent relationship to brain functioning.

Libet’s work is instructional for the question of the potential or even likely pos-
sible applications of any neural science work that posits the epiphenomenality of
consciousness.The work is important for two reasons.The empirical findings support
arguments about consciousness as merely a reflection on and after behavior. Daniel
Wegner (2000) argues that this and other work must be understood to mean that
intentions are not causal and conscious will illusory. But the work is significant for
another reason, beyond its merit as cutting edge neuroscientific research. This con-
cerns not the truth or accuracy of Libet’s work or his interpretation of it, but the
appropriation of his work by academic lawyers, policy makers and politicians. The
question of influence may be as important as the empirical experiments.

Let me turn to some implications of work like Libet’s in respect to legal appli-
cation. Below I reproduce a question that was posed in December 2004 in the final
exam given to students in Professor Walter Dickey’s Criminal Law course at the
University of Wisconsin Law School. Dickey has been an influential contributor to
criminal jurisprudence. He interrupted his scholarly work and ran the Wisconsin
Department of Corrections for several years. The question is not a speculative flight
into theory but a concern that the problem presented is current. Where the concern
in this volume is with the causal capacity of consciousness to affect behavior, law
assumes such capacity as a matter of folk psychology. In reality law has worked
through some of the possible contentious issues that might nullify consciousness as
only an observing mechanism.The problem is one of disciplinary misreading.Where
this volume is concerned with a confined issue, lawyers, politicians and policy makers
could well read misread beyond it intellectual concerns and use neuroscience to
reinforce tendencies that already exist to undercut notions of autonomy and
advance institutional control mechanisms beyond what neuroscientist contemplate
and philosophers think wise.

Here is Professor Dickey’s question:

Dr. John is a distinguished scientist at the University of Grace Medical School. His specialty
is the brain and he has done years of work on brain imaging. Brain imaging requires the use
of computer imaging to see which parts of the brain are activated and when they are acti-
vated in relation to various activities. So for example, Dr. John is able to identify when
patients are experiencing various emotions, such as grief and fear because particular loca-
tions of the brain have been found to “light up” when these emotions are experienced.
Indeed, Dr. John has testified in criminal cases as to whether certain situations and activities
elicited fear in defendants by duplicating the situations and taking a brain image.
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Lately Dr. John has been conducting experiments in which he has plotted timelines reflect-
ing the temporal relationship between the experience of thoughts and feelings, and the
subject acting on them. He has developed a substantial body of laboratory and clinical evi-
dence that violent actions often come before the thoughts and emotions which are commonly
believed to give rise to violent acts.

Dick has been charged with First Degree Intentional Homicide in violation of 940.01 He
killed Vic in a fight in a bar, but claims that Vic broke a bottle and was coming at him with
the intention of slashing him with it. Vic was heard by witnesses to say “You’re dead meat”
before attacking Dick. Dick has pled not guilty and not guilty by reason of mental disease
or defect, under 971.15. You are an assistant District Attorney.

The defense lawyer for Dick has indicated that he intends to call Dr. John as a witness. Dr.
John will testify that he has conducted extensive brain imaging of Dick and has concluded
that, like all people on which he has conducted brain imaging, Dick acts reflexively before
experiencing the thoughts or feelings that he (Dick) believes cause him to act. The lawyer
says this will show conclusively that his client did not intend to kill. Dr. John will testify further
that his research shows that free will is a myth. “My experiments prove we often don’t think
before we act. It’s the other way around,” is how the defense lawyer has paraphrased Dr.
John.Your boss has asked you to write a memo explaining whether the evidence of Dr. John’s
testimony is admissible in this criminal case.

Let’s assume that the expert testimony is at least partially admissible. The con-
clusion about free will as myth is certainly problematic, but attempts by appellate
courts to constrain experts to “facts” and not conclusions frequently fail. Certainly
one way to safeguard the law from any challenge about its assumptions of agency
in ordinary cases would be to limit expert testimony. Stephen Morse has spent a sig-
nificant part of his career marshalling arguments to protect robust legal commit-
ments to the person as agent. He recently responded to the presumed critique of
agency from neuroscience in an essay commissioned by the American Association
for the Advancement of Science (Morse 2004). Morse significantly relied on Libet’s
empirical work as setting the conditions for any legal challenge to notions of agency
in criminal jurisprudence. Lauding Libet’s “exceptionally creative and careful
studies,” he concludes:“I do not think that they imply, however, that conscious inten-
tionality does no causal work. They simply demonstrate that nonconscious brain
events precede conscious experience, but this seems what one would expect of the
mind-brain. It does not mean that people can ‘veto’ the act, which is another form
of mental act that plays a causal role.” He also argued that attempts to reduce mind
and its reasoning processes to brain mechanism were unlikely to diminish the status
of agency in criminal jurisprudence.

I know Professor Morse and I generally agree with him on most issues concern-
ing the attribution of legal responsibility. Morse uses words carefully. Here he talks
of “mind-brain” and of “intentionality.” “Mind-brain” and “intentionality” may not
resolve the question put in Dickey’s hypothetical. Dick, the defendant, may have a
self-defense plea. He may be able to mitigate to something less than what is 
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called in many jurisdictions first degree murder, to a lesser charge of unlawful 
homicide under several potential theories, depending on the jurisdiction.
Manslaughter based on heat of passion and manslaughter based on an unreason-
able mistaken response to the alleged attack are possible, but the heat-of-passion
defense is unlikely.

What does the definition of intentional homicide require? I have already 
stated that in most jurisdictions, intent for mens rea can be formed instantaneously.
The law is already sensitive to the difference between conscious intent and 
intentionality. If the criminal element for intentional unexcused homicide is 
predicated on conscious intent, and if the expert testimony comes in, and if the 
jury believes the expert that behavior precedes intent in this case, it would seem
that there was no intent and therefore no crime.Why an insanity plea might be used
is unclear except, unlike Wisconsin, in a capital sanction case. A defendant can be
committed on a finding of insanity, and he is likely to be so, and to serve as long or
longer time than for a criminal conviction, in a place that is a prison even if called
a hospital. But the facts do not show what I think is definitionally required in most
states for the successful use of the defense. What can we make of real but inexcus-
able rage based on threat or a challenge to manhood or just testosterone madness?.
There is a significant body of law that makes it clear that uncontrollable rage may
in the right case mitigate (as will self-defense) but will not excuse. Criminal jurispru-
dence cares little for rage even if it can be shown that it precludes the formation of
intent.

Morse talks in terms of intentionality and if the mental element for conviction
implies intentionality as the standard, the prosecution may face little problem in
terms of supporting a burden of conscious intention. Intentionality by all means can
be implied in any purposeful behavior. The root of intentionality is full bodied in
the sense that it implies directed, purposeful action. If this is what the law requires
then in this case and perhaps generally neuroscience poses little new for law. In fact,
some commentators think that this is the way the law operates. But if the state must
show conscious intent and the expert testimony is admitted and the jury buys the
expert, then the state has a problem.

There are several solutions:

• The definition of criminal responsibility could be altered to read that conscious
intention is not required for fault; only purposive action—intentionality and not
intention.
• The law could turn to character rather than specific, conscious intent as the defin-
ing characteristic in criminal attribution. I have no doubt that this happens in sub
rosa ways already. But for good reasons the law protects against character as defin-
ing responsibility in any particular case. We do not want people on the jury who

296 Kaplan



know the defendant, for fear of prejudice. Propensity or even past behavior may be
deadly wrong in terms of attributing fault in a specific case.
• The law could give up on requiring proof concerning consciousness at all. It can
demand proof of behavior and then determine appropriate disposition if the sanc-
tioned behavior is proved. But this is not a solid solution because it undercuts folk
understanding on the one hand and does not resolve certain cases where the ques-
tion of crime is not the behavior but the underlying motivation. Such a policy shift
could result in disposition placed in the hands of experts (read bureaucrats). In the
hypothetical case did Dick defend himself or not? Was his rage justified or excus-
able under the circumstances?

I have not discussed the place of affect with respect to consciousness and inten-
tion. Guilt is the elephant in the room. Legal guilt is a social attribution. The actor
may experience the feeling of guilt and the law may find that feeling misplaced, neu-
rotic. Or the actor may experience existential guilt, not misplaced. Such feelings, just
like rage, are conscious and may determine future response and may be significant
for the affirming meaning in the world. Sterilizing the law of the guilt problematic
in the name of efficiency or as a matter of reform to mitigate vengeance undercuts
representations of autonomy culturally and perhaps also elides some aspect of the
self that is morally real and not mere social construction.

6 Notes toward a Conclusion

Anthony Kronman (1993) has lamented the loss of Aristotelian prudence in either
law teaching or in legal research. He asserts that economics has gained hegemony
in legal discourse. He means that legal academics think in institutions and complex
structures and not individual case by case analysis. Policy suggestions that come
from such structural thinking may well involve paradigmatic shift. Kronman echoes
Frederick van Friedrich Hayek, who earlier in the twentieth century also warned of
the dangers consequent to massive political shift through broad legislation, which
given complexity will invariably result in perverse effects. Hayek’s “road to
serfdom” argument must have been unsettling as well as overwrought for those
looking to social change through legislative sweep.

Whatever one thinks of the Hayek or Kronman position I think that it does point
to the possibility of paradigm shift more sweeping and radical in any area of social
contest than is generally felt possible. Neuroscience research is accompanied with
great fanfare in the popular media. It can help the blind to see. I can help us deter-
mine if people are lying. It can help differentiate the truly traumatized from
malingers—and on and on. The truth for each of these claims is problematic but if
the public is dramatically reinforced of the correctness of any of these claims it may
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well support uses beyond the knowledge base. The first generation of scientific
researchers who adduce powerful results are not the people who generally apply
those results over the long haul. The institutional rationalization of neuroscience
into policy can produce the kind of banality of perverse affects that concern Arendt
and Neiman. Even should these people be attentive to the possibilities of abuse of
so potentially powerful knowledge, it will be difficult to marshal policy that advances
human concerns and is not captured for social control purposes that undermine
fragile models of autonomy and dignity.

The Greeks had their dark side, and bad yeser can be appropriated in the dis-
course of any day as pointing to the irrational, dangerous, and impulsive elements
in the anthropology of the species. The Manichean heresy is not well understood
today, but I conjecture that Aristotelian prudence is not ascendant in the world, that
character is not formed in liberal polities to express virtue, Jewish, Christian, or
Greek, and that monotheism has not won the day. I fear that in their recesses, in
their synapses if you will, people secretly believe that evil is as powerful as good
and that the universe is of the battleground for the struggle of these elemental
forces. The best of neuroscientists enjoy the kind of consciousness that Spinoza sug-
gested possible by understanding that the world was constituted by one substance
and that substance is called God. Freedom then famously is the joy of understand-
ing and therefore accepting necessity. For most of us, if we refuse the Manichean
subversive sentiment, we find only bleak and sterile mechanics. If we are only
synapses and sinew programmed in evolutionary logic, why not remove those with
propensities toward criminal offense? Of course, the old point always must be
raised: who will police such action?

The problem is one of interdisciplinary misreading. While this volume is con-
cerned with a refined issue concerning the current status of consciousness and its
relationship to brain mechanism and most see no problem with neuroscience’s
undercutting notions of individual autonomy, I do not think this is how politicians
and policy makers will view this research. During the struggles of the enlighten-
ment, from Descartes through Spinoza and into Leibniz, Wolf, Newton, and Locke,
intellectuals were cautious for fear of state or church animus. Much could be said,
as long as it was not broadcast. I am not calling for self-censorship here. I am merely
cautioning that as with innumeracy, even smart people will confound neuroscience
beyond its empirical base.
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15 Bypassing Conscious Control: Media Violence, Unconscious
Imitation, and Freedom of Speech

Susan Hurley

We are what we pretend to be, so we must be careful about what we pretend to be.
—Kurt Vonnegut Jr., Mother Night1

Why does it matter whether and how individuals consciously control their behav-
ior? It matters for many reasons. Here I focus on concerns about social influences
of which agents are typically unaware on aggressive behavior.

First, I survey research about the influence of viewing media violence on aggres-
sive behavior. The consensus among researchers is that there is indeed a robust
causal influence here.

Second, I explain why, in the context of work in cognitive science and neuro-
science on imitation, this influence is not surprising. Indeed, it would have been sur-
prising if aggressive behavior had been immune from general imitative influences.
Imitation is a topic of intense contemporary scientific interest and of great impor-
tance for understanding what is distinctive about human minds. Recent advances in
understanding imitation and related processes shed light on the mechanisms and
functions that may underlie the influence of media violence on aggressive behav-
ior. Human beings have a distinctive tendency to imitate and assimilate observed
or represented behavior, which operates at various levels and is often automatic and
unconscious. Automatic imitative influences of which individuals are unaware can
compromise their autonomy.

Third, I consider how this bears on the liberal principle of freedom of speech.This
principle goes beyond the general liberal principle of freedom of action so long as
action does not harm others; speech is given additional, special protection from inter-
ference, even when it does harm others. Why? Answers often invoke autonomy. In
particular, speech is often assumed to engage autonomous deliberative processes in
hearers by which they consciously control their responses to speech. Social influ-
ences that bypass autonomy are implicitly assumed to be negligible. But what if they
aren’t? Empirical work on imitation is relevant to both the likely effects of speech
and to the character of the processes by which its effects are brought about.



As a result, I suggest, liberals should begin to think about responsibility in eco-
logical terms: to rethink issues about the way individual responsibility depends on
social environments, and about shared individual and social accountability for the
effects of speech when individuals are subject to social influences that compromise
their full autonomy. This requires understanding imitation and its implications for
issues about media violence, rather than persisting in unscrutinized assumptions
about the autonomous character of responses to speech.

Issues about media violence have been relatively neglected in discussions of
freedom of speech, compared, say, to pornography and hate speech. This is unfortu-
nate, because media violence raises basic issues about harm to third parties in a
simpler way, without also raising the complex issues about paternalism, equality, and
silencing effects that are raised by pornography and hate speech. The basic issues
are still difficult, and getting clearer about them may help to make progress on all
fronts. In particular, there is a large overlap between media violence and pornogra-
phy, so arguments about media violence may apply to some pornography, in ways
that do not depend on the more complex and controversial arguments about equal-
ity and silencing effects. My lack of attention here to pornography per se should thus
not be taken to imply that I regard my arguments as irrelevant to it. On the contrary.

I want to emphasize that the argument I develop about media violence is not
paternalistic: it turns on harm to others, not on harm to self. Opposition to pater-
nalism is irrelevant to it. Moreover, I am not arguing for any particular policy
response; that is a difficult further question. Rather, I am trying to open up a set of
issues and to excavate connections that need considerable further thought, at the
levels of both theory and legal policy.

1 Does Exposure to Media Violence Tend to Increase Aggressive Behavior?

The Effects of Media Violence: Consensus and Denial

Several hundred research studies have examined the relationship between exposure
to violence in the media and aggressive behavior.2 They have measured the effects
of violent entertainment and, to a lesser degree, of news reports of violence, and
have focused on whether exposure to media violence tends to increase aggressive
behavior. In general, aggressive behavior is defined conservatively in terms of inten-
tional production of physical harm or threats of physical harm (Berkowitz 1993).3

Responses have been highly politicized, and proponents of each side have often
been regarded as selective in their appeals to evidence (Renfrew 1997, p. 161;
Huesmann and Taylor 2003; Potter 2003; Bushman and Anderson 2001; Freedman
2002). Unfortunately, this work has been assessed without putting it into the essen-
tial context of our growing knowledge of imitation in general, as I shall do here.
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Since the Williams (1981) Report, many liberals have felt able to dismiss as unsub-
stantiated the thesis that exposure to media violence tends to increases aggression.4

This dismissal is now seriously dated. Surprisingly, there is a strong disconnect
between even educated public opinion on this subject and the increasingly conver-
gent majority opinion of researchers.5 This strong and growing consensus has often
not been accurately reported in the media, and has not got across to the public. Here
are some quotations from recent textbooks:

. . . the consensus of research opinion accepts that media violence does cause violence in
society. (Howitt 1998, p. 61)6

The evidence in support of the hypothesis that viewing violence leads to an increase in aggres-
sive behavior is very strong. (Gunter and McAleer 1997, p. 114)

For most investigators of media violence effects . . . there’s no longer a question about
whether viewing violent events in the mass media enhances the likelihood of further aggres-
sion. (Berkowitz 1993, p. 208)

This consensus view was endorsed in 2000 by the American Psychological Associa-
tion, the American Academy of Pediatrics, the American Academy of Child and
Adolescent Psychiatry, the American Medical Association, the American Academy
of Family Physicians, and the American Psychiatric Association. (See Bushman and
Anderson 2001.)

If readers wish to sample a few of the many studies, some suggestions: An influ-
ential meta-analysis published in 1994 by Paik and Comstock found a positive sig-
nificant correlation between exposure to media violence and aggressive behavior,
regardless of research method. (See also Comstock and Scharrer 2003; Anderson
and Bushman 2002, p. 2377; Anderson et al. 2003.) Science recently published the
results of a longitudinal study (Johnson et al. 2002) in which more than 700 fami-
lies were followed for 17 years. This study linked television exposure to subsequent
aggression. Contrary to what might be assumed, the link holds for adolescents and
young adults as well as children.7 Alternate explanations that were statistically con-
trolled for and ruled out include childhood neglect, family income, neighborhood
violence, parental education, and psychiatric disorders.8 Recent evidence shows that
exposure to violent video games also tends to increase aggression (Anderson and
Bushman 2001).

Effect Sizes

What is the magnitude of the effects of media violence? The effect sizes shown in
the 1994 meta-analysis are larger than the effects of calcium intake on bone mass,
lead exposure on IQ in children, or asbestos exposure to cancer—all risks we take
seriously (Bushman and Anderson 2001, pp. 480–481; Comstock and Scharrer 2003).
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Moreover, even small effects are magnified in human significance by the huge
viewing audiences of the mass media (as the advertising industry well appreciates).
Suppose, for example, that only 10 percent of viewers who see a certain program
are influenced to be more aggressive.9 This may seem a small effect size, but 10
percent of 10 million viewers is still a million people.The effects of increased aggres-
sion in a million people, some of which threatens or physically harms third parties,
may be highly significant in terms of human suffering (Rosenthal 1986). Whether
this is a price worth paying is a further question. Perhaps it is, but we shouldn’t duck
the question.

Methodologies

The research meta-analysis pulls together is of three main methodological types
(Anderson and Bushman 2001, p. 354). First, experimental studies randomly assign
subjects to violent or non-violent media and assess them later for aggression. Lab
experiments are not merely correlational, but permit rigorous controls and support
causal inferences, according to standard scientific criteria. However, they are criti-
cized as artificial in relation to real-world violent behavior, and for focusing on
short-term effects (Paik and Comstock 1994, p. 517; Geen 1990, p. 95). The Williams
Report pointed out that criminal and antisocial behavior cannot ethically be exper-
imentally produced, so surrogates or related behaviors are often measured; in some
cases this involves fictional or pretend contexts, such as hitting a doll, begging the
question of the relationship between fictional contexts and real-world aggression
(1981, pp. 65–66, 68).10 Field (as opposed to lab) experiments achieve similar con-
trols while making more naturalistic measurements (though the degree of control
may not be as high). For example, institutionalized delinquent boys were first
assessed for aggressiveness, and then shown violent or non-violent films for several
nights. Those shown violent films were subsequently more violent in daily life, not
just in the lab.The effect was especially strong for the boys who had previously rated
low in aggressiveness (Berkowitz 1993, pp. 207–208).

Second, there are correlational field studies, which assess types of media con-
sumed and their correlation with aggression at a given time. As is well recognized
in this literature, correlational studies alone do not establish causation.

Third, longitudinal studies assess correlations between types of media consumed
and aggression across time periods. The cross-lagged longitudinal technique used in
some longitudinal studies does support causal inferences.

Correlation vs. Causation

It is worth pausing to focus on the familiar objection that correlation does not 
show causation, which is often voiced in relation to the thesis that media violence
has harmful effects (Renfrew 1997, p. 161; Williams 1981, pp. 65, 71, 84; see also 

304 Hurley



Chartrand and Bargh 1999, p. 895). Perhaps aggressive tendencies cause people to
seek out media violence (the “reverse hypothesis”), or perhaps both have some
further common cause. It is important to recognize that media violence research
addresses this point effectively.

First, triangulation between different research methods and the mutually sup-
porting results they yield in meta-analyses supports the thesis that exposure to
media violence is not merely correlated with increased aggression but tends to cause
it. Experimental studies with careful controls and manipulations support causal
claims, and they converge with the results of more naturalistic fieldwork and cor-
relational studies (Renfrew 1997, p. 157; Potter 2003, pp. 28–29).11

Second, cross-lagged longitudinal studies also support causal inferences (Eron et
al. 1972; Renfrew 1997, pp. 156, 161). Here, measures of two variables are made at
both an earlier and a later time. If the correlation between A1 and B2 is substan-
tially greater than that between B1 and A2, this indicates that A causes B, not vice
versa. For example, viewing media violence by 8-year-old boys is strongly correlated
with aggressive behavior by those same boys 10 years later, but aggressive behav-
ior at the earlier age is not strongly correlated with viewing media violence 10 years
later.12 The pattern holds across all levels of aggressiveness in the earlier age group,
so is not due to different levels of aggression in the younger children. The result
controlled for other variables such as parental socio-economic status, boys’ IQ,
parental aggressiveness, etc. A similar pattern is found again 12 years further on, at
age 30, bridging 22 years. The 8-year-old boys with the strongest preference for
media violence were most likely to have been convicted of a serious crime by age
30 (Berkowitz 1993, pp. 227–228).13 Similar results have been found across five 
different nations (ibid., pp. 228–229).

As time passes, the relationship between exposure to media violence and aggres-
sion may well be reciprocal or circular: exposure may increase aggressive tenden-
cies, which in turn lead those affected to seek out further exposure to media
violence. The supposition that those with aggressive tendencies may tend to seek
out media violence is consistent with the thesis that media violence increases aggres-
sion; aggression and media violence may be in this way mutually reinforcing, in a
truly vicious cycle.14

Short-Term vs. Long-Term Effects

It is helpful to distinguish short-term and long-term influences of media violence.
Berkowitz explains the short-term effects in terms of priming (1993, p. 210ff; see
also the discussion below of imitation and the chameleon effect). Several studies
show that mere exposure to words connected with aggression primes punitive
behavior to a fellow experimental subject. Visual images are especially effective
primes. Subjects are more aggressive to someone who has earlier provoked them
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after they watch a video scene in which a villain gets a deserved beating. Berkowitz
also gives the example of suicide contagion: combined evidence from 35 US cases
shows a significant upward trend in the number of suicides in the month or so after
a celebrity’s suicide is reported. There are similar findings for the UK (Berkowitz
1993, pp. 204–205).

Huesmann, an author of the influential 22-year cross-lagged longitudinal study
cited above, gives a unified account of short- and long-term cumulative effects in
terms of the acquisition of cognitive scripts that serve as guides for behavior over
the longer term. Scripts can be acquired through social learning or imitation as well
as through direct experience of results, and incorporate procedural know-how as
well as declarative knowledge (Huesmann 1998, pp. 89, 97; Huesmann 2005, pp.
259–260). Predisposing personal factors and environmental context interact through
observational and enactive learning to lead to the emergence of aggressive scripts
(Huesmann 1998, p. 96). Repeated exposure to certain behavior patterns does not
merely prime short-term copying behavior, but also establishes particular scripts
and makes them more readily accessible for use over the longer term. Certain types
of media violence are more likely to generate aggressive scripts than others.15

However (as one would expect from the literature surveyed below on the
“chameleon” and related effects), exposure to violent media can increase the acces-
sibility of violent behavioral responses in ways that bypass norms, values and atti-
tudes over which the agent has conscious control (Comstock and Scharrer 2003);
such influences can operate even though the agent “officially” has a negative atti-
tude toward violent behavior. (See also Wilson and Brekke 1994.) Both short-term
priming and longer-term script effects can be triggered, without awareness on the
part of the subject, merely by the presence of apparently irrelevant contextual cues:
children exposed to a violent scene in which a walkie-talkie features have been
shown to be more likely to behave aggressively later in the presence of a walkie-
talkie; the color of a room in which violence is observed can have a similar effect
(Huesmann 1998, pp. 82, 83, 97, 98; Berkowitz 1993, p. 222). While priming effects
and script activation often can be evaluated and inhibited, it is a further question
how the evaluative and inhibitory scripts are acquired and activated. Scripts are
more likely to be controlled while they are first being established, but in the longer
term and with maturity, may become automatic (Huesmann 1998, p. 90). As well 
as activating aggressive scripts, viewing violence may disinhibit violence through
desensitization and changing what is regarded as normal. Children who have just
viewed a violent movie are slower than controls to intervene in serious fighting
between other children (Berkowitz 1993, pp. 223–224). One often hears the view
that media violence may have a cathartic effect, in defusing pent up aggression.
Unfortunately, the evidence simply does not support a catharsis effect (Huesmann
and Taylor 2003; Potter 2003, p. 39).
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In summary, the evidence shows that exposure to media violence causes an
increased tendency to aggressive behavior of significant effect size across the 
population of viewers, in both the short and the long term.

By what mechanisms does exposure to media violence have these effects? I
suggest that these may include the evolutionarily useful tendency of humans to
imitate actions they observe others performing, which operates in part automati-
cally and unconsciously.16 Moreover, to the extent an automatic, unconscious ten-
dency17 to imitate explains the influence of exposure to media violence, we cannot
expect introspective assessments of this influence by those subject to it to be accu-
rate. (On the myth that “it may affect others but it doesn’t affect me,” see chapter
2 of Potter 2003.) Let us now consider what has been learned about human imita-
tive tendencies.

2 Imitation

Background and Distinctions

Imitation is currently a focus of intense interest within the cognitive sciences and
neuroscience. In the nineteenth century, and often even today, imitation was often
thought of as a low-level capacity, and is often still thought of as such, but scientists
now consider this view mistaken. In information-processing terms, imitative learn-
ing appears to require solving a difficult correspondence problem: the translation
of a novel perceived action into similar performance (Prinz 1990; Nehaniv and 
Dautenhahn 2002; Heyes 2001, 2005). The capacity to imitate is rare, and is linked
in important ways to distinctively human forms of intelligence, in particular to lan-
guage, culture, and the ability to understand other minds (Rizzolatti and Arbib 1998,
1999; Gallese and Goldman 1998; Gordon 1995; Tomasello 1999; Arbib 2002 and in
press; Arbib and Rizzolatti 1997; Gallese 2001, 2005; Meltzoff 2005; Iacoboni 2005;
Hurley 2005, 2006; Whiten et al. 2001, 2005, Hobson and Lee 1999). Social learning
by imitation is not merely a means by which children acquire culture, but may also
have pervasive influence throughout adulthood (Comstock and Scharrer 2003), in
ways we are only just beginning to recognize. If so, this has important consequences
for our understanding of ourselves, both individually and socially.

It is helpful to distinguish different forms of social learning that are sometimes
run together under the generic heading of imitation. In full-fledged imitation, a novel
action is learned by observing another do it. As well as novelty, there is means/ends
structure: you copy the other’s means of achieving her goal, not just her goal. In
emulation, you observe another achieving a goal in a certain way, find that goal
attractive and then attempt to achieve it yourself. Through trial-and-error learning
you may rapidly converge on the other’s means of achieving the goal; this is not 
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imitation in the strict sense, but rather emulation of a goal plus trial-and-error learn-
ing. Another contrast is with mere response priming, as in contagious yawning or
laughing. Here, bodily movements may be copied but there is no means/ends struc-
ture; they are not copied as a learned means to a goal. Yet another contrast is with
stimulus enhancement, whereby another’s action draws your attention to a stimulus
that then triggers an innate or previously learned response. Emulation, response
priming and stimulus enhancement are easy to confuse with full-fledged imitation,
and careful experiments are needed to distinguish them.18 Indeed, goal emulation
and response priming can be thought of as the ends and means components, respec-
tively, of full-fledged imitation. The evidence I survey concerns the copying of ends,
of means, and of both in full-fledged imitation; all are potentially relevant to issues
about the effects of media violence. Some of the evidence I review concerns imita-
tion in the more restrictive sense of full-fledged imitation, while some of it concerns
copying in the broader sense, including copying goals or bodily movements and
without a requirement of novelty.

Imitation in Animals and Children

Goal emulation and response priming are found in nonhuman animals, but full-
fledged imitation has proved difficult to find in any but the most intelligent animals
(see Byrne 1995, Heyes and Galef 1996, Tomasello and Call 1997, Galef 2005; etc.):
apes (Whiten et al. 2005), cetaceans (Herman 2002), and some birds (Pepperberg
1999; Hunt and Gray 2003; Weir et al. 2002; Akins and Zentall 1996, 1998; Akins et
al. 2002). Some argue that it is present only in enculturated animals, raised by and
continually with human beings (Tomasello and Call 1997; Tomasello 1999). While
the animal results are fascinating, space is limited so I will pass over them to focus
on the human evidence, though making some comparisons.

Consider children first.An influential series of papers by Meltzoff and co-workers
demonstrate the imitative tendencies of newborn human infants and imply 
that neonates can equate their own unseen behaviors, such as facial gestures,
with gestures they see others perform. Infants also “perfect” actions they see 
unsuccessfully executed by adult models, apparently discriminating and copying the
goal of the unsuccessful action (Meltzoff 1996, 1988, 2005; Meltzoff and Moore 1977,
1999).

Kinsbourne (2005) argues that young children perceive enactively; perception is
automatically enacted in imitative (in a broad sense that includes copying of bodily
movements) behavior, unless actively inhibited. Arousal increases the strength of
the imitative tendency. Inhibition is a function of frontal areas of the brain, but
babies and very young children don’t yet have well-developed frontal function and
cannot inhibit imitative behavior. Overt imitation is the tip of the iceberg of con-
tinual covert imitation that doesn’t break through inhibition in adults.
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Importantly, children don’t just emulate goals; they also imitate novel means to
attractive goals. One experiment used a touch-sensitive light panel lying on a table
at which the experimenter was sitting; the experimenter turned it on in an odd way,
by bending over to touch it with his forehead. 14-month-olds who see this demon-
stration, after one week’s delay, also turn it on by touching it with their foreheads
(Meltzoff 1988, 2005).They do not do this unless they have seen the model do it first.
While children do not always imitate unselectively (Gergely et al. 2002), they have
a greater tendency than chimps to imitate rather than to emulate when the method
imitated is transparently inefficient (Tomasello 1999, pp. 29–30). For example, after
seeing a demonstrator use a rake inefficiently, prongs down, to pull in a treat, two-
year-old children do the same; they almost never turn the rake over and use it more
efficiently, edge down, instead. In contrast, chimps given a parallel demonstration
tend to turn the rake over (Nagell et al. 1993). When it is obvious that the observed
action is causally irrelevant to the goal, or highly inefficient, chimps try another means
to achieve the goal—they emulate. Children, in contrast, tend to be strongly con-
ventional and conformist: “imitation machines” (Tomasello 1999, p. 159).

Chimps seem to be better off in this comparison, at least in the short run. Why
might it be beneficial to humans in the long run to imitate (as opposed to emulate)
with such determination? Tomasello (1999) explains this in terms of the ratchet
effect: a tendency to imitation preserves rare one-off insights about how to achieve
goals, which would not be rediscovered readily by independent trial-and-error learn-
ing, and so lost without imitation. Imitation makes these advances available to all
as a platform for further development. Via the ratchet effect, imitation is the mech-
anism that drives cultural and technological transmission, accumulation and 
evolution.

Imitation in Adults

Adults with damage to certain areas of cortex imitate (also in the broader sense)
uninhibitedly, even counter to instructions. (See Luria 1973, discussed in Kinsbourne
2005.) Lhermitte and co-workers study patients with damage to a frontal brain area,
which they suggest normally inhibits automatic connections between similar per-
ceptions and actions. Damage to this inhibitory area releases the underlying imita-
tive patterns of behavior (Lhermitte et al. 1986; Lhermitte 1986; Stengel et al. 1947).
Lhermitte’s imitation syndrome patients persistently imitate gestures the experi-
menter makes, although they have not been instructed to do so, and even when these
are socially unacceptable or odd: putting on glasses when already wearing glasses.
When asked why they imitate, since they had not been asked to, patients indicate
that they feel they have to, that it is their duty, that the gestures they see somehow
include an order to imitate them, that their response is the reaction called for; they
do not disown their behavior and may attempt to justify it.

Bypassing Conscious Control 309



However, the human tendency to imitate is not confined to the young and the
brain-damaged.19 Various experiments demonstrate the way similarity between
stimulus and response can affect responses. For example: normal adult subjects
instructed to point to their nose when they hear the word ‘nose’ or point to a lamp
when they hear the word ‘lamp’ performed perfectly while watching the experi-
menter perform correctly. But they were unable to avoid mistakes when they
observed the experimenter doing the wrong thing: they tended to copy what they
saw done rather than follow the instruction heard, even though they were trying to
follow clear instructions to obey the verbal command (Eidelberg 1929; Prinz 1990).
Although the underlying tendency to imitate is inhibited in normal adults under
many conditions, it is still there, and it can easily be released.

Ideomotor Theory and the Chameleon Effect

Wolfgang Prinz explains such observations in terms of what William James called
ideomotor theory: every representation of movement awakes in some degree the
movement that it represents. The representation of an action’s goal can elicit move-
ments that would be means to that end; it has effects even when movements do not
break through overtly. Watching an action sequence speeds up your own perfor-
mance of the same sequence, even if you cannot explicitly distinguish and recognize
it; merely imagining a skilled performance, in sport or music, improves your own
performance: constitutes a kind of practicing, as many athletes and musicians know
(Jeannerod 1997, pp. 117, 119; Pascuale-Leone 2001). Moreover, neurophysiologists
have shown recently that observing a particular action primes precisely the muscles
that would be needed to perform the same action (Fadiga et al. 1995). Prinz (1990,
2005) argues, from the tendency to imitate and the reaction time advantage of imi-
tative tasks, that perception and action share a common neural code that enables
and facilitates imitation. On the traditional view of perception and action as sepa-
rate, imitation requires a complex translation between unrelated input and output
codes. A common code would avoid this correspondence problem; no sensory to
motor translation is needed.

Bargh, Chartrand, Dijksterhuis, and other social psychologists contribute 
further evidence of an automatic, unconscious tendency to imitate in normal 
adult subjects. They demonstrate that the mere perception of another’s behavior
automatically increases, in ways subjects are not aware of, the likelihood of the 
perceiver’s behavior that way himself. This is an imitative tendency in a broad 
sense, applying to goals of action as well as bodily movements that are the 
particular means employed; modeled personality traits and stereotypes automa-
tically activate corresponding behavior in us. We automatically tend to assimilate
our behavior to our social environment; Chartrand and Bargh (1999) call this the
chameleon effect.
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Here are some examples. External representations of hostility seem to prime
mental representations of hostility, making participants significantly more likely to
follow experimenter instructions to give shocks. And, even with no instruction to be
rude, people are, spontaneously, significantly more rude when primed with words
representing rudeness; ditto for politeness. Given subliminal exposure to words
associated with the elderly, such as ‘sentimental’, ‘gray’, and ‘bingo’, people get
slower, their memories get worse, and their attitudes become more conservative.
Participants who interact in an unrelated task with someone who rubs her foot rub
their own feet significantly more; transferred to another partner who touches his
face, participants start to touch their faces instead; they are unaware of the model’s
behavior or its influence on their own. (See Bargh et al. 1996; Bargh 2005; Bargh
and Chartrand 1999; Chartrand and Bargh 1996, 1999, 2002; Carver et al. 1983; Chen
and Bargh 1997; Dijksterhuis and Bargh 2001; Dijksterhuis and van Knippenberg
1998; Dijksterhuis 2005.)

One study measured performance on multiple-choice factual questions 
(Dijksterhuis and van Knippenberg 1998; Dijksterhuis 2005). Some participants
were primed, before doing the multiple-choice test, by doing some ostensibly unre-
lated exercises about college professors; other participants were not. The partici-
pants primed by thinking about this stereotype, generally associated with
intelligence, got significantly higher scores. In another session different participants
were primed by an unrelated exercise about soccer hooligans, while a control group
was not. The participants primed by thinking about this stereotype, generally asso-
ciated with stupidity, got significantly lower scores. It doesn’t matter whether the
primes are conscious or subliminal: people don’t see any relation between the
priming stimuli and the effects on their own behavior, even when they are conscious
of the primes. Such priming works also for thinking about general traits as well as
stereotypes, for aggressive as well as benign behaviors.20 The results are highly
robust, across dozens of different stereotypes and dependent variables, and using a
variety of different priming methods. The chameleon effect is automatic and uncon-
scious, applies to meaningful and meaningless acts, to ends and to means, and does
not depend on the subject’s volition or any relevant independent goal that would
rationalize the primed behavior. External visual and verbal representations of
behavior have a remarkable direct ability to control action, as Bargh (2005) con-
cludes from a survey of converging lines of research.21

Ideomotor theory is also invoked by these scientists to explain their results. They
hold that there is a direct link between perception and action; just thinking about
or perceiving a certain kind of action has a tendency to lead to behavior in line with
the thought.When? All the time.The chameleon effect is the default underlying ten-
dency for normal humans adults; it needs to be specifically overridden or inhibited—
as it often is in normal adults, for example, by being engaged in an intentional
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goal-directed activity that makes different demands. Nevertheless, the underlying
default tendency remains, covertly even when inhibited; and often it is not 
inhibited.22

Bargh emphasizes how hard it is for people to accept that these imitative influ-
ences apply to themselves: because they are unconscious and automatic, so people
are not aware of them, and because such external influences threaten their con-
ception of themselves as in conscious control of their own behavior.23 But, as Bargh
argues (personal communication), to gain control over external influences on their
behavior people need first to recognize that they are subject to them, instead of
denying this. Otherwise, people won’t attempt to control such external influences,
and they’ll have a field day (Bargh 1999; Wilson and Brekke 1994; Potter 2003, p.
101). Of course, a person can autonomously decide to enter an environment in which
he will be subject, in ways he will not be conscious of, to influences that alter his
behavior24—but only if he recognizes when making the decision that he will become
subject to such influences. Otherwise, his choice to enter the environment of such
influences would not be autonomous.

Mechanisms and Functions of Imitation: Mirror Neurons, Language, Understanding
Other Minds, Cultural Transmission

What kind of neural processing might explain the preceding observations? Mirror
neurons seem relevant here. These are a particularly intriguing type of sensori-
motor neuron, which have matching perceptual and motor fields: they fire when the
agent perceives another acting in a certain way or when the agent does the same
type of act herself. They can be very specifically tuned. For example, certain cells
fire when a monkey sees the experimenter bring food to the mouth with his own
hand or when the monkey does the same (even in the dark, so that the monkey
cannot see its own hand). The correspondence is not just visual: hearing an expres-
sion of anger increases activation of muscles used to express anger.25

The function of mirror neurons, and their relation to imitation, is a focus of
current interest. Mirror neurons are arguably necessary, though not sufficient, for
full-fledged imitation. They were discovered in macaque monkeys, but while these
monkeys can emulate, they have not been shown to be able to imitate in the strict
sense.26 In monkeys, the mirror system appears to code for the ends rather than the
means of action. In humans, in contrast, the mirror system has means/ends struc-
ture: some parts of it code for the goals of actions, others for specific movements
that are means used to achieve goals. Rizzolatti, one of the discovers of mirror
neurons, suggests that the human mirror system can be used to imitate and not just
to emulate because it codes for means as well as ends, unlike the macaque’s (2005).27

There is also much current interest in whether mirror neurons can illuminate the
relationships among imitation and two other distinctively human capacities: for lan-
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guage, and for identifying with others and understanding the mental states that
motivate the actions of others. The greatest differences between chimp and human
brains are precisely in the significant expansion of the areas around the Sylvian
fissure that subserve imitation, language, and the understanding of action (Iacoboni
2005). This is also where mirror neurons are concentrated.

An hypothesis gaining support among scientists and philosophers is that mirror
neurons are part of the mechanism for understanding observed actions by inter-
subjective identification with others, empathy and simulation.28 When you see
someone do something, your own motor system is primed to imitate, even if imita-
tion is inhibited, or taken “off line”: such simulation can be regarded as off-line 
imitation. This enables you to regard yourself and others as similar, to identify with
others, and to understand the motivation of others’ actions in a means/ends struc-
tured way. Simulation may also enable you to consider counterfactual possibilities
or the results of alternative possible actions, and may in this way be among the
mechanisms that enable deliberation. (For further details see Hurley 2005.)

Mirror neurons coding for the goals of action are found in Broca’s area,29 one of
the primary language areas of the human brain and among those activated when
imitative tasks are performed. Transient “virtual lesions” to Broca’s area (created
by transcranial magnetic stimulation) interfere with imitative tasks (Iacoboni 2005).
Now a nativist view of language could motivate a kind of protectiveness about
Broca’s as the best candidate for an innate language area in the brain.30 But recently
scientists have developed new arguments about how language could develop, via
neural mirror systems, out of capacities for imitation and identification with others
(Arbib 2002 and forthcoming; Arbib and Rizzolatti 1997; Iacoboni 2005; Rizzolatti
and Arbib 1998, 1999).31 Whether the mirror properties of neurons in Broca’s area
are innate, acquired, or both is a question for further work.32

Finally, consider why evolution might favor neural structures that facilitate
response priming, emulation, and imitation. Suppose variations in the behavioral
traits of adults that are not genetically heritable slightly favor some members of a
generation over others, so that some reproduce successfully and others do not.Their
offspring may benefit if they can acquire the behavioral traits of their successful
parents through response priming, emulation, and imitation as well as through
genetic inheritance. A young creature that tends to copy its parents will tend to 
pick up the nonheritable behaviors of creatures that have survived long enough to
reproduce, and to form associations between such behaviors and the environmen-
tal conditions in which they are appropriate. Depending on how costly or error-
prone individual learning is, such social learning may contribute more to genetic
fitness.33

Later in life, the ability to turn imitation on and off selectively can be a 
Machiavellian social advantage: by imitating the behavioral signs used by a group
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of cooperators to identify members, you may be able to obtain the benefits of coop-
eration from others, but then inhibit your own cooperative behavior before it comes
time to reciprocate (a behavioral analogue of free-riding “greenbeard genes”; see
Dawkins 1982, p. 149).

Once the capacity for imitation has evolved genetically, imitation provides a
mechanism for the cultural transmission of information and for cultural accumula-
tion and evolution, as Tomasello (1999), Boyd and Richerson (1982, 1985),
Blackmore (1999), Baldwin (1896), and others have argued in various ways. Issues
arise here about how genetic and cultural evolution constrain and influence 
one another: must genes keep culture on a leash or can “memes” drive genetic 
evolution? But for present purposes my survey of recent work on imitation and its
implications must end here.

Summing Up: Applying Imitation Science to the Imitation of Aggression

I have surveyed the striking convergence of different lines of research on imitation,
in cognitive neuroscience, neuropsychology, social psychology, and theories of cul-
tural evolution. Recent evidence and opinion strongly favor of the view that human
beings have pervasive imitative tendencies; these are, at least in significant part,
automatic and unconscious, not the result of autonomous deliberative processes.
However, our imitative tendencies may also be essential to the way our distinctively
human minds are built and to their distinctive social ecology.The importance of imi-
tation in molding human behavioral patterns has not yet been widely assimilated,
not its social significance widely appreciated. Perhaps when the roles and mecha-
nisms of imitation in general are better known and understood, so will be the risks
associated with the imitation of media violence in particular. Consider how some 
of the specific points about imitation surveyed above apply to the imitation of
observed aggression.

We share with some other social animals capacities for social learning, expressed
in the short-term priming of observed bodily movements and the emulation of
attractive goals other agents are observed to obtain. Observed aggressive action
does not have a special exemption from these general tendencies. Thus, observing
aggression should tend to prime similar bodily movements in the short term, which
may or may not be inhibited, and, when the results of observed aggression are attrac-
tive, emulation of goals should be expected. Moreover, the strong human tendency
not just to emulate, but to imitate novel observed actions—even when the observed
means are inappropriate means of obtaining the goal—applies to aggressive actions
along with others. Children, whose frontal functions aren’t fully developed, should
be expected to have particular difficulty in inhibiting the tendency to imitate
observed aggression (Philo 1999). But according to ideomotor theories, a tendency
to imitate observed aggression should also be expected in normal adults, and to have
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effects even when it is inhibited. For both adults and children, observing or imag-
ining violent behavior constitutes a kind of practicing for violence, a honing of the
skills of violence, just as in sporting or musical activities. The chameleon effect indi-
cates that mere perception of aggression automatically increases the likelihood of
engaging in similar behavior, in ways subjects are not conscious of. Exposure to rep-
resentations of violent stereotypes or traits, like others, should be expected to prime
unconscious automatic assimilation, mental as well as behavioral. These automatic
effects require specific overriding and inhibition for aggression as much as for other
kinds of action. If there is a direct link between perception and action, then observ-
ing violence should be expected to increase the likelihood of doing violence. The
link between representations of aggression and similar actual behavior should be
no less strong and direct34 than the link is for other types of behavior, a link on
which powerful evidence from various disciplines converges. With the discovery of
the mirror system and currently developing theories of its function, we may be on
track to understanding the causal mechanisms that subserve human imitative ten-
dencies at large, including the tendency to imitate observed aggression.

Since human imitative tendencies often operate automatically and unconsciously,
they can bypass processes of autonomous deliberation and control, and are least
accessible to control when they are unacknowledged. This bypass will threaten
people’s sense of deliberative autonomy and control, hence be hard to accept, in
general (as indeed Bargh has found)—and especially so when the influence is
toward behavior the subjects may consciously disapprove of, such as aggression.
Ironically, denial reduces subjects’ ability to control such influences. Evidence of 
the effects of media violence doesn’t just threaten financial interests in the media
industry, but also challenges the conception many people have of themselves as
autonomous, a conception that also plays important roles in political theory.

But while at one level our automatic tendency to imitate may threaten our auton-
omy, recall also that strong imitative tendencies are distinctively human and are
arguably connected, neurally and functionally, with other distinctively human capac-
ities: for language, for identifying with and understanding other agents, for assess-
ing counterfactual possibilities (Iacoboni 2005; Gallese 2001, 2005; Meltzoff 2005;
Hurley 2005, 2006; Gordon 1995, 2005; Arbib 2002; Gallese and Goldman 1998;
Rizzolatti and Arbib 1998; Williams et al. 2001; Whiten and Brown 1999; Hobson
and Lee 1999; Meltzoff and Gopnik 1993; Meltzoff and Decety 2003), which are in
turn arguably fundamental to our capacities for rationality and responsible action.
Even though imitative tendencies may often be automatic and unconscious and
bypass autonomous deliberation, these tendencies arguably also contribute, in both
evolutionary and developmental terms, to our having our distinctively human capac-
ities in the first place. If so, we would not be more rational or responsible or
autonomous without these underlying imitative tendencies; the human style of 
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imitative social learning may well be a deeply functional feature of human nature.
We may only possess our distinctively human abilities to make up our own minds,
as deliberative, responsible agents, because of the distinctively imitative way in
which our minds are made up.

But this rethinking of the nature and social ecology of autonomy has political
implications. Different ways of understanding the nature and basis for our distinc-
tively human deliberative autonomy may affect the roles this trait plays in political
philosophy, and how best to foster, protect, and respect it.

3 Freedom of Speech

Assumptions

I want finally to bring the preceding lines of research into contact with issues about
freedom of speech. Suppose for the sake of argument that three things are true.
First, exposure to media violence tends to increase aggressive or violent behavior,
with resulting significant harm to third parties.The increase holds statistically, across
a population of viewers, which is of course consistent with causation.35 Second,
human beings have a tendency to imitate observed or represented actions that often
operates automatically and unconsciously.Three (putting the first and second points
together), the tendency for exposure to media violence to increase aggressive or
violent behavior in harmful ways often operates automatically, in ways that the
affected agent is unaware of and that bypass his autonomous deliberative processes.
Exposure to media violence can have harmful effects in ways that bypass
autonomous deliberative processes (bypass effects) as well as in ways that operate
via autonomous deliberative processes (non-bypass effects). The third assumption is
that, even setting aside non-bypass effects, bypass effects still increase aggressive or
violent behavior significantly across a population of viewers, resulting in significant
harm to third parties.36

The work surveyed above should make these empirical assumptions plausible, but
let us now consider the implications for freedom of speech IF they are true. How
do these empirical propositions bear on traditional views of why freedom of speech
should have special protection and of how resulting harms should be dealt with? I
will first set out sketch the relevant theoretical background and apply it to violent
entertainment. Then I will consider a handful of possible objections.

Liberalism and the Special Protection Principle

A background principle in liberal societies is that government should not interfere
with our actions, except to prevent harm to others (Mill 1859;Williams 1981, chapter
5). The principle of freedom of speech makes an exception to this exception. It is
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important to recognize that the principle of freedom of speech does not depend on
denying that speech causes harm to others; speech is not plausibly viewed as self-
regarding action. If speech did not harm others, it wouldn’t need special protection;
it would fall under the general liberal protection of liberty except where harm to
others is caused.37 But even speech that is admittedly likely to harm others is given
special protection from interference.Thus the principle of freedom of speech makes
an exception to the general principle that government can regulate conduct likely
to harm to others. People are permitted to do more harm to others through speech
than through other conduct. Why?

The nutshell version of the justifications for special protection of speech distin-
guishes three main categories of argument38: arguments from truth (Mill 1859),
arguments from democracy (Meiklejohn 1948; Bullinger 1985), and arguments from
autonomy (Mill 1859). The arguments from truth and democracy are consequen-
tialist, but arguments from autonomy can take consequentialist or deontological
form, according to whether autonomy is seen as a good to be promoted (Scanlon
1979) or as a constraint on justifications of government interference (Scanlon 1972).
There are subtle variations on each theme: for example, populist and egalitarian and
distrust versions of arguments from democracy (Meiklejohn 1948; Fiss 1998, 1991,
1987; Ely 1981). Different conceptions of autonomy and related ideas are invoked
(Brison 1998a). The autonomy interests of speakers and of audience are distin-
guished (Scanlon 1979). The three types of argument can be related in mutually 
supporting ways, yielding pluralist accounts of freedom of speech. Each type of 
argument has also been roundly criticized (Schauer 1982, 1984; Alexander and
Horton 1984; Brison 1998a). However, for present purposes I do not argue against
these three rationales for giving special protection to speech, but rather query the
extent to which they capture violent entertainment.

‘Speech’ is a term of art for present purposes. Not everything that is normally
regarded as speech (talking in libraries) gets special protection, and some things do
that are not normally regarded as speech (exhibiting photographs). The question
“What counts as speech?” is closely connected to the question “Why give special
protection to speech?” According to what I call the special protection principle,
conduct of a certain kind counts as specially protected speech to the degree it is
captured by the rationales for special protection. That is, the justifications for letting
people to more harm to others through speech than nonspeech determine what
counts as speech and distinguish it from nonspeech. The distinction needn’t be
sharp; the rationales for special protection may capture different kinds of conduct
to different degrees and thus yield different degrees of special protection.
For example, political argument is arguable captured by the rationales to a 
higher degree than nude dancing, and so warrants a greater degree of special 
protection.
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Should We Extend the Special Protection Accorded to Speech to Violent
Entertainment?

To what degree, then, is violent entertainment captured by the rationales for special
protection? My answer is “To a very low degree.”

Even if violent entertainment can at times serve truth or democracy, most violent
entertainment—as opposed to the representation of actual violence in the news—
is not well captured by the arguments from truth or from democracy. (I will return
to the distinction between news and entertainment.) The strongest case for special
protection of violent entertainment would have to be made under the heading of
arguments from autonomy.

Consider speaker autonomy first. Violent entertainment is predominantly com-
mercial, and aims at economic profit (Hamilton 1998). It only weakly engages inter-
ests in speaker autonomy, unless speaker autonomy has already been associated, in
a way that would be question-begging here, with a right to freedom of speech that
extends to producing violent entertainment for commercial motives. Moreover, it is
important here not to confuse autonomy with self-expression (for example, through
art). Self-expression per se is not the beneficiary of special protection and does not
justify harming others. There are many ways of expressing oneself that may harm
others but do not count as speech or warrant special protection. Nero was presum-
ably expressing himself aesthetically when he (perhaps apocryphally) spilled fresh
human blood on green grass. Violent entertainment is thus only very weakly cap-
tured by rationales concerned with speaker autonomy.

It fares even worse under rationales concerned with audience autonomy, because
of the extent to which the effects of violent entertainment on viewers bypass
autonomous processes, and because it does not aim primarily to convey truthful
information (as news does). Audiences may want violent entertainment, but 
not everything people want respects or serves their interests in autonomy, especially
if wants have been cultivated and manipulated by powerful financial interests 
to create a profitable market. The power of the media industry over the public
should be compared to the power of government as a potential threat to autonomy
(Fiss 1998; Brison 1998a, p. 334). Moreover, as we have seen, there is good 
reason to believe that many effects of violent entertainment on audiences 
are unconscious and automatic and bypass autonomous deliberative processes.
Audience autonomy would arguably be increased, not decreased, if such influences
were reduced.

Does my argument about audience autonomy here become paternalistic? No. I
am not arguing that it is better for audience’s autonomy for them not to be sub-
jected to certain influences, even if audiences want to subject themselves to such
influences. Recall the posture of the argument at this point. I asked why we are freer
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to harm others through speech than through other forms of conduct; the harm con-
cerned is harm to third parties, not to speaker or to audience. The answer most rel-
evant to violent entertainment is “Because giving special protection respects or
promotes autonomy.” I then ask “But does violent entertainment in fact respect or
promote autonomy?” And I consider why it may not do so, but may in fact decrease
audience autonomy. I am rebutting a justification of special protection in terms of
autonomy, not putting forward autonomy as a positive justification for anything. I
am certainly not arguing that audiences should be deprived of the violent enter-
tainment they want because it decreases their autonomy and hence is bad for them.
Rather, I am arguing that if violent entertainment causes harm to third parties in
ways that bypass autonomous deliberative processes, such harm cannot be justified
in terms of audience autonomy.

Scanlon (1979) explains, in developing his second version of an argument from
autonomy for free speech, that we tend to assume that an audience is free to decide
how to react: what belief or attitude to form. It is thus able to protect itself against
unwanted long-range effects of speech. “If we saw ourselves as helplessly absorb-
ing as a belief every proposition we heard expressed, then our views of freedom of
expression would be quite different from what they are.” (Scanlon 1979, pp. 524–525;
cf.Wilson and Brekke 1994; Gilbert 1991; Gilbert et al. 1993). But in fact our control
is incomplete. “Expression,” Scanlon writes, “is a bad thing if it influences us in ways
that are unrelated to relevant reasons, or in ways that bypass our ability to consider
those reasons” (1979, p. 525). Scanlon considers how subliminal advertising can
affect our beliefs about the means to our goals, and can make us think we have
reasons even when we don’t.And he considers the possibility that it might also have
a deeper effect, and change us by giving us new desires and goals. His point is that
any such manipulative, unreliable processes of belief and desire production, of
which audiences are unaware and hence uncritical, do not enhance audience auton-
omy, especially if they exploit audiences for the speaker’s gain. In his view, the
“central audience interest in expression” is an autonomy interest: “the interest in
having a good environment for the formation of one’s beliefs and desires” (ibid., p.
527).39 This suggests that autonomy requires more than non-interference; it makes
positive demands on social environments. Scanlon asks whether expression must
take a sober, cognitive form in order to gain protection. After all, visual images may
be more effective than words in inducing desired behavior in an audience. But it
does not follow that speakers should be allowed to use such means, even if they are
the only means to create the desired effect: audiences have an interest in avoiding
manipulative changes, as in subliminal advertising, which bypass their deliberative
control and operate independently of reasons (ibid., p. 547).40

The evidence of automatic and unconscious imitative and chameleon effects I
cited earlier is highly relevant to these remarks by Scanlon.41 To paraphrase: if we
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realized that we tend to absorb and imitate patterns of behavior we observe auto-
matically and unconsciousness, then our views of freedom of expression would be
quite different from what they are.42 Perhaps they should be. Here, however, I have
argued from within existing views that violent entertainment should not receive
much in the way of special protection as speech.

As a result of the low degree of capture by rationales for giving special protec-
tion to speech, the degree of special protection given to violent entertainment
should be correspondingly low. On the assumptions made above, exposure to violent
entertainment produces through unconscious, automatic processes significant harm
to others as a result of increased levels of aggressive or violent behavior across the
population of viewers. Prevention of such harm to third parties provides a strong
reason (or “compelling interest”) for liberal government to interfere with violent
entertainment, and is not effectively blocked by the rationales for giving special 
protection to freedom of speech, since these are very weakly engaged by violent
entertainment.

Some immediate qualifications: First, no particular policy response or way of
interfering is recommended. There are different options here: civil liability and
effective self-regulation are alternatives to direct censorship. Second, the third-
party-harm reason for interference may be outweighed by other values, including
values other than free speech values. We strike balances that permit harm to inno-
cent third parties in other contexts, after all: consider the use of cars. Perhaps the
harm suffered by third parties is the price we have to pay to have great art that rep-
resents violence, since there is no practical way to regulate just the dross43 and the
great art at issue is worth the cost in harm to third parties. I do not argue against
this position here, but if that is what it comes down to we should own up to this bal-
ancing judgment and not dress it up as something else. Third, note again that my
argument is not paternalistic in any way. It does not turn on any paternalistic claim
to be for the good of those who would prefer to produce or consume violent enter-
tainment, but turns purely on harm to third parties. Fourth, it is not offered as an
argument within any particular jurisdiction or specific existing jurisprudence, such
as US jurisprudence, but as a general normative argument within a liberal democ-
ratic context that deserves to be taken seriously by courts.

I expect this argument to be controversial. I now consider six of the possible
objections.

News versus Entertainment: Why Does News Deserve Special Protection?

Doesn’t my argument prove too much? Doesn’t it also show that violent news
should not be protected as speech against showings of harmful effects?44 If media
violence has effects that bypass audience autonomy, why protect violent news any
more than political acts with harmful effects, such as dumping a pollutant that will
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cause a number of deaths into a lake in order to protest environmental regulation?
Alternatively, why not protect violent entertainment as well as violent news, and
just punish the agents of violent acts?45

In responding, I draw on the truth and democracy rationales as well as the auton-
omy rationale for special protection. The line between news and political speech,
on the one hand, and entertainment, on the other, is difficult to draw in practice. It
may not be sharp, especially given commercial incentives to edit and present the
news in ways that maximize its entertainment value. Nevertheless, I believe a dis-
tinction between news and entertainment should be drawn in this context by refer-
ence to the thought that the primary purpose of news is to report events truthfully.
Violent news thus engages the argument from truth directly, in a way that violent
entertainment and pollutant dumping do not; if it doesn’t, it isn’t news. Of course,
entertainment often conveys truths; but entertainment needn’t aim to report truths,
and the reporting of truth need not be entertainment. In contrast, news must aim
to report truths, even if it has other, commercial aims as well; and a true report just
is news. Moreover, violent news, along with other news, is plausibly regarded as
essential to the operation of a democracy. Voters must have access to reasonably
accurate information for a democracy to function; information about actual violent
events is often of great political significance. In contrast, the primary aim of violent
entertainment is not to report actual violent events. Finally, just because the primary
aim of violent news is to report actual violent events (unlike violent entertainment),
it at least contributes information for autonomous deliberation, even if it also has
effects that bypass autonomous deliberation. So its effects at least run along paral-
lel tracks, autonomous and nonautonomous (see below).46

Thus representations of violent events in responsible news media are captured by
all three types of argument for special protection. Even if they are sometimes mis-
leading, such representations arguably make an important net contribution to the
evidence people have for arriving at true beliefs about the state of society, which
voters in a democracy need for democracy to function well, and which provides
reasons for autonomous, deliberative decision making. So violence in the news is
specially protected to a high degree against any further harmful bypass effects it
may have, as in suicide contagion.

Statistical Causation, Probability of Harm, and Degree of Protection

Is my argument undermined by the statistical character of the harmful effects?
Though exposure to media violence doesn’t necessarily cause increased aggression
in particular cases, I have assumed that it does so across a population of viewers.
Causation is still causation, even when it operates statistically, across populations.47

And causation at the population level is all that is needed for a showing of signifi-
cant harm, given the size of modern viewing audiences.
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However, it would be sufficient for my application of the special protection prin-
ciple to make an even weaker assumption at the population level, namely, of a sig-
nificant probability of causing harmful effects across the population. If the degree
of special protection is low because the degree of capture is low, then the proba-
bility that conduct will cause serious harm need not be conclusive to provide a com-
pelling reason to regulate that conduct.

To see why, consider what it means, operationally, for the degree of special pro-
tection of certain conduct to be higher or lower. Not all nonspeech conduct that can
cause harm to others is regulated by liberal governments, even though nonspeech
is not specially protected. Whether regulation is justified depends in general on the
expected harm, which is a product of the seriousness of harm and the probability
the conduct will cause it. A compelling government interest in regulation of poten-
tially harmful nonspeech conduct does not require that the probability of causing
harm is conclusive. If given nonspeech conduct must have expected harm to others
of level X to create a sufficient government interest in regulation to justify inter-
ference, then speech with the same level of expected harm will not justify interfer-
ence, in virtue of special protection. But if expected harm to others from speech is
much higher than X, either because of the seriousness of the harm, or the high prob-
ability of this harm resulting, or both, then the special protection given to speech
can be overcome.

The degree of special protection can thus be understood as the additional degree
of expected harm to others that is required to warrant interference with speech
(Schauer 1984, p. 1303). Centrally protected speech such as political argument,
falling squarely under all rationales for special protection, receives high-level special
protection: overcoming special protection requires a very high probability of cata-
strophic resulting harm. Less centrally protected speech receives lower-level special
protection, and so may be vulnerable to demonstrations of a somewhat lower prob-
ability of somewhat less catastrophic harm, which nevertheless provides a com-
pelling governmental interest in regulation; the probability need not be conclusive.
There is no basis for requiring conclusive proof of harmfulness, beyond reasonable
doubt.48

Can “More, Better Speech” Remedy Bypass Effects?

The traditional remedy for harmful speech, under freedom of speech doctrine, is
“more, better speech.” Can’t more, better speech remedy the harmful bypass effects
of media violence, without calling the special protection of media violence into ques-
tion? If the additional speech argues that violence is bad and gives reasons why,
the answer is probably No, since the relevant influences operate unconsciously and
automatically. However, if the additional speech provides people with scientific evi-
dence that their behavior actually is subject to such direct, automatic imitative influ-
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ences, including influences toward aggression (however unpalatable that is), so that
they can take steps to guard against such influences, then perhaps the additional
speech will have some tendency to mitigate the harmful effects (Wilson and Brekke
1994). That would depend on the answers to various questions, which may not be
known.

First, will enough people understand and accept the evidence of direct imitative
influences on behavior, despite the widespread tendency to deny such influences?
Second, will they be able to take effective steps as individuals to counter such influ-
ences? Or will the influences tend to persist, like many visual illusions, even when
they are recognized as such? Recognition of such influences may be necessary but
not sufficient for controlling them. How much harm will result from imitative influ-
ences that are resistant in this way? Third, will enough individuals in fact choose to
take such steps in relation to media violence, even if they are able to? Or will they
prefer to allow themselves to be subject to such influences, perhaps because it is
pleasant to do so, or too much trouble to do otherwise?

Furthermore, if many individuals choose not to take steps to counter the influ-
ence of media violence on their behavior, despite recognizing this influence, does
that absolve others of any accountability for resulting harms to third parties? What
of those who market and profit from media violence? Consider several possible 
parallels. Some choose to smoke, despite recognizing its potential harmful effects
on third parties via passive smoking. Does the smoker’s choice to endanger third
parties absolve those who profit from cigarettes of any accountability for passive
smoking harms to third parties? Some choose to drink and drive, despite recogniz-
ing the potential harmful effects on third parties. Does the drinker’s choice to endan-
ger third parties absolve those who profit from selling alcohol of any accountability
for drunk driving harms to third parties? How analogous are these cases to media
violence? They raise, at any rate, some general questions about accountability.

The Intervening Accountable Parties Exception; Autonomy versus Shared
Accountability

Perhaps, contrary to the way I have set the problem up, media violence doesn’t need
special protection as speech. Even when nonspeech is in question, there are excep-
tions to the principle that there is good reason to restrict activities that cause harm
to third parties, when the harm is caused via the acts of a second party who is
regarded as solely accountable. Selling alcohol to second parties may predictably
cause harm to third parties, but if the second parties are sober when they choose to
buy and drink alcohol knowing they must later drive, then the behavior of the
second party may be regarded as the relevant cause of harm to third parties, not the
activity of selling alcohol. If speech is merely subject to this exception for inter-
vening accountable parties, this does not constitute special protection. Of course,
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this requires it to be shown for speech as much as for nonspeech that the interven-
ing second parties are indeed responsible for the relevant choice (not already drunk,
for example) and hence accountable.49 In the case of media violence, it would have
to be shown that the choice to behave aggressively or violently was one for which
the agent was responsible and accountable.

However, speech is being given special protection if this exception is automati-
cally triggered by speech, in a way that it is not for nonspeech activity. It may be
assumed that responses to the content of speech necessarily reflect autonomous
choices, so that if responses by hearers to the content of speech intervene between
speech and harm to third parties, then hearers rather than speakers are responsible
and hence accountable for the harm. To assume that speech automatically gets the
benefit of this intervening accountable parties exception is just to assume special
protection for speech, on grounds of hearer autonomy.

But to the extent the evidence I have discussed brings the assumption of “hearer”
(or viewer) autonomy into question, there is no shortcut to an automatic exception
to the third-party-harm principle for speech, on grounds of intervening accountable
parties. For harmful speech to get the benefit of the intervening accountable parties
exception, there would have to be some reason other than an automatic assump-
tion of autonomy to regard the hearers as accountable for their harmful choices.

This reply raises another important concern about recognizing the harmful bypass
effects of media violence: a worry about undermining individual accountability for
aggression by allowing aggressors to blame media violence. If we recognize that
harmful effects may result from speech in ways that compromise audience auton-
omy, does that not threaten the accountability of individual hearers of speech for
harmful acts they are thus influenced to do?

Not necessarily. Care is needed concerning the relationships between autonomy,
responsibility, and accountability, which I cannot explore fully here. But more is
required for autonomy than for responsibility or for accountability. An inference
from autonomy to responsibility and hence to accountability may be valid, but it
would not follow that the reverse inference was also valid: accountability does not
require autonomy.Autonomy is an ideal that we often fall short of in making choices
and acting intentionally. We do not regard people has not responsible or account-
able for their choices whenever they fall short of autonomy. If we did, the world
would be transformed beyond recognition. People often intentionally enter into
contractual relationships, make purchasing decisions, commit crimes, get married,
have children, and so on, under influences that compromise their autonomy. Nev-
ertheless, they are often rightly regarded as responsible and accountable for the sub-
autonomous choices they make and their consequences.When people are influenced
by media violence toward aggression in ways that compromise their autonomy, it
does not follow that they are not responsible or accountable for their intentional
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actions and the harm they cause. There is no automatic inference from account-
ability to autonomy, or from lack of autonomy to lack of accountability. The specter
of proliferating insanity defenses based on the bypass effects of media violence can
be laid to rest: the argument would prove too much.

Let me take stock of the last few paragraphs. On the one hand, I argued that
special protection of speech cannot be justified by assuming audience autonomy, so
that speech would automatically trigger the intervening accountable parties excep-
tion to the third-party-harm principle. Even if autonomy implies responsibility and
hence accountability, audience autonomy cannot be assumed, given the prevalence
of bypass effects, and thus does not justify assuming that “hearers” who mediate
harmful bypass effects must be accountable; that question remains open. On the
other hand, I argued that accountability does not require autonomy; so that influ-
ences that compromise autonomy do not necessarily undermine individual respon-
sibility or accountability for harmful acts. We are thus back to where we started:
individuals subject to bypass effects may still be responsible and accountable for the
harms they cause, despite their lack of autonomy. Conduct that responds to speech,
like other conduct, is often subject to influences that compromise autonomy, but the
agents are often nevertheless responsible for such conduct and rightly held account-
able for its effects—though accountability may be shared. Speech is not special in
respect of intervening accountable parties.

Further argument would be needed to show that certain ways of compromising
autonomy do undermine accountability for resulting harmful acts. In contrast, while
I cannot argue for it here, I favor a compatibilist conception of responsibility that
upholds the responsibility and accountability of individual agents for many bypass
effects—at least given knowledge of the prevalence of such effects—without thereby
exonerating others of a duty to try to avoid such harms. It is important for purposes
of upholding individual responsibility and accountability for bypass effects that the
evidence concerning such effects become more widely known. Suppressing it is just
the wrong thing for friends of individual responsibility to do.

More generally, I suggest that it is a serious mistake to assume that if an individ-
ual agent is responsible for his action and rightly held accountable its harmful
effects, then no further questions arise about how others might also be responsible
and accountable or how those harmful effects can most effectively, and should, be
avoided. While rightly holding individuals accountable for what they do, we should
at the same time consider the social and cultural environment in which they act, and
the influences it has on their action. Holding individuals accountable for the harms
their acts cause should not exempt others further back in the causal chain from
sharing accountability for avoidable harms to third parties. As a society, we are
obligated to try to prevent serious harms to innocent members of society, to change
the social environment in ways that predictably reduce such harms, while at the
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same time rightly holding individuals accountable for their actions. There is no
incompatibility here. Responsibility for certain effects is not exclusive; nor is there
a fixed quantity of it, which once allocated to an individual agent is somehow used
up.50 Rather, responsibility is a kind of normatively constrained causality that does
not begin and end with individuals but emerges from dynamic and continuous inter-
actions between individuals and their social environments. What is needed is an 
ecological approach to responsibility that spells out the way responsible individual
agency is causally embedded in and grows out of social reason-giving practices and
cultural norms. Governments cannot escape their own accountability for shaping
such practices and norms in harm-avoiding ways by simply allocating accountabil-
ity solely to individuals, as if individual responsibility were somehow independent
of social context.

Parallel Tracks and Black Leather

Media violence may both engage autonomous deliberative processes and have
effects that bypass such processes.As with pornography,“messages” may be inserted
into violent entertainment to protect it against criticism and give it “speech value,”
and to make it easier for people to justify their enjoyment of it to themselves and
others. If an instance of speech operates along parallel tracks in this way, does it
engage the audience autonomy rationale for special protection or not? Does it rate
a net positive or negative score for audience autonomy? Can special protection 
for violent news that operates along parallel tracks be defended in a way that also
extends to violent entertainment?

Consider the recent film The Matrix. It has enough intellectual content to have
inspired a number of philosophical essays. It also has a certain distinctive style,
which involves lots of sunglasses, black leather, and violence. The sunglasses and
black leather appear to be purely cosmetic; you could peel them off, or replace them
with wire-rims and tweeds, without affecting the intellectual content of the film. Is
the level of violence like this also? This black leather test might be developed to
provide one possible response to the parallel tracks problem.

The Dangers of Censorship51

Empowering direct government censorship is itself dangerous; we are wise to dis-
trust such power. If government routinely has power to decide degree of capture
and of special protection, it seems inevitable that such power will be used politi-
cally. For example, films showing the horrors of war and implicitly critical of gov-
ernment policies on war could be censored on grounds that their violent content is
likely to lead to harm to third parties.

However, direct government censorship is not the only regulative possibility.
More effective self-regulation can be explored (Potter 2003, chapter 11). Civil
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product liability in tort, perhaps class-based, is another possibility (ibid., pp.
163–166), which raises further issues. Entertainment products aren’t supposed to
lead to violence; but is an entertainment product defective if it does? Has the enter-
tainment industry misled the public concerning the effects of violent entertainment?
It could also be argued that civil liability just distributes the power to decide degree
of special protection across courts as a function of private litigation. Is that any less
worrying than direct government censorship? On the other hand, is manipulation
of the content of entertainment by the financial interests of the entertainment indus-
try (“more powerful than many governments,” as the refrain goes), or simply by
market forces, any less worrying (Hamilton 1998)?

Concluding Remarks

There are many other relevant issues that I cannot pursue here. My aim has been
to break ground by bringing recent research about imitation into contact with issues
about media violence and freedom of speech.

The cognitive and social sciences have not yet put their heads together over imi-
tation. In particular, work on imitation in cognitive science and neuroscience has
not yet been assimilated or appreciated by the social sciences and philosophy, even
though it raises fundamental questions, both theoretical and practical. How do 
the important roles of imitation for human being bear on our view of ourselves as
autonomous, on individualistic values of liberal societies such as freedom of expres-
sion, on the relationship between violence in the media and aggression in society
and related policies, on the social ecology of responsible agency?

Assumptions about autonomy and responsibility embedded in liberal political
theory need rethinking in light of emerging evidence about the nature of human
minds.A better understanding of what is distinctive about human minds may change
our views of what threatens our autonomy and how best to protect it. If liberal
values are survive and flourish in the face of these new discoveries about imitative
learning, we need to begin to link questions about how we make up our minds with
questions about how minds are made up.
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Notes

1. Thanks to Guy Claxton here.

2. The meta-analysis by Paik and Comstock (1994) covered 217 studies; Potter (2003) uses a rough figure
of 300. Adding in reviews and analyses, it has been claimed (Potter 2003, pp. ix, 26), brings to figure up
to about 3,000.

3. Cf. Potter 2003, chapter 5, on different understandings of violence.

4. While this focused on pornography rather than media violence, since much pornography represents
violence, issues about whether pornography and media violence have harmful effects are closely related.
See Comstock and Scharrer 2003 for the increased effect sizes of violent stimuli with erotic content.

5. Or perhaps not so surprisingly? It appears that many people simply do not want to believe that media
violence has harmful effects.The disconnect between the strong consensus of scientific opinion and media
reports on this question is documented methodically by Bushman and Anderson (2001, p. 485): “As it
became clearer to the scientific community that media violence effects were real and significant, the new
media reports actually got weaker.” They consider possible explanations: vested financial interests in the
media that influence public opinion (the motion picture industry has financed literature skeptical about
the evidence that media violence causes aggression; see also Hamilton 1998), misapplication of fair
reporting criteria that give disproportionate weight to vocal minority views, the failure of the scientific
research community to argue its case effectively to the public. Bushman and Anderson also list six par-
allels between die-hard resistance to the evidence of harmful effects of media violence and of smoking,
including efforts by holders of vested financial interests to influence public perceptions of the evidence.
See also Huesmann and Taylor (2003) on the psychology of denial involved here. Potter 2003 insight-
fully analyzes and debunks the myths that keep various interest groups talking past one another on this
subject.

6. For a different earlier view, see Howitt and Cumberbatch (cited by Williams 1981, p. 67). See also
Potter 2003, pp. 28–29. (Howitt says that about 80 percent of the studies support this thesis.)

7. See also Berkowitz 1993, p. 201; see also Potter 2003, chapter 4, on the myth that the harmful effects
of media violence are confined to children; Comstock and Scharrer 2003 on age. Cf. Williams 1981, pp.
88–89, who seems to assume that sexual maturation, if it could only be made precise, would imply that
children would no longer need special protection from pornography.

8. The Johnson study did not directly measure viewer’s exposure to TV violence, but rather how much
TV different viewers watched. Arguably, there is so much violence on TV that the higher viewers can be
assumed to have been exposed to more TV violence than the lower viewers. If this inference is regarded
as problematic, see supporting longitudinal studies that look specifically at exposure to media violence:
Huesmann et al. 2003; Eron et al. 1972. Cf. Renfrew 1997, p. 162, referring to older, less comprehensive
data. Thanks here to Rowell Huesmann.

9. See Smith and Donnerstein 1998, p. 178 for the very conservative 10 percent figure, derived from the
Huesmann longitudinal study. See also Berkowitz 1993, p. 233. See Comstock and Scharrer 2003 for a
discussion of effect sizes; the overall effect size in the Paik and Comstock meta-analysis was 0.31, which
is equivalent to aggressive behavior being exhibited by 65.5 percent of those above the median in expo-
sure, but only by 34.4 percent of those below the median (Bushman and Huesmann 2001, p. 234).

10. However, pace Freedman (2002), evidence of aggressive play cannot simply be dismissed as irrele-
vant to real-world aggression; imagination and play contribute significantly to learning (see Pascuale-
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Leone 2001; Jeannerod 1997, pp. 117, 119). Moreover, as Potter argues (2003, p. 73), “most people over-
estimate the ability of adults to distinguish between reality and fantasy. Many adults exhibit the same
problems that are attributed to children.” See also Gilbert 1991; Gilbert et al. 1993.

11. Freedman’s skeptical review (2002) is distorting in various ways, including that he assigns weights to
results on the basis of how many tests were included in a given “study” (p. 54), fails to distinguish care-
fully lack of significant effect from significant evidence for no effect (see the slide in his categorizations
from p. 55 to p. 57), misunderstands the causal role of arousal as a mechanism (pp. 51–52, 77, 80, 91, 102,
195; see also discussion below), wrongly dismisses play aggression as irrelevant (pp. 101, 105), shifts
assumptions without justification (for example, compare p. 63 and p. 164 on whether children are more
susceptible than adults to the influence of media violence, and pp. 81–83 and p. 207 on whether and in
what contexts the content of movies carries social messages), employs varying standards of argument
(see for example his claims on p. 132; p. 210; compare also his claims about advertising, p. 204, with, say,
the evidence about its unwanted effects reviewed in Wilson and Brekke 1994; see also Gilbert 1991,
Gilbert et al. 1993).

12. The statistical techniques for comparing these correlations have become more sophisticated over
time. It is now considered good practice to compute structural or regression models to compare possi-
ble causal models, rather than simply comparing correlations (see Kline 1998). However, for present pur-
poses this does not matter, because the conclusions of the studies under discussion have been shown to
be the same with the more sophisticated techniques (Huesmann and Miller 1994).Thanks here to Rowell
Huesmann.

13. In this study the same pattern did not hold for girls. See Geen 1990, pp. 97–99, 111.

14. Although the pure “reverse hypothesis” fares badly in light of the evidence: see Comstock and Schar-
rer 2003. See also Potter 2003, p. 120; Geen 1990, pp. 94, 99–100; Renfrew 161; Smith and Donnerstein
176.

15. See and cf. Smith and Donnerstein; Berkowitz 1993, pp. 209ff; Potter 2003. Such modulation may be
useful in guiding regulatory approaches to media violence.

16. This may interact with an arousal mechanism; see Kinsbourne 2005 and discussion below. Freed-
man’s (2002) argument concerning the role of arousal in relation to the influence of media violence is
unpersuasive. He regards it as discrediting the influence of media violence on aggression. But of course
exposure to media violence has effects via one or another mechanism; arousal may be one of these (as
researchers have argued; see Huesmann and Taylor 2003), and arousal may also increase, as Kinsbourne
claims, imitative tendencies. If media violence is almost invariably arousing and arousal tends to increase
aggression (as Freedman suggests), then far from discrediting the influence of media violence, arousal
may be among the mechanisms by which media violence has its effects, perhaps interacting with imita-
tive tendencies. Knowing what the mechanism is by which media violence has its effects does not show
that it does not have them.

17. On the relation between automatic processes and unconscious processes, see Wilson 2002, pp. 226:
although there are certainly exceptions, “in general, it is fair to characterize most nonconscious thinking
as automatic and most conscious thinking as controlled.” I will go along with this generalization for
present purposes.

18. There is more complexity here than I can indicate in this brief compass. Imitation is a contested
concept; the various criteria proposed for full-blooded imitation do not always coincide, even with care-
fully controlled experiments (see Heyes 2001, 2005; Heyes and Galef 1996). See also Rizzolatti 2005 on
possible neurophysiological correlates of means/ends structure within the mirror system.

19. Bargh (2005) comments on the striking similarities between the externally controlled behavior of
Lhermitte’s patients with frontal brain damage and of normal college students in priming experiments
(described in the text).

20. Priming with specific exemplars (e.g. Albert Einstein) produces contrast or comparison effects, while
priming with a generic category (e.g. scientists) produces assimilation effects.

21. Freedman (2002) appears to be unaware of these lines of research or their direct application to rep-
resentations of violence, along with representations of other behaviors. For example, his unpersuasive
comparisons of the effects of advertising with the effects of media violence, p. 204, are not informed by
the results of this research or other related work, such as in Wilson and Brekke 1994.
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22. Gordon (1995) argues that it takes a special containing mechanism to keep the emotion-recognition
process from reverting to ordinary emotional contagion, and this mechanism is not fail-safe. If simula-
tion theory is right, he holds, only a thin line separates one’s own mental life from one’s representation
of the mental life of another, and “off-line” representations of other people have an inherent tendency
to go “on-line.”

23. See also chapter 2 of Potter 2003.

24. Thanks here to Dick Arneson and Larry Alexander.

25. See also the discussion of emotional mirroring in Gallese 2005 and Iacoboni 2005.

26. But see Voelkl and Huber 2000 for evidence of imitation in marmosets.

27. Mirror neurons appear to code for means in parietal areas, for goals in Broca’s area—one of the
main language areas of the brain (Iacoboni 2005).

28. See e.g. Gallese 2001, 2005; Hurley 2005; Gordon 1995; Goldman 2005, discussing autistics’ deficiency
at imitation in early years; Williams et al. 2001 on mirror neurons as basis for imitation and mindread-
ing and autism as a deficit in an ontogenetic cascade. Consider also the finding of Chartrand and Bargh
1999, experiment 3, that those high in dispositional empathy imitated more than those low in empathy.
Thanks here to John Bargh.

29. Or the homologue thereof in other primates.

30. A remark to this effect was made by Marco Iacoboni at the Royaumont conference (2002) on imi-
tation. See Iacoboni 2005.

31. See also Christiansen 1994; Christiansen et al. 2002; Deacon 1997; Tomasello 1999 on establishing
shared reference to an object through joint attention, established by gaze following and role-reversal
imitation. Arbib (2002) has emphasized the recombinant decompositional structure of full-fledged imi-
tation and the way it establishes a kind of first-person/third-person parity or intersubjectivity, which may
help to explain how related features of language emerge.

32. Heyes (2005) explains how they might be acquired.

33. Mirror neurons may have originated in motor control functions, and been exapted for imitation 
(Rizzolatti 2005 and remarks at the Royaumont conference 2002; Gallese 2001; Hurley 2005, 2006). See
also Boyd and Richerson 1985; Blackmore 1999.

34. In Ashcroft v. Free Speech Coalition, the US Supreme Court struck down a statute banning virtual
child pornography (produced without using actual children). The Ashcroft Court assumed without sub-
stantial argument that any causal links between images of child abuse and actual child abuse are “indi-
rect” and “remote,” not “strong,” and that the criminal act “does not necessarily follow” but “depends
upon some unquantified potential for subsequent criminal acts.” However, a robust causal link does not
become indirect merely because it operates over a large population statistically rather than without
exception. The Court in Ashcroft appears to be worryingly ignorant of the scientific research surveyed
here. First Amendment jurisprudence is in danger of wedding itself to the now-exploded myth that the
content of external representations, words or pictures, does not normally have “direct” effects on behav-
ior but only effects that are under the actor’s conscious control.

35. Causation is regularly established in science and medicine statistically, though the cause does not
guarantee the effect in particular cases: consider the effects of drugs.

36. Brison (1998b) criticizes a spurious argument for giving special protection to freedom of speech,
which assumes that either speech is causally inert, or, if it has harmful effects, does so only through
autonomous rational processes. As she argues, speech is not causally inert, and has harmful effects that
do not operate only through autonomous rational processes.

37. “Given that a background assumption of our constitutional democracy is a general principle of
liberty stating that the government may justifiably interfere with individual liberties only to prevent
people from harming others, if speech is harmless there is no need to give it special protection.” (Brison
1998b, p. 40) See also Brison 1998a, pp. 314–316; Schauer 1982, pp. 63–65; 1984 1292–1293.

38. See also Barendt 1985.

39. Note that a response can be sensitive in nonautonomous, undeliberated ways to the content of infor-
mation. Specific contents may trigger direct, automatic responses. If so, regulating certain contents can
protect autonomy, and avoiding the regulation of certain contents can threaten autonomy. Again, the
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idea of content-regulation does not line up cleanly with issues of autonomy in the way that is often pre-
supposed in free speech jurisprudence.

40. See also Brison 1998a, pp. 327–328. In his later article Scanlon retracts his earlier Millian principle
of freedom of speech. Its basic flaw, in his later view, was to regard autonomy as constraint on justifica-
tions for governmental interference rather than as a good to be promoted; doing so gave the audience
interest in autonomy too great and constant a weight. I do not think that the distinction between con-
sequentialist and deontological autonomy arguments for free speech affects the use I make of Scanlon’s
points here. Even if special protection is understood in deontological terms as a constraint, as in his older
view, I am discussing the extent to which special protection can be justified in terms of autonomy to
begin with. Scanlon also distinguishes categories of interests protected by freedom of speech (speaker,
audience, bystander) from categories of acts of expression or kinds of speech. He is wary of the latter:
the purposes and content of speech can be controversial, such distinctions are likely to be misapplied,
and it is difficult hard to regulate one category of speech and not another and to avoid overbroad reg-
ulation. See also Alexander and Horton 1984; Alexander 1989, pp. 549–550.

41. Though Scanlon’s emphasis on subliminal perception may be misplaced; recall that that consciously
as well as subliminally perceived stimuli have robust priming effects on behavior.

42. Cf. the assumptions made by Alexander and Horton 1984, p. 1333, on mental mediation of harmful
effects.

43. As things are in the US, the way the balance is struck depends critically on whether the harm in
question flows from the content of speech or not. Compare: “[T]he possible harm to society in permit-
ting some unprotected speech to go unpunished is outweighed by the possibility that protected speech
of others may be muted. . . .” (Broadrick v. Oklahoma, 413 U. S. at 612). Here, third-party harm is out-
weighed. However, when images of child abuse are produced from actual child abuse, and the produc-
tion rather than the content of the work was the target of a statute, “[T]he fact that a work contained
serious literary, artistic, or other value did not excuse the harm it causes to its child participants”
(Ashcroft, paraphrasing New York v. Ferber, 458 U. S. at 761). Here third-party harm outweighs literary
or artistic value. The scientific work summarized above provides reason to doubt that the distinction
between harm flowing from the content of speech and other harm can bear this much weight, since the
content of speech often has direct influence on behavior that the actor is nevertheless unaware of and
does not control. That is, the distinction between content and noncontent as the source of direct influ-
ence distinction does not align with the issue of whether the agent is aware of and in control of the influ-
ence.This point emerges clearly from the psychological literature, but appears to contradict an underlying
jurisprudential assumption that effects that flow from content operate through autonomous processes.

44. Consider suicide contagion (Berkowitz 1993, pp. 204–205), or copycat crimes.

45. This argument was put to me by Larry Alexander.

46. See Potter 2003, p. 114.

47. Projecting statistical causation onto an individual case can produce an increased probability of
causing harm in that case. Similarly, if a drug causes harmful side effects in one third of those who take
it and we don’t have any differentiating information about a particular case, there will be some proba-
bility of the drug causing harm in the particular case.

48. On standards and burdens of proof, see Schauer 1982; Alexander and Horton 1984, pp. 1335, 1339;
Langton 1990, pp. 341–342, 347–348; Williams 1981, p. 59. Note that standard of proof beyond reason-
able doubt in criminal law applies to proof that the accused has committed the illegal act, not to proof
that the illegal act, on the assumption he has committed it, produces harm. The harmfulness of criminal
acts is judged by the legislature when they decide to make them criminal. The normal standard govern-
ing civil liability is the preponderance of the evidence.

49. However, a relevant difference is in the level of general knowledge of the risks to third parties posed
by drinking as opposed to those posed by viewing violent entertainment.

50. Here I am indebted to discussions with Susan Brison; see Brison 2005. See also Potter 2003, p. 52,
on accountability vs. influence, and chapter 13, on sharing responsibility and the need for a public health
perspective.

51. Thanks to Mark Greenberg for discussion of these points.
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16 Neurosociety Ahead? Debating Free Will in the Media

Sabine Maasen

Prologue: Is Mrs. Smith’s Limbic System in Love?

Brain researchers may say “such and such neurophysiological processes in such and such
brain area indicate that the subject is in love or sees green objects.” However, it is inadmis-
sible to say “being in love, seeing green objects or wanting something is nothing but activa-
tion of such and such neurons,” as being in love, seeing green objects, and wanting something
is in need of a certain subjective experience.
—Roth 2004, p. 80

1 The New Fad

High time for a new vogue in science: About 20 years after chaos theory was
embraced as the new theory of the nonlinear, valid for science, society, and under-
standing selves alike, brain research is about to conquer our visions. Earlier, chaos
theory, too, made it into the media and evoked breathtaking discussions on far 
more than just theoretical issues. It soon assumed the status of a worldview called
“chaotics” (Hayles 1991), applicable to the explanation of almost everything: the
shape of clouds, the behavior of crowds, the management of stocks, and the therapy
of traumata and shocks (Maasen and Weingart 2000).

The dust has long since settled. Nowadays, it is brain research that is hailed as the
ultimate answer to understanding science, society, and selves. Again, yet another
unity of science seems in sight, the neurosciences taking the lead this time. Yet
another way of governing societies appears to suggest itself: neurodidactics, neu-
rotheology, neuroeconomy, and neurotechnology stimulate respective endeavors,
be they industrial, spiritual, educational, or “neuroceutical.” Finally, one more 
illusion is about to be unmasked: the self, formerly held to be governed by free 
will, which is now revealed as fiction, albeit of a useful kind. Call it hype or horror:
the recent fad, provocatively stated, is ultimately about brainy selves happily 
living in neurosociety explained by the neurosciences and largely regulated by 
neurotechnologies.



In truth, while this abbreviated story line is, as yet, only a daydream of single
entrepreneurs in the domain of consulting (Lynch 2004), it has already had its effects
on the general media discourse, at least in Germany.Various applications of the neu-
rosciences have attracted the journalists’ interest. More often than not, the findings
have been glossed over in a more humoristic note. Neuro-marketing, for instance,
is being mocked as revealing insights that are not really new with the help of costly
experimentation and instrumentation. For example, neuro-marketing seems to have
found out that favorite brands are favored by our brains, too (Schnabel 2003).

The debate becomes far more serious, however, once other applications are dis-
cussed: Should we conceive of criminals as responsible and guilty, or “just” as
deviant and dangerous? Should we educate our children according to their self-
proclaimed needs and talents as their developing brains always know best what they
need (Singer 2002, Roth 2003)? Issues such as these are not treated as more or less
probable applications of brain research. Rather, they are debated as highly ques-
tionable, albeit as yet only thinkable, implications of brain research for notions of
person, responsibility, and, last but not least, free will. The latter implication in par-
ticular proves disquieting for most.

Thus, the self (that is, the conscious, volitional individual and its agency) has come
under attack—and not for the first time! About 20 years ago, postmodernists had
already declared the death of the subject. In this view, the self is a fiction invented
post hoc. Rather than acting on the basis of “own” intentions, motives or habits,
the subject came to be thought of as driven by relations of power and knowledge.
To postmodernists, these very intentions, motives or habits are not the source of 
a pure and self-conscious individuality, but the result of subconscious desires 
and discourses external to the self. The subject is merely a crossing of these 
structures.

Although this debate has not been resolved, other issues such as agency and
empowerment (or lack thereof) have become more prevalent concerns. These
debates rest on the assumption that the self, the acting, willing and reflecting self,
needs to be more than just a crossing of desires and discourses. At least, the self is
said to have, and indeed cultivate, a capacity to reflect and sort out inner and outer
conditions for his or her actions, rather than being fully determined by them. To this
end, all kinds of educational, therapeutic and self-instructing practices emerged, cur-
rently flooding Western societies: This recent hype of self-help offers indicates the
creed that the self can be advised to determine his or her own actions—within the
limits of inner or outer constraints, of course. This call for self-regulating, willing
selves is a political one. Indeed, juridical and moral practices ascribing guilt, or the
organization of everyday life attributing responsibilities, for instance, can hardly be
understood without taking recourse to a subject who consciously steers his or her
own courses of action.

340 Maasen



However, as social practice arrives at this kind of position, another challenge
occurs: this time, the self, the conscious, volitional individual and its agency, are being
attacked by the neuro-cognitive “front.” In their view, the self and its free will are
fictions invented by the brain. Consciousness as well as “free will” and volitional
decision making are but observations post factum, recollections of something
already accomplished by the brain. Accordingly, neuroscientific findings claim the
concepts of self, free will and consciousness to be scientifically untenable, specify-
ing that it is our brain rather than our “self” who decides what we want, what we
do, and who it is who says ‘I’.

Today, free will and consciousness have become the focus of a concerted scien-
tific effort. Inspired by the “cognitive turn” in psychology, the “decade of the brain,”
and the institutionalization of the “cognitive sciences,” neurobiologists, cognitive
psychologists and cognitively inclined philosophers all counter our long-cherished
intuitions about what volition and consciousness are, thus challenging this “inner
feel,” this special quality accompanying perception, volition, reflection, and action.
Notably, they insist on consciousness and the notion of free will (or the represen-
tation thereof) as being nothing but the name for the interplay of various regions
in the brain on which cognitive functions operate. Willing and doing are fully deter-
mined by the brain. Other than that, talking about experiential or phenomenal
aspects of consciousness and free will is relegated to folk psychological wisdom.
Now that heuristics, techniques, and instruments are available, the issues proper
(that is, the neural correlates of consciousness and free will) can and should be
addressed (Crick and Koch 1998; Milner 1995; for an overview, see Zeman 2001).

Yet the skeptics, it seems, are not convinced. Are we indeed, and do we simply
act on, an assembly of neurons and cognitive functions? In fact, as most philoso-
phers keep reminding the neuroscientists, we are still discussing the age-old paradox
of the “mind-body problem”: while we believe ourselves to be physical beings, we
also believe that we are conscious, willing entities whose awareness of physical
beings cannot be physical. Thus it appears that we are both physical and non-
physical. This brings up the problem as to how the physical and non-physical relate?
After all, the two dimensions have no means of “communication.”

In view of all the challenges and tensions the notion of free will, selves and 
societies faced with, it is about time to sort out the debate following the neuro-
cognitive challenge. With respect to what the debate is essentially about, the recent
discussion staged in Germany’s leading feuilletons (magazine or essay pages of a
newspaper) is revelatory. From a discourse analytical perspective, the debate, while
still being highly controversial, gives rise to the conviction that the dominant views
of volition and selves have to be reconsidered. It is not so much the empirical find-
ings that cause the stir, but the at times far-reaching conclusions brain researchers
derive from them. While the leading proponents of the debate still advance their
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positions in the service of public enlightenment (e.g. to free us from the illusionary
concept called free will) and hope for consensus among scholars from the sciences
and the humanities, a discourse analytical approach arrives at a different conclu-
sion. Discussing free will in the media is not only an important way of popularizing
the issue but also a way to promote brain research in general. It enforces the adop-
tion of strong, opposing views: in this instance, the notion of free will as an illusion
versus the plea not to mix neurophysiological and personal levels of description.
Given this basic opposition, the key proponents argue about more detailed theo-
retical, but most of all, about implications concerning science policy and politics 
as well as specific societal consequences. A quick glance at everyday practices 
concerning the exertion of free will may give hints as to how to further the 
debate. In view of what lies ahead (neuro society), we are badly in need of an 
all-encompassing and ongoing debate about what follows for science, societies, and
selves. In fact, this debate has only just begun.

2 Why Talk about Free Will in the Media?

The debate about the (possible) implications of forefront brain research reached
the general public only late. Although a number of more popular accounts of the
human brain have been issued in the 1990s, and despite the fact that it became a
topic in talk shows, internet chats, radio features and brain researchers were also
welcomed at Lion’s Club meetings or at public panels, not very many people seemed
to have been interested in discussing the consequences of novel findings in brain
research—neither with respect to human self-understanding nor to social practice
at large (Kuhlmann 2004).

Starting in mid 2003, three major German newspapers (Der Spiegel, Frankfurter
Allgemeine Zeitung (FAZ), and Die Zeit) drew attention to this research.1 FAZ, in
particular, staged a debate that otherwise may never have surfaced on the more
general agenda.2 In fact, a marked distinction remained: unlike many of the pre-
ceding controversies (gene technology, stem cell debate etc.) the debate about brain
research did not so much arouse much general interest as take place largely within
the self-contained forum of expert discourse. Neuroscientists, philosophers, theolo-
gians, lawyers, and pedagogues enacted a debate that might have a deep impact on
understanding ourselves (free will), and applied branches of brain research pro-
claimed bold consequences on didactics and on economics—but only a few insiders
seemed to care. Most profoundly, neuroscientific findings were said not only to alter
our understanding of individual responsibility but also society’s ways of dealing with
deviant behavior—but even at this point, only a few criminologists concerned them-
selves with these issues. All in all, the debate as a whole was characterized by a con-
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siderable academic standard, but made a somewhat sterile impression. Without any
backing by protest movements (ecologically minded, women, handicapped persons,
as in the Human Genome Project), non-governmental organizations, or citizen’s
juries, the key discussants simply replaced the academic ivory tower with the mag-
azine pages of the leading print media (Kuhlmann 2004, p. 143).

As is usual in media discussion, the debate was characterized by opposing fac-
tions, strong views and far-reaching conclusions. Owing to the lack of resonance in
the broader public, the setting of the agenda with regard to what might be foresee-
able consequences was largely left to the key spokesmen, notably Wolf Singer,
Gerhard Roth, and, on the sidelines and more moderately, Wolfgang Prinz. In their
view, the neurosciences revealed free will as being non-existent. While Singer and
Roth convey the message “Free will is an illusion—let’s rebuild societies accord-
ingly” (e.g., let’s refrain from ascribing will and guilt to persons), Prinz is careful to
distinguish two different spheres: the neurophysiological and the political sphere:
In his perspective, free will is an illusion in the neurophysiological sphere, yet nec-
essary in the political sphere. In the latter, we can ill afford to let go of notions such
as free will and guilt as they regulate social life. True to this reasoning, Prinz (2004)
pleads for keeping the two spheres apart, taking both of them and their logics of
functioning seriously.

Although this debate took place in inner circles of scientific, mostly interdiscipli-
nary, conferences and journals as well, it never reached there the resonance and
prominence it assumed in the media. One reason for this difference may be found
in the fact that free will is ultimately conceived of as an academic question, to which
there are many and decisive answers, but no consensus in sight. Within the sciences
as well as between the sciences and philosophy and other more culturally oriented
disciplines, “free will” seems to afford no more (but no less) than boundary work
(Gieryn 1983, p. 405). All factions feel challenged to negotiate, that is, they either
take to defending the neurocognitive challenge or they object to it. It is worth noting
that boundary work is more than just an academic enterprise. In modern knowl-
edge, society negotiations of this kind often actively look for public attention. This
is more than an exhibition bout, however. Convincing the public (political, indus-
trial, general) means enlisting public acceptance for one’s discipline, which in turn
may pay off in political and financial support for research.

Negotiating science in the media is characterized by two basic dilemmas. The first
dilemma is about popularization and accuracy. Time and time again, scientists com-
plain of sensationalism, inaccuracy, and oversimplification. As Stephen Hilgartner
has convincingly shown, popularization and accuracy are not strict opposites.
Rather, they are connected by a continuum of intermediate forms (Hilgartner 1990),
ranging from more simplistic accounts in science (i.e., textbook knowledge) to sci-
entific presentations in public spaces (e.g., science museums). The same is true for
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the debate about free will—it ranged from high-standard expositions in the feuil-
leton to easy-to-understand introductions in scientific journals.

Another dilemma pertains to the relation of knowledge and non-knowledge. As
early as 1966, Julius Lukasiewicz observed that exponential growth in the volume
and complexity of information creates the prospect of “instant antiquity.” In addi-
tion, one’s degree of grasp “is quickly diminishing while one’s (degree of) ignorance
is on the fast side” (Lukasiewicz 1966, p. 122). One should note, though, that an
overall rise in ignorance indicates neither how it is constructed or distributed nor
whether it is intentional, amounting to a refusal to know things. However, it does
point to the increasing necessity to use one’s span of attention economically. As is
well known, attention economy puts a premium on entertainment. Given this so-
called knowledge-ignorance paradox, free will is quite an esoteric topic. The debate
on free will uses two main strategies to win the public over: (a) “infotainment” in
order to render serious issues “hot news” (see, e.g., articles on neuromarketing) or
present the challenge as new although it is not (Hagner 2004), and (b) “visible sci-
entists” who “stand for” a certain idea, position or vision. Visible scientists are gen-
erally said to be articulate, colorful, and more or less “controversy-prone” (Goodell
1977) as is the case with Singer and his colleagues.

3 Public Understanding of the Brain Sciences

In a certain sense, debating scientific issues in the media, particularly if the break-
throughs announced are still pending rather than factual, may seem a risky
endeavor—a risk the neurosciences share with other key technologies, such as nan-
otechnology, for instance. Yet in modern knowledge cum media society, there are
scarcely better ways to keep oneself on the agenda. Even more so, given today’s
calls for science to enlighten the public. Since the lay public has not only become
more and more alienated from specialized research performed in the “ivory tower,”
but has equally grown aware of risks connected to certain technologies (e.g. gene
technology), it is increasingly reluctant to lend unconditional support without any
knowledge about the issues at stake. In this vein, the discussion about “free will” is
also an example of PUS, short for “public understanding of science.”

Since 1985, as indicated by the so-called Bodmer Report, scientists have a duty
to communicate with the public about their work (Bodmer 1985). In order to
counter the lamented “scientific illiteracy” of the general public, scientists were
called to “pour” knowledge from the lab-world to the life-world, employing enlight-
ening presentations as the prime vehicle (see, e.g., Miller 2001). Although ranging
from oral to written or performative (as in science museums), and from blunt 
information to edutainment, most attempts adhered to a one-way-street type of
communication.
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This model of science communication soon turned out to be deficient in itself.
Notably, historians, philosophers, and sociologists of science showed that the scien-
tific process departed markedly from the hypothesis-experiment-falsification/
verification method usually put forward in public as the way science progresses (see,
e.g., Collins and Pinch 1993; Latour 1987). Rather, it has been considered vital for
the public to realize that much of the science it is confronted with (e.g., Human
Genome Project, stem-cell research; brain research) is “science-in-the-making.” Sec-
ondly, while it is clearly more difficult to report on ongoing as opposed to established
research, there are, however, ways to attract the lay audience. Much current research
raises a number of social, ethical, and policy issues (e.g., labeling of genetically mod-
ified food, cyber crime, environmental legislation and an individual’s right to
privacy).Typically, these types of ongoing research are laden with promises and fears,
despite the lack of certification by the scientific communities involved (Weingart
2001, chapter 6). “If we are entering a new age for public understanding of science,”
Gregory and Miller write (2001, p. 119), “it is important that citizens get used to sci-
entists arguing out controversial facts, theories, and issues. More of what currently
goes on backstage in the scientific community has to become more visible if people
are going to get a clearer idea of the potential and limitations of the new wonders
science is proclaiming.” (See also Hilgartner 2000.) Hence, engaging a wider audi-
ence into science-in-the-making may actually sensitize the public for both cognitive
and non-cognitive aspects of scientific claims. By changing the ways in which we
interact with one another, science and technology influence how we define the
general welfare, our views on the role of government, and the approach we take in
exercising our rights as citizens.Today, technological advances are giving humans the
ability to intervene in spheres they could not attain earlier. Consequently, average
citizens are faced with choices of which they had no knowledge previously.

Indeed, the changes in knowledge about living organisms, particularly the human
organism, and the ability to manipulate and tinker with life, raise a host of ethical,
legal, and social issues. The most pressing fall into six general categories: privacy,
handling of prenatal life, manipulation of germ lines, free will and individual respon-
sibility, genetic reductionism and determinism, and genetic enhancement. Funda-
mental to all six is the realization that there is no perfect or ideal human genetic
constitution to which all others are inferior, as well as the recognition that genetic
information should not be used to advance ideological or political agendas. In 
order to assess risks and chances, a knowledgeable public is considered a prime 
prerequisite.

In this vein, the recent neuroscientific challenge in which free will is cast in the
guise of a mere illusion can be read as an instance of public understanding of science.
Neuroscientists eagerly enlighten the general public about their field.Above all, this
pertains to the hybrid and complex range of neuroscience itself. The complexity of
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the brain is so great that understanding even the most basic functions will require
that we fully exploit all the tools currently at our disposal in science and engineer-
ing and simultaneously develop new methods of analysis. While neuroscientists and
engineers from varied fields such as brain anatomy, neural development and elec-
trophysiology have made great strides in the analysis of this complex organ, there
remains a great deal yet to be uncovered. Not surprisingly, this calls for more
research, more funds, and last but not least, for public acceptance of a costly type
of research.

To this end, it is useful to draw attention to potential applications and remedies.
For example, by understanding how neuronal circuits process and store informa-
tion, one may be able to design computers with capabilities beyond current limits.
By understanding how neurons develop and grow, we could develop new tech-
nologies for central nervous system repair following neurological disorders and
injuries. Moreover, discoveries related to higher-level cognitive function and con-
sciousness could have a profound influence on how humans make sense of their sur-
roundings and interact with each other.The ability to successfully interface the brain
with external electronics would have enormous implications for our society and
facilitate a revolutionary change in the quality of life of people with sensory and/or
motor deficits.

Indeed, there is hardly any domain of science that does not attempt to present
itself as a key technology—consider, for a few examples, gene technology, nan-
otechnology, or stem-cell research pointing to therapeutic cloning.3 This strategy is
highly ambivalent, however, given that it regularly produces bifurcated responses
as to the feasibility and desirability of these apparatuses, procedures or treatments.
In Germany as well as in other European countries, the public debate over embry-
onic stem cells not only gave rise to a heated discussion of whether or not thera-
peutic cloning could ever become a reliable form of treatment, it also provoked an
irresolvable controversy over the “dignity of man.”

The lessons learned from these experiences are that public acceptance is hard 
to attain. Even more so, as both promises and perceived threats strongly interfere
with pre-existing “knowledge” (false or correct), habits, and positions gained from
preceding debates. While the issue of free will seems fairly abstract at first sight,
it did hold the attention for a number of months (neglecting pre- and after-
publications). Although it never became a lively debate backed by other forums of
deliberation (e.g., social movements; see above), it connected to the fear of “being
determined,” this time by neurophysiological processes; it dealt with allegedly
promising technological possibilities (e.g., neurodidactics); and most importantly, it
bore on the critical concepts of responsibility and free will underlying legal deci-
sions (on public perception of genetic determinism, see Dreyfus and Nelkin 1994
and Nelkin 1994), and was highly informative on an astounding scientific and philo-
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sophical standard—in fact, it was a debate addressing the Bildungsbürgertum (the
educated middle class). No wonder perhaps: is the attack on the free will not an
attack on the citizen?

4 Free Will: Is There Really Something to Talk About?

It all started with Benjamin Libet’s experiments in 1985. While brain and nerve
impulses were being monitored, subjects were asked to make some trivial choice—
e.g., to move a finger up or down and to report the moment of decision making.
What Libet found was that the nerve impulse from the brain to the finger was on
its way before subjects reported having made the choice. Fact is, the difference is
less than half a second—but since nerve impulses propagate at finite maximum
speeds, once the impulse to move the finger one way or the other is on the way, it
appears that no later decision can derail it, nor can the finger’s movement depend
upon the later decision (Libet 1985). These findings are still being investigated. (See
Haggard and Eimer 1999.)

Does the finding that everything we will and actually do is based on neurophys-
iological conditions really challenge our long-cherished notions of what it means to
exert free will? What, in fact, do we mean by free will in everyday knowledge? Peter
Bieri, an analytical philosopher, sets out boldly to counter the challenge—drawing
on a “clear mind” and conceptual analysis rather than insisting on bold claims unjus-
tified by empirical findings, as he scathingly comments (2005).

What is the challenge? First, we regularly conceive ourselves as the authors of
our volition and actions, second, we tend to think we are headed toward an open
future, for which we can always decide between various options, and third, we hold
ourselves and others responsible for our actions. However, the finding that every-
thing we do and experience does have a neurophysiological basis seems to cause a
complete u-turn: first, we seem to be no more than vehicles of our brain activities,
second, our future appears open because we do not know about the brain processes
ultimately guiding our actions, and third, the attribution of responsibility therefore
seems meaningless.

Bieri, less involved in the general media debate, gives a convincing account of
what must have happened: those who felt challenged by the neurocognitive
redescription and the neuroscientists alike hold positions that, after a closer look,
are based on severe misconceptions of what could possibly be meant by “free will.”

Misconception 1: unmoved mover Do we really believe that our will is free in the
sense of being entirely independent of any condition, that it keeps initiating ever-
new chains of causality? To be sure, such a will would be purely accidental, it would
neither belong to anybody’s life or character, nor would it lend itself to learning. In
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other words: We would be talking about “chaotics” (Hayles 1991), rather than
freedom.

Misconception 2: will as non-physical phenomenon Do we really believe that expe-
riential phenomena are causally autonomous, hence, completely detached from
physiological conditions? Quite clearly, most of us do not (fully) understand the
material processes giving rise to psychological phenomena. However, not under-
standing those processes does not imply independence of neurophysiological
processes. In other words: No psychological change without physiological change.

Misconception 3: Omniscience of experience Do we really believe that there is
nothing “behind our backs” ruling our lives? Since we tend to think of our volition
as spontaneous, we actually infer it to be free. However, not being aware of those
processes does not imply independence of the neurophysiological machinery bring-
ing it about. In other words: no perceiving, feeling, thinking, in short, no experien-
tial event without neurophysiological processes.

In Bieri’s perspective, the result is unequivocal: Only if there really is a belief in one
or more of the aforementioned (mis-) conceptions will it lead to the conclusion that
brain research does in actual fact undermine the idea of free will and freely decid-
ing individuals. Those misconceptions, however, are not only highly implausible
within the framework of everyday experience, they are also based on an “adven-
turous metaphysics.” Bieri insists that we can describe ourselves (our paintings, hair
dryers, philosophical accounts) on various levels or in different dimensions: aes-
thetic, mechanic, impact, etc. When it comes to humans, we should differentiate
between two dimensions. In one of them, we make use of a physicalist account,
including neurophysiological narratives about how the brain regulates what
happens “inside.” This is a mechanistic and deterministic account, given of our
(neuro-)biological bodies. In the other dimension, there is a psychological narrative
given about ourselves as persons. On this level, we talk about description telling
about actions performed by a person, about reasons for these actions, about what
this person believes and wishes, what he or she thinks and feels, what he or she
remembers and imagines. Freedom can only be thought of, denied, or deliberated
on this very level of personhood. Only acting individuals can be “objects” of the
search for freedom or the lack thereof.

On the physical level, brain research can tell us about neurophysiological
processes and their deterministic nature—or microphysicalist indeterminacies, for
that matter. What we will not find on this level, however, is not free will or free
action, as the conceptual framework simply does not allow for it. That is, we need
the conceptual framework of personhood in order to talk about freedom.This holds
for neuroscientists as well—their research is in need of a concept of free will that
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cannot be derived from brain research itself. In sum, Bieri accuses the neuroscien-
tists of being misled by a category mistake.4

What exactly is a conceptually sound account of free will? Our will is free if it is
guided by good judgment on what to do in a given situation. Our will is not free if
judgment and will fall apart—if, for instance, I act on impulse. In this view, we can
also stick to the deep-rooted notion of being able to act otherwise. However, this
does not give rise to the approach known as “anything goes.” Rather, it means that
I could have acted otherwise had I judged things differently. On this account,
freedom is the plasticity of our will in relation to our judgment. And this is why we
hold someone responsible for their actions: “We judge what you did in relation to
what you wanted, and what you wanted, we judge in relation to certain norms.”

In this sense, one can acknowledge both the breath-taking findings of the neuro-
sciences and a meaningful sense of free will for volitionally acting and responsible
persons. While we understand more fully the neurophysiological machinery instan-
tiating our volition and actions, the latter is also in need of a conceptual framework
residing in the categorical systems of personhood—and sociality.

5 What Is Left to Talk About?

It is self-evident that no single contribution ends a debate, however plausible its
stance may seem. From a discourse-analytical perspective, Bieri’s position, backed
by many colleagues in this debate (e.g.,Wingert, Kettner, Schockenhoff), is the exact
counterpart of the claims made by the neuroscientists. Hence it is bound to provoke
further arguments. By focusing on the main dimensions, the neuroscientific chal-
lenge becomes amenable to three lines of discussion: theoretical, science political,
political.

Theoretical Dimension

As stated before, brain researchers claim that all conscious activities are ultimately
based on unconscious processes. Both the personality profile of a person and their
individual modes of reaction and actions are determined by genetic factors and early
childhood experiences (Roth 2003, p. 526). Accordingly, all perceptions and imagi-
nations, but also concrete action plans are submitted to evaluations in the limbic
system. In this selfsame system, the brain checks whether the action’s effects are
bound to lead to good emotions or not. According to Roth, the limbic system has
the first and the final word. The first, when it comes to a wish and a goal, the last,
when reason and its reasoned judgment are checked for the emotional acceptabil-
ity of its advice. Hence “there is rational deliberation of actions, alternative actions
and their respective consequences, however, there is no acting rationally” (ibid.).
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While hardly anyone would deny such material underpinnings of all thoughts,
deliberations, and emotions, many authors do, in fact, reject the claim that by uncov-
ering those physical processes, symbolic processes just vanish into thin air. Like
Bieri, Lutz Wingert insists on clearly separating the levels of description. When it
comes to thoughts or social devices, such as assertions, money, or political constitu-
tions, we talk about meaningful things and we talk about objects conveying sense.
Wingert pointedly states, that saying “nothing without my brain” does not at all
imply “nothing but my brain” (Wingert, in Assheuer and Schnabel 2000). Rather,
he confronts the neuroscientists with a paradox: in order to identify the very expe-
riential phenomena (e.g., free will) for which neurophysiological correlates are
sought, one needs to rely on symbolic notions of those phenomena. In this way, neu-
roscientific accounts remain inextricably linked to everyday knowledge or knowl-
edge provided by the humanities.

The Dimension of Science Policy

Whether this calls for a shifting of boundaries with respect to the respective explana-
tory power of the two vocabularies remains an as yet open question. However, in
the dimension of science policy the debate can indeed be regarded as another
instance of the science wars en miniature. Hardly concealed, the debate articulates
a power play between the natural and the cultural sciences. It is about “who is in
charge” when explaining age-old problems such as the free will, until now firmly 
in the hands of the humanities. In Singer’s view, the natural scientists, break out 
of the decreed ghetto and, albeit humbly, begin to think about issues so far 
reserved for the cultural sciences. In a complementary fashion, philosophers
concede that they have become far more irritable by empirical phenomena; an
outlook calling for intensified conceptual analysis, rather than (unproven) surren-
der to bold claims (see the quotation from Bieri above). The battle is not only
defined from within. As Wingert points out, there are further favorable conditions.
Among others, it seems as if things social do not lend themselves to impatient 
fantasies. In fact, anything labeled “social” is not of interest any more. This 
development entails a devaluation of sociology and social philosophy. Biology and
economics are the new leading disciplines (see Wingert in Assheuer and Schnabel
2000, p. 2). It is only fair to add, however, that social scientists seem to have actively
excluded themselves from this as well as neighboring debates (e.g., on conscious-
ness, see Maasen 2003). Therefore, the field is open not only for adventurous meta-
physics (see remarks on Bieri above) but also for adventurous social science (see
remarks on Kuhlmann below).

First and foremost, the science wars are confined to brain researchers versus
philosophers. Armed with bright brain scans and an impressive array of data, the
brain researchers self-assuredly claim priority in explaining volition by way of neu-
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rophysiological processes and cognitive mechanisms operating upon them.The neu-
roscientists claim they will soon find causal explanations showing why certain mate-
rial, neurophysiological processes give rise to specific states of consciousness. While
conceding the reality of psychic states and cultural phenomena, they distance them-
selves from crude reductionisms, calling for “bridging theories” (Singer 2002, p. 177),
uniting both worlds, the material and the cultural, instead. Indeed, this “euphoria of
uniting” (Vereinigungseuphorie) (Kettner et al. 2003) smacks of a revival of a “unity
of science” program, a reductionist explanatory framework, this time led by the neu-
rosciences. All the more so, as objects of social and cultural systems of description
entail descriptions and relations to rule-driven practices.The latter form part of what
it means to be a certain thought or action, e.g., whether waving one’s hand is just a
bodily behavior or part of a greeting ritual. Hence, bridging the gap between bio-
logical and physical theories is worlds apart from bridging the gap between neuro-
physiological theories and sociological ones. Objects of culture are not independent
of the way in which we conceive of them. It is difficult to see how the brain-
centered naturalism that Singer and colleagues (2002, 2003) seem to advocate might
allow for the (multiplicity of) meanings attached to (the same) objects (Kettner et
al. 2004, p. 24).

Political Dimension

The debate follows its trajectories in a society enlightened by neuroscientific
insights. Two examples, namely jurisdiction and education, may suffice to illustrate
the visions and pitfalls of neuroscientific reform. As far as jurisdiction is concerned,
Gerhard Roth provides a new approach to delinquency. Given that human person-
ality is built by genetic factors and early childhood experiences, the concept of guilt
and the criminological concept of retribution are to be bidden farewell too (see
Roth 2003, p. 541). The sentencing of offenders should only be based on repulsion
and re-conditioning. In this respect, whether or not measures taken toward improve-
ment are effective depends on the individual’s personality profile. Again, early 
and ubiquitous testing becomes necessary. Likewise, seemingly reformist thought
(refrain from guilt) allies with technocracy.

Even a general espousal of this cause inevitably means that criminals will be
locked up or given therapy. This time, however, we do it because we deem them
dangerous, not because we also consider them guilty. So, would this neurobiologi-
cal way of treating criminals really be more “humane,” as Singer and others suggest?
Kettner et al. remind us of Stanley Kubrick’s film A Clockwork Orange. Those no
longer acknowledging sociopaths as persons capable of responsibility and guilt but
as objects of re-programmable behavioral repertoires possibly create more suffer-
ing than they are able to prevent. Moreover, externalizing the systems of behavior-
control by way of neuro-technical programming is far less subtle and efficient than
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regulating oneself by way of insight and reasons. The latter is typical of action reg-
ulated by socio-cultural norms. Finally, regarding the re-programmers, the question
arises to whom they are responsible, and on what grounds? (Kettner et al. 2004, p.
17)

With regard to education, neurodidactics provides novel insights, too. The neuro-
cybernetic program is based on the insight that brains are highly influenced and
individualized by both genetic constitution and early childhood experiences (Singer
2003, p. 56). Thus the basic advice is to wait and see what questions children have,
“for the young brains know best what they need at specific stages of their develop-
ment and are capable of critically evaluating and selecting among different options”
(Singer 2002, p. 57). The flip side of this seemingly anti-authoritarian statement is a
technocratic program for timely selection of the best: “To optimize education, one
would have to test children at a very early stage, identify talents, and channel edu-
cational activities along the spectrum of talents. One needs to free oneself from the
illusion that all can become equal. This assumption makes no sense at all and con-
tradicts elementary biological laws: my postulate leads to a strong differentiation”
(Singer 2003, p. 116f.)

Kuhlmann counters that in stating this, it is in reality no longer the child but the
neuron Singer is addressing. As a consequence of his postulate, one can save all
efforts at providing a child with attractive offers so that it may find its own way. In
Kuhlmann’s view, we are about to change the criteria for judging such a decision. If
it all depends on material causal factors rather than the insight and experience of
an adolescent, why should we not manipulate the young brain? (Kuhlmann 2004,
p. 152).

Arguing against Neuro Society?

Given that their ideas were on the verge of becoming social reality, Roth and his
neuroscientific colleagues strongly advise discussing their social and ethical im-
plications. (See Roth 2003, p. 543.) While this call for technology assessment is 
laudable in principle, it falls short of its self-proclaimed aim. Modern technology
assessment is no longer only concerned with the consequences of a certain tech-
nology, but also with the conditions giving rise to it and providing the scope of its
uses or abuses, its acceptance or rejection. Moreover, a technology assessment of
this scope should be performed, in which the broader public should be involved.
Interestingly enough, the media did attempt to stage such a debate. As has been
said earlier, while they succeeded in initiating a serious and high-standard debate
among German intellectuals, they failed utterly to involve a larger audience, attract-
ing none of its representatives. Neither politicians, nor corporate actors, nor pro-
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fessionals in the culture business or civil movements, were seen or made themselves
heard. The same applies to representatives of industry, notably the pharmaceutics
business.

The opposition implicit in most arguments countering the neuroscientific, and
above all, the neurotechnical challenges lying ahead, is both obvious and moralis-
tic. The opposition is between “neurotechnical manipulation” and “exercise of free
will based on insight and experience.” While evident to many, this very distinction
and its discussion in the media deserves closer scrutiny.

First, giving no quarter to those who try to counter in a temperate manner, the
philosopher Holm Tetens severely questions the fear of neurotechnical manipula-
tion. Following the neurocybernetic model of behavior, he explains that it is the
brain which produces the observable behavior of a person. As a consequence, some
people hold that all that is needed is to gear into the brain and achieve certain brain
states in order to trigger any behavior one wishes to generate. This is why the neu-
rocybernetic model of behavior is invariably confronted with the verdict of pre-
senting humans as being manipulable at pleasure. However, Tetens is eager to
emphasize that this is a fallacy. In point of fact, the brain is in need of permanent
and rich stimuli—natural or cultural—in order to become “a machine” capable of
understanding and producing language and to communicate with others. Only under
these conditions are humans able to live and actively shape their natural and cul-
tural environment. In the perspective of a stimuli-demanding brain, the effects of
neuro-technical manipulation would be rather limited. The interaction of humans
with their highly complex environment can hardly be substituted by laboratory con-
ditions. We should therefore not be afraid of neuro-technically trimmed laboratory
monsters. Moral verdicts of such kind simply run idle (Tetens 1999, p. 24).

Second, there are those (and, indeed many) who cry out against the end of a
liberal ethos stipulating that humans are endowed with the possibility of leading
their lives in accordance with their self-gained values (Kuhlmann 2004). Moralizing,
however, is a characteristic not uncommon in media debates.At first sight, one might
be led to search for the reasons in the issue itself: Denying free will and cultures
based on it justly evokes not only level-headed arguments (see Tetens) but also
strong emotions and normative reactions. Yet, the question as to why this is hap-
pening remains. Would we not, for the most part, act as before, happily sacrificing
the notion of “free” will (Tetens 2005)?

Indeed, there are media-specific reasons for this pervasive tendency to moralize
controversial issues. To begin with, it is the media who set the agenda altogether
(brain research), who put the issue on the agenda (free will) and stage the main
controversy (free will: yes or no). In this medialized way, society engages in
increased self-observation. It sees “problems” (free will) to which it seeks 
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“solutions” (free will as illusion) that, in turn, produce new “problems” (manipula-
ble brains), and so on. On the one hand, moralizations help to structure the “reality”
thus constructed in the media. Moralizing discourse appeals to the code of good-or-
bad, and typically media debates try to enrich the controversy with protagonists of
both normative stances (Luhmann 1996, p. 64f.). Given the intellectuality of the dis-
cussion on free will (see above), Singer and Roth appear to their opponents to be
on the bad side, yet far less evil than they would have been in a more popularized
debate. . . . On the other hand, moralizing is about rendering this construction
“more real.” Discarding free will in media debate may be easy, but what about real
life? To moralize an issue conveys the impression that this very issue is in need of
normative accentuation, because in “real reality” things are different. (Luhmann
1996, pp. 202–204) Moralizing thus compensates the reality deficit of the media 
discourse.

Third, all factions seem to agree that individuals and societies are rapidly chang-
ing as a result of science and technology. Böhme, one of the rare representatives of
the cultural sciences engaged in this debate, specifically welcomes the fact that prob-
lems deriving from technical-scientific developments are increasingly discussed in
public while initiating research in the humanities by the same token (Böhme 2000,
p. 49). Natural scientists, in turn, should acquire cultural competencies as their influ-
ence on modern societies grows. We need neither the delirious messages of salva-
tion nor the apocalyptic prayers, unsuspecting paintings of scientific progress or
helpless invocations of cultural autonomy that have lately filled the feuilletons.
Böhme avers that underlying those rhetorical aberrations are either real economic
interests or deep-rooted fears, both of which have to be taken seriously and dis-
cussed as such. Moreover, in order to understand the human being, a zoon symbol-
icon living in a world strongly influenced by science and technology, there is no via
regia of knowing. Rather, Böhme pleads for a trans-disciplinary cooperation of 
all sciences, technologies and humanities involved in order to make sense of the
neuro-socio-technical complex called neuro-world.

On a methodological note, Christian Geyer, too, warns against a culture of incom-
mensurable perspectives, for it forecloses the chance to learn and understand. He
suggests adoption of Davidson’s “anomalous monism” (1980) as a methodological
device. As opposed to material monism proper, anomalous monism holds all things
mental to be material, whereas the reverse, a “panpsychism” is inadmissible (Geyer
2004, p. 89). This stance may help to further the debate—even more so, as Singer
himself seems ultimately undecided. If the social and the cultural are indeed not
identical with the underlying neurophysiological processes, as Singer concedes, the
energetic impotence of the mental he so often claims appears to be a contradiction
in terms. Hence no strict material monism with Singer, after all? (Geyer 2004, p.
90f.)
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Free Will: The Wisdom of Everyday Practice

Shifting the perspective for a moment may help: Since we did not happen to 
meet the “lay public” during the feuilleton debate, what do we know about every-
day practice? It might be of use to point to two phenomena likely to further the
debate.

Self-Help

In (post-) modern societies, the volitionally acting self is taking center stage. Con-
temporary Western societies are not only highly individualistic, they are regarded
as highly differentiated, thus confusing, demanding, and risky. Accordingly, modern
selves have the task of sorting out desires and demands representing internal and
external constraints for the very act of shaping decisions on what to do. More often
than not, these constraints are quite as contradictory as they are manifold and thus
have to be balanced. The reverse of the coin named reasoned choice is continuous
monitoring of oneself and others. In fact, neo-liberal societies increasingly rely on
this capacity of self-regulation. As this is by no means easy, we get help from a host
of more or less rationalized programs and policies by which we learn how we govern
ourselves and others.

One such program is called self-management. Countless books, brochures, semi-
nars, web sites, and newsletters are at the disposal of all interested parties. Offers
concerning time and self-management abound. Their promise seems to be irre-
sistible. Change is possible. You just have to do it! This undertaking demands a con-
scious, active disposition. To state it bluntly, in the course of your self-managing
efforts, you have to find out what you really want, for only what you really want,
you actually do (Sprenger 1997, p. 71). The practices on offer address individuals
and institutions. “Competence-enhancing seminars” as well as coaching for man-
agers, students, politicians, or secretaries are all the rage. Nowadays, quality and
change management are routine procedures aimed at improving the efficiency of
administrations or companies. In brief: We are surrounded by a culture of efficiency
and efficiency-enhancing procedures, all of which are more or less visibly connected
to the conscious effort of working on oneself.

Accordingly, training our capacity to decide, exerting our “free will,” to put it
more precisely, is an important feature of modern life. It should be incorporated
into the more abstract discussions we had so far in order to attract a broader audi-
ence. The latter may be interested to learn that, neurophysiologically speaking, free
will is an illusion. Meanwhile, socially speaking, it is highly knowledgeable in voli-
tionally reflecting about and practicing volition.
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Neuroceuticals

As for volition, we are observing a split usage in current self-management practices:
On the one hand, “becoming conscious of something” is treated as prime vehicle 
of volitional self-monitoring. In order to enhance individual efficiency, the manuals
make use of all techniques known in psychology and other domains of thought to
monitor and educate oneself, hence to become conscious of one’s behavioral pat-
terns and options for changing it: questionnaires, tests, check lists, exercises to relax.
On the other hand, there is a strong tendency to perform another type of self-
shaping. The best selling drugs these days are not those treating acute illnesses, but
those prescribed to counteract chronic pain or disability—Premarin, Prozac, Viagra.
The power to volitionally reshape one’s life, including one’s states of consciousness,
seems to extend way beyond what we previously understood as illness. In fact, drugs
such as Alazopram set to treat “panic disorder,” for instance, are rewriting the norms
of what it should feel to be a normal self, capable of effective social interaction. On
a general level, pharmacological intervention redefines what is amenable to cor-
rection or modification, i.e., amenable to shaping one’s self by volitional use of drugs
altering one’s state of volition. As Nikolas Rose maintains, this is not so much about
widening the net of pathology. No, “we are seeing an enhancement in our capaci-
ties to adjust and readjust our somatic existence according to the exigencies of the
life we wish to aspire”—and the self we wish (others) to be (Rose 2003). In the
course of this these happenings, the scientific and the general discourse converge
on a more somatic, more brainy concept of the self. While a deep-seated distrust or
anxiety concerning drug intervention into one’s states of consciousness might have
been suspected, this is not the case. Volitional pharmacological intervention in par-
ticular thus aligns with a neo-liberal regime of individuals who have to govern them-
selves and who do this employing self-management practices of various kinds. In
this respect, why should neurochemicals not be an option? The general public, hence
we, as competent members of Western societies, are experts in living with seemingly
incommensurable stances. We both exert free will and we know that our brain 
regulates our volitional states and processes whenever we take neuroceuticals—yet
another reason to differentiate levels of description and refrain form loose talk
regarding incommensurability, at the same time.

Neither scholars of the sciences nor the humanities can afford to ignore ethical
(Kempermann 2004), social, cultural and political conditions and consequences of
neurotechnically co-shaped selves and societies (Schwägerl 2004). Supported by
broad media coverage and extended marketing campaigns, the neuroscientific image
of a brainy (neurochemical) self living in a neuro society becomes ever more plau-
sible. Hence it should be subject to ongoing and expanded deliberation among indi-
viduals who are not only brains but also members of communicative communities.
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Epilogue: Is Mrs. Smith’s Limbic System in Love?

No, it is activated, but she is in love nonetheless. Neither she nor her significant other
would know from her brain state—so much seems to be clear for Roth, Singer, Bieri,
and Wingert. Does this not provide a splendid argument to restart the debate right
here?

Notes

1. Why such a debate has not (yet) happened in the Anglo-American world is still open for discussion.

2. Many of the contributions have been collected in Brain Research and Free Will. On the Interpreta-
tion of the Newest Experiments (2004), a booklet edited by Christian Geyer, chief editor of the FAZ-
Feuilleton and one of the main stage managers of this debate. Geyer’s message is hardly neutral. He sets
out to reconcile forefront brain research with a full-blown anthropology—neuroscience with a human-
ist touch, so to speak.

3. A “manifesto of brain research in the 21st century” initiated by the popular journal Gehirn und Geist
[mind and brain] revealed an astounding modesty. Eleven brain researchers, asked about the future of
their field, were confident about progess (e.g., in the domain of specifically operating pharmaceuticals)
and cautious, at the same time (do not expect too much). Hence, the very visibility of such (rather
binding) statements by way of a ‘manifesto’ contributes to moderating the discussion (Gehirn und Geist
6, 2004: 30–16)—so did statements following this article in later issues of Gehirn und Geist, e.g., by both
“insiders” (Prinz, Kettner, Rösler) and a sociologist of science (Peter Weingart).

4. In this vein, Roth offers two ways of “talking cleanly” about causes and reasons. First, reasons are the
conscious experience of reasons that in the neurobiological experiment present themselves as complex
concatenations of neurophysiological events. Second, reasons are ways of explaining our behavior to our-
selves and to others.That is, we act on the basis of causes but we explain those actions with reasons (Roth
2004: 82). This differentiation only helps if one sticks to two levels of description.
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